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Abstract

This thesis research focuses on the relationship between visual and tactile feedback

and their impact on a person’s underfoot tactile perception of materials. Specifically,

the research explores whether changing the visual appearance of materials affects a

person’s underfoot tactile perception and which tactile perception is most affected by

the change. Additionally, the study examines whether people are aware of changes in

visual appearance when focused on other tasks. A mixed reality system was developed

to answer these questions, and two tactile perception experiments were conducted.

The first experiment involved 18 participants rating three tactile properties (rough-

ness, hardness, and stiffness) for four different flooring materials, each with four dif-

ferent virtual overlays. The aim was to determine whether visual appearance affects

tactile perception and whether materials with different tactile properties are impacted

differently. Results indicated that tactile perception was most impacted by changes

in visual appearance for roughness, and less so for more extreme tactile properties.

The second experiment investigated whether users were aware of changes in tactile

feedback when focused on a task in virtual reality. Eighteen participants walked

around the experiment space standing on virtual objects, with two different materials

covering the experiment flooring space. Nine participants each experienced virtual

textures matching the flooring, and a single texture covered the experiment floor.

Results showed that participants were more aware of walking between the different

floorings when the visual appearance matched the flooring than when only a single

texture was presented.

Overall, the research demonstrates that visual appearance can impact tactile per-
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ception, particularly for roughness. Users are more aware of changes in tactile feedback

when the visual appearance matches the flooring. These findings have implications for

the development of immersive technologies in various fields, including product design.
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0.1 List of Abbreviations

ˆ ANOVA - Analysis of Variance

ˆ ART - Aligned Rank Transform

ˆ CAD - Computer Aided Design

ˆ HMD - Head Mounted Display

ˆ iPQ - iGroup Presence Questionnaire

ˆ LoBF - Line of Best Fit

ˆ MR - Mixed Reality

ˆ PC - Personal Computer

ˆ RW - Real World

ˆ VE - Virtual Environment

ˆ VO - Virtual Object

ˆ VR - Virtual Reality

ˆ XR - Extended Reality
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0.2 Glossary of Terms

ˆ Chroma Keying - Replacing pixels within a speci�ed colour range with di�erent

Virtual Content

ˆ Proxy Object - An Object or Material interacted with in Extended Reality to

provide Tactile feedback without electronics

ˆ Tactile Properties - Tactile sensations experienced when touching materials or

textures (Roughness, Hardness, Wetness)

ˆ Variance - The di�erence of a range of values from their average

ˆ Virtual Appearance - Virtual Texture that is overlayed over the physical exper-

iment materials
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Chapter 1

Introduction

Extended Reality (XR), a term that encompasses immersive technologies such as

Mixed Reality (MR) and Virtual Reality (VR), has revolutionised the �eld of prod-

uct design by enabling designers to visualise and test their creations without building

physical prototypes. Despite its numerous advantages, the lack of physicality in XR

environments presents a signi�cant challenge in terms of haptic and tactile feedback,

which is crucial for understanding and interacting with designs. This research inves-

tigates the e�ects of altering the visual appearance of proxy objects on a person's

tactile perception, speci�cally in the context of underfoot experiences.

Haptic feedback is intrinsically linked to a person's sense of touch. Yet, a per-

son's perception of haptic feedback is also in�uenced by visual cues. Humans use

visual information and prior experiences to predict the tactile properties of their sur-

roundings. For instance, when interacting with an apple, a person expects a smooth

texture when they stroke its skin. In contrast, when feeling the surface of a wooden

material, a rougher texture is expected. Nevertheless, particular objects share com-

parable tactile sensations that are then di�erentiated based on visual feedback. For

example, glass and steel can feel remarkably similar but have vastly di�erent visual

appearances. Objects with similar tactile qualities can be simulated using the same

proxy by altering the visual appearance virtually.

Proxy objects provide an inexpensive and uncomplicated method of delivering
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tactile feedback to the user. Nonetheless, they have limitations in terms of either their

usability or variability. More straightforward proxies can have a broader range of use

cases but may provide lower-quality haptic feedback. In contrast, complex proxies

can o�er high-quality haptic feedback but have speci�c use cases. One signi�cant

advantage of proxy objects is that they do not require speci�c visual appearances, as

VR headsets can display virtual representations. Nevertheless, further development

of proxy objects is needed to expand their applications and minimise the number of

required objects.

In this research, we determine the potential usefulness of combined haptic proxies

and XR technology to create a visuo-haptic interface for product design applications.

Speci�cally, this research focuses on the prototyping process, where various product

samples can be quickly visualised. Prototyping is a crucial element of the product

design process, allowing the designer to physically perceive a digitally modelled design.

However, it can be costly in terms of time and resources, as physical construction is

required for each prototype iteration. Moreover, digital prototypes often lack accuracy

when presented on a monographic display, as the designer frequently perceives the

object as being of a di�erent size (Stefanucci et al., 2015).

Visuo-haptic interfaces have the potential to facilitate this process by simulating

various properties of virtual objects using a single device. This feature enables de-

signers to test and evaluate prototypes without needing physical construction. Both

tactile and visual perception is crucial in product design as the designer requires an

object's visual appeal and an understanding of its physical properties. The importance

of sensory inputs in product evaluation was demonstrated by Balaji et al. (2011), who

had participants rate tissue paper products' tactile and visual perception.

Most haptic research has concentrated on hands as the primary means of inter-

action due to their high tactile sensitivity and frequent use for interacting with sur-

roundings. However, feet also possess high tactile sensitivity and often encounter tac-

tile sensations throughout the day, yet there is limited research in this area. Flooring

materials are common in both home and workplace environments and are interacted

with daily, with an emphasis on providing comfortable tactile sensations.
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While research has examined the interaction between visual and tactile feedback,

little attention has been given to how speci�c tactile feedback is a�ected by a change in

visual appearance. Our research determines how the tactile properties of roughness,

hardness, and sti�ness are impacted when the visual appearance of a material is

altered. We focus on underfoot tactile experiences due to the lack of research in this

area and the richness of the tactile experiences that are still available. To achieve

this, we use indoor �ooring materials as proxy objects. A user study consisting of two

experiments was conducted to explore this further.

The �rst experiment examines the three aforementioned tactile properties of four

di�erent �ooring materials under four di�erent visual appearances, which were su-

perimposed using an industry-leading XR headset. The second experiment involved

having participants walk on virtual objects in a small area to evaluate their awareness

of changes to physical surroundings based on visual appearance. We hypothesise that

changing visual appearances will a�ect a person's tactile perception of �ooring mate-

rials, with less impact on those with more extreme tactile properties. Additionally, we

predict that visual appearances that match physical materials will increase a person's

awareness of the tactile perception of the materials.

This work is divided into several chapters. Chapter 2 discusses the background re-

search, while Chapter 3 describes the system created for the study, including software

and hardware. Chapter 4 outlines the pilot study conducted and the improvements

made, and Chapter 5 presents the formal study conducted and its results. Finally,

the key �ndings from both experiments, potential future work, and our conclusion are

presented in Chapters 6 and 7, respectively.
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Chapter 2

Background

This chapter covers background research on various aspects of haptic technology

and perception, with a particular focus on feet-based haptics and the use of virtual

reality in product design. It begins with exploring haptic proxies and how they can

be improved through dynamic haptic devices and vibrotactile feedback. The chapter

also discusses the relationship between visual input and tactile perception, including

how superimposing digital imagery on objects can alter tactile perception. Further-

more, it examines the various methods of de�ning tactile properties and how they

are perceived by individuals. The use of virtual reality in product design is also sur-

veyed, highlighting the advantages it o�ers compared to conventional computer-aided

design techniques. Finally, the chapter concludes with a set of problem statements

and research questions.

2.1 Haptic Proxies

The utility of haptic proxies in simulating the tactile experience of virtual objects

is limited by their inability to perfectly replicate shape, weight, or texture. Recent

research has examined whether users can detect discrepancies between physical and

virtual objects. One study found that users could not reliably detect mismatches of

5.8%, 43.8%, and 66.7% for width, local orientation, and local curvature, respectively,

when grasping haptic proxies with the thumb and index �nger (Tinguy et al., 2019).
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Another study investigated the perception of mismatches when an everyday room

was replaced with a fantasy virtual environment with approximate mapping to each

physical object. This study found that while signi�cant mismatches in shape, weight,

or temperature decreased believability, haptic proxies that shared similar a�ordances

to the virtual object in areas that users interacted with were harder to distinguish

from the real object (Simeone et al., 2015).

One way to improve the utility of haptic proxies is to o�er di�erent proxies with-

out requiring external input outside the user system. Dynamic haptic devices o�er

di�erent proxies to the user based on what they are interacting with within the virtual

environment. The Haptic Palette (Degraen et al., 2020), a handheld device similar

to a painter's palette, rotates to provide a material proxy based on the virtual object

they scan to interact with. Users found this device better than a fabric sample book

and could not distinguish that some proxies were used multiple times. Another ex-

ample is the Haptic Revolver (Whitmire et al., 2018), a handheld VR controller that

features a rotating drum of small haptic proxies o�ered to the tip of the user's index

�nger. The device o�ers increased utility by rotating to the correct proxy based on

the user's position in the virtual environment and featuring replaceable wheels, each

with its own use cases.

Vibrotactile haptic devices o�er a cheap and simple method of providing believable

tactile feedback to speci�c parts of the body, such as the �ngertips. Vibrotational

devices mimic the vibrations our �ngers receive when interacting with objects and

the resulting friction from doing so. Simulation can be achieved by matching the

vibrations felt (Lederman et al., 1982). Research has covered many ways to simulate

these vibrations for tactile sensations, whether through an interactable surface like

a touchpad or hand-mounted devices that stimulate the �ngertips (Bau et al., 2010;

Choi et al., 2020; Teng et al., 2021). (Villa et al., 2020) explored the combination of

passive tangible objects paired with small �nger-mounted haptic devices to simulate

sti�ness, friction, and shape. Attaching the device to the middle of the �nger allows

for tactile input to the �nger by stretching the skin while leaving the �ngertip free to

touch the tangible object. This combination of inputs was capable of simulating the
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various tactile perceptions, with sti�ness being the most notable.

Haptic proxies o�er a simple method of providing high-quality tactile feedback

without the need for complex technology. However, providing this feedback in an

immersive environment requires a range of proxies to be o�ered, making the system

clunky. Research has looked into limiting the number of proxies by; O�ering a range

of proxies on a handheld haptic device, testing the limit of visual input, or providing

cheap tactile feedback to acute sensory points of the body. Our research follows the

work investigating the limit of visual input on simulating multiple materials using

only a few proxies.

2.2 Visual Input and Tactile Perception

Vision plays a critical role in our perception of objects and expectations when

interacting with them. Even before we approach an object, visual input provides

information about it. As we continue to interact with objects, we develop a mental

model of the materials we come in contact with, and the visual appearance of these

objects is essential in identifying and determining how to interact with them (Fleming,

2014; Posner et al., 1976). However, the bimodal relationship between inputs varies

based on the object being interacted with. For instance, a photograph o�ers visual

information but little tactile information, and some objects are preferred not to be

looked at when interacted with (Heller, 1982).

In some cases, both visual and tactile modalities are necessary to accurately de-

termine a material. For example, Bergmann Tiest and Kappers (2007) explored how

participants perceived the roughness of a range of materials with only one modality

of either visual or touch. Their �ndings revealed that the modality a�ected the par-

ticipants' perception of the materials. However, visual feedback alone is not always

enough to identify the material, and a combination of visual and tactile feedback

is needed to provide enough information on the material (Baumgartner et al., 2013;

Whitaker et al., 2008).

Moreover, the relationship between visual and tactile feedback can be used to
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alter tactile perception by changing the visual appearance. Research has shown that

superimposing digital imagery on objects can change a user's perception of shape,

roughness, hardness, and sti�ness (lesaki et al., 2008; Villa et al., 2020). Kitahara

et al. (2010) investigated how visual cues impacted physical cues by comparing plates

of materials with visuals of the counterpart materials. Their �ndings indicated that

materials with di�erent impressions and past experiences could be interpreted as the

material shown visually. Dynamic visuals that change di�erently from the physical

object have also been found to alter tactile perception. For instance, by changing

how an object deforms visually, the perceived hardness of the object changes, and in-

creasing the deformation visually leads to the object being perceived as softer (Hirano

et al., 2011). Additionally, Günther et al. (2022) explored the perceived roughness of

a range of materials with various virtual displays and found that the range of virtual

materials could be represented using only two physical materials.

The extent of virtual content displayed in eXtended Reality (XR) can vary from

small digital overlays in Augmented Reality (AR) to fully immersive virtual environ-

ments in Virtual Reality (VR). As the virtual content becomes more dominant, our

perception of our surroundings can change. A study by Ga�ary et al. (2017) investi-

gated the di�erences in tactile perception of softness between AR and VR displays,

aiming to determine whether an increase in virtual content in�uences our perception

of the physical world. The study utilised a virtual piston controlled through a force-

feedback device in both a physical environment and a replicated virtual environment,

and the sti�ness between the two conditions was compared. The results showed that

in 60% of cases, the VR piston was perceived as sti�er, even though the physical

sti�ness remained constant.

Although the underfoot area exhibits high sensitivity and is constantly engaged

in tactile experiences as we move around, haptic research has predominantly focused

on hand interactions, overlooking this crucial part of the body (Punpongsanon et al.,

2015). Our interaction with materials and textures is bimodal, with both visual and

tactile feedback in�uencing our perception. Previous studies have explored the re-

lationship between these two sensory inputs, as individual feedback may not always
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su�ce to identify materials. The bimodal interaction between them is often neces-

sary. Considering the visual and tactile similarities among some materials, groups of

materials can be simulated by maintaining one sensory input constant while altering

the other input.

2.3 Feet-based Haptics

Even though most haptic and touch research focuses on hand interactions due to

the high density of mechanoreceptors in our �ngertips and their everyday use (Purves

et al., 2019), the feet also contain a signi�cant number of mechanoreceptors and

constantly experience tactile sensations while walking and moving (Mancini et al.,

2014). However, foot-based haptics has not been as extensively explored as hand-

based haptics. Foot haptic devices have been developed to concentrate on speci�c

tasks, such as stepping up (Schmidt et al., 2015), walking through deep snow (Yokota

et al., 2015), or simulating slipperiness (Millet et al., 2017) and friction (Tsao et al.,

2022). Visell et al. (2008) designed a �oor tile-based haptic device that replicates

various ground materials using vibrotactile feedback. When combined with realistic

audio and visual input, it can simulate a range of materials and a walkable area

corresponding to the device's size.

Auditory feedback plays a crucial role in underfoot interactions, in�uencing the

overall tactile experience. As we walk, we constantly receive information about the

material beneath our feet through audio cues or their absence. Nilsson et al. (2012) and

Nordahl et al. (2010) investigated a foot-based tactile device that delivers audio and

haptic feedback via vibrotactile sandals while walking in a virtual space. Although the

added feedback did not signi�cantly alter the overall perception, it enhanced the user

experience. Likewise, Turchet et al. (2013) discovered that audio and haptic feedback

increase the realism of virtual walking, with participants showing a preference for the

additional feedback and perceiving a signi�cant improvement in realism.

Carpets, hair, and fur exhibit unique physical structures that set them apart from

other objects. Composed of a multitude of �brillar structures packed together, these

materials behave di�erently when touched�solid structures deform, while �brillar
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structures displace individual �bres. Simulating these materials has not been a pri-

mary focus of research, with only a few studies attempting to do so. Lee et al. (2021)

developed HairTouch, a system that o�ers sti�ness and roughness tactile feedback

using adjustable brush hair structures. Altering the height of the �bres increases

rigidity, making the material feel sti�er and rougher due to reduced �bre bending.

Degraen et al. (2019) determined that hair length is vital for tactile perception, em-

ploying 3D-printed hair structures of varying lengths combined with visual dominance

to enhance virtual textures.

Our research diverges from creating a device that either improves the tactile expe-

rience or concentrates on a speci�c task. Instead, we utilise haptic proxies to deliver

tactile input and visual feedback to augment the tactile experience. By modifying

the visual input rather than the tactile input, we can simulate a variety of objects or

materials without relying on complex devices and using only a limited number of ma-

terials. This approach aims to contribute to a more comprehensive understanding of

the interplay between visual and tactile experiences and expand the scope of available

simulation methods.

2.4 Extended Reality in Product Design

In recent decades, immersive technologies have become increasingly prevalent in

various aspects of product design. Virtual Reality (VR) has been employed throughout

the product design process, including prototyping, design, evaluation, and consumer

demonstrations. VR has been utilised in design since the 1990s, with early applica-

tions such as Holosketch (Deering, 1995). Computer-Aided Design (CAD) is a potent

method for product design, enabling designers to create and visualise designs more

quickly without requiring physical resources. However, CAD is constrained to a 2D

screen, potentially leading to misinterpretations of size and scale. In contrast, VR

allows designs to be viewed in a 3D space, o�ering a more accurate representation

of scale and compatibility with existing CAD software (Wolfartsberger, 2019; Horvat

et al., 2019). Major companies have begun transitioning to virtual prototyping, with

VR emerging as the preferred immersive technology (Liker and Pereira, 2018). VR
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also holds promise for the assembly of larger designs, facilitating enhanced visuali-

sation of how the entire system is constructed and interconnected (Noghabaei et al.,

2019; Xia et al., 2012; Seth et al., 2011).

Recent advancements in immersive technologies have enabled the use of VR for

designing in 3D space. While many skills and techniques from 2D sketching can be

transferred to 3D, novel methods have been developed to render 3D drawing more

intuitive and straightforward. Sca�olding-based approaches, which involve initially

drawing the base structure of the design, have been explored to adapt 2D sketching

skills to 3D (Kim et al., 2018). However, drawing in 3D presents unique challenges,

such as selecting the correct drawing surface versus the expected surface. Various

projection techniques have been investigated to address this issue (Arora and Singh,

2021). Designing in 3D can mitigate problems associated with viewing designs on a

2D screen, such as depth perception, size, and shape. Stereoscopic vision research has

demonstrated improved depth perception for 3D CAD models in virtual environments

compared to 2D displays (Florin et al., 2014). Head-mounted displays enhance depth

perception by positioning the screen closer to the eye and reducing mismatching e�ects

(Hollins et al., 2000).

Digital technologies have assisted the product design process for decades. CAD

software provides powerful and intuitive tools for creating prototypes without the

necessity for physical resources. However, the 2D monitor displays limited depth and

true size perception. The recent evolution of VR technology has spurred research

into innovative methods for creating and viewing 3D prototype models. Our research

proposes a way to deliver tactile feedback for designs with colour, texture, or material

variations without requiring a physical prototype for each variation. This approach

can streamline the design process, facilitate more e�cient prototyping, and improve

the overall user experience.

2.5 De�ning Tactile Properties

The de�nition of tactile dimensionality for physical properties and our perception

of the environment through touch is a subject of ongoing debate. Tactile properties
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are experienced when making contact with a material or texture, and each material

exhibits a unique combination of tactile properties. As a result, a universally agreed-

upon set of properties has not been established. Instead, researchers often propose

properties based on speci�c groups of materials. Comparisons of these properties typi-

cally fall into one of three categories: Semantic Di�erential, where properties are rated

on a scale with opposing extremes (e.g., Rough and Smooth); Similarity Estimation,

where two materials or textures are compared using arithmetic values or on a Likert

scale; and Classi�cation, where materials and textures are grouped based on their sim-

ilarities, with greater dissimilarity re�ecting more variation between materials. Tactile

dimensions, such as roughness/smoothness and hardness/softness, are considered the

most in�uential properties in material identi�cation (Hollins et al., 1994, 2000). Ad-

ditional suggested tactile properties include sticky/slippery, warm/cold, bumpy/�at,

and wet/dry (Chen et al., 2009).

Okamoto et al. (2013) reviewed other studies to determine prominent tactile prop-

erties and suggest possible dimensional structures. They identi�ed �ve potential tac-

tile property dimensions: Macro and Fine Roughness, Warmness/Coldness, Hardness,

and Friction. Sakamoto and Watanabe (2017) discovered six major dimensions, four

of which overlapped with Yamada et al.'s �ndings. Their work investigated Japanese

sound-symbolic words (SSW) and how these words describe tactile properties, leading

to 26 adjective pairs for tactile dimensions. Consequently, they identi�ed six major

dimension groups: A�ective Evaluation and Friction, Compliance, Surface, Volume,

Temperature, and Naturalness.

Likewise, Guest et al. (2011) analysed 262 adjectives describing sensory, emo-

tional, and evaluative aspects of touch to establish tactile attributes. These attributes

were then grouped into four tactile dimensions: Roughness, Slip, Pile, and Firmness.

Yoshida rated various materials and textures using 20 haptic di�erential scales to

determine tactile dimensions. Haptic pairs were rated on a 7-point Likert scale, in-

cluding pairs like rough/smooth, elastic/dead, and viscous/runny. From this, they

identi�ed the most critical tactile dimensions: Heaviness, Coldness, Wet, Smooth-

ness, and Hardness.
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Tactile properties can be categorised and measured through various methods, but

these are predominantly limited to speci�c groups of materials. The Shore A Hardness

Scale quanti�es the hardness of materials in the rubber group, facilitating the use of

measured values in haptic studies of rubber materials (Bergmann Tiest and Kappers,

2009). However, not all materials can be accurately measured and categorised on a

single scale. Subjective measurement is necessary for tactile perception to identify

general trends within a population.

Materials and textures provide a vast array of tactile experiences, rendering the

quanti�cation of these experiences challenging. Due to the extensive range of ad-

jectives in our vocabulary, researchers have attempted to de�ne tactile properties

using various methods, striving to consolidate the numerous adjectives into a smaller,

de�ned group. Although some groups of properties are more widely accepted than

others, a single universally accepted group is unlikely due to the immense variety

of materials. For certain material groups with similar tactile properties, scienti�c

methods have been employed to de�ne and measure tactile properties.

2.6 Problem and Research Questions

After conducting background research, we have identi�ed a gap in the current

literature related to the e�ect of changes in a visual appearance on speci�c tactile

feedback, especially in underfoot experiences. While some research has explored the

relationship between visual and tactile feedback, little is known about how changes in

visual appearance impact the perception of speci�c tactile properties. Additionally,

while hand-based haptics has been heavily researched, underfoot haptics is relatively

underexplored. Therefore, our study investigates how changing the visual appearance

of �ooring materials a�ects a person's tactile perception of these materials when in-

teracting with underfoot. We chose �ooring materials found in everyday homes as our

proxy objects since they are commonly encountered and provide rich tactile sensations

that can be explored. Ultimately, this research will contribute to our understanding of

the complex relationship between visual and tactile feedback and provide insight into

how changes in visual appearance can impact our perception of materials in underfoot
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experiences.

Our research stems from an initial diagram shown below in Figure 2.1. Our

brainstorming highlighted four key areas that the research should focus on; Feet/Sole,

Feeling, Interface and Material, along with how the di�erent areas interact with each

other. As the foot was the interacting part of the body, the design considers how the

person would need to be interacting with the interface, sitting or standing, and the

interface needed to be designed to incorporate that. The use of materials to provide

the feedback needed to be considered both in how they are perceived when interacted

with as well as how the interface would incorporate the material.

Figure 2.1: The diagram illustrates the initial questions we had during the ideation
process.
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From this, we narrowed down the key questions to be answered. The purpose of

this research is to answer the following questions:

ˆ RQ1 - How does changing the visual appearance of a �ooring material impact

a person's tactile perception of the material?

ˆ RQ2 - Which tactile property feedback is most a�ected by a change in the visual

appearance of the �ooring material, and to what extent?

ˆ RQ3 - To what degree are people aware of changes in haptic feedback when

engaged in a task within a virtual environment, and how does their awareness

vary depending on the level of focus on the task?
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Chapter 3

System

This section provides an overview of the Extended Reality (XR) system developed

for the experiments to explore the impact of changing visual appearance on a person's

tactile perception of �ooring materials in a virtual environment. The experiment was

conducted in a closed o�ce area covered with rubber tiles and green screening fabric,

with positional tracking and trackers attached to the participant's feet. A video see-

through headset was used to display virtual content created using a game engine and

asset for improved immersion. To provide tactile feedback, samples of various �ooring

materials were used as proxy objects sourced from local stores that o�ered sample

materials. The section also discusses the use of chroma keying and positional tracking

for the participant's movements. Finally, it discusses the use of tools to create realistic

3D textures of the �ooring materials for improved overall user experience.

3.1 Overview

The experiment took place in a closed 3m x 3m o�ce area situated in the corner

of the room. The �oor of the experiment area was covered with rubber tiles, while

green screen fabric was placed on top of the tiles and the adjacent walls. A chair was

positioned in the centre of the experiment area, facing one of the green-screened walls,

with the other wall to the left of the participant. The Varjo XR-3 headset provided

the XR experience, driven by a nearby desktop PC. Positional tracking for the Varjo
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headset was achieved using three SteamVR 2.0 Base Stations, placed in the corner of

the two walls, behind the participant on a stand, and to the participant's right on a

bookcase. Participants' feet were tracked using two Vive trackers attached to socks

worn throughout the experiment. The area was well-lit using the o�ce's lighting and

two portable LED lights for the experiment zone. Figure 3.1 illustrates the physical

experiment setup, with two base stations and the PC outside the image. The Unity

game engine rendered the XR graphics displayed on the Varjo XR-3 headset, handling

all positional processing, virtual texture display, and physics involved during interac-

tions with virtual materials. Interactive virtual materials were created using the Hair

Designer Unity asset by Kalagaan.

Figure 3.1: Experimental setup for the user study
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The system diagram for the user study is shown in Figure 3.2. Positional data from

the Vive trackers attached to participants' feet were tracked using the laser scanning

provided by base stations surrounding the experiment area and communicated to

the PC, which connected the headset and collected all transmitted data. SteamVR

software processed the positional data and accurately mapped the trackers and headset

within the physical space. Unity received the SteamVR data, allowing the trackers and

headset positions to be accurately represented in the virtual environment. The Varjo

headset's cameras provided continuous video input of the physical environment, which

was sent to the Varjo software on the PC. The Varjo software used chroma keying

to determine which colours should display virtual content and which should show

the physical environment. A plug-in transmitted the �ltered video input from the

Varjo software to Unity, which combined the tracking data to produce a video feed

with virtual content and the physical environment. The resulting video output was

delivered to the Varjo headset for the participant's viewing.
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Figure 3.2: System Diagram showing how di�erent components relate to each other,
the accompanying video displays the system in usehttps://youtu.be/kk6UaHFUdfc

3.2 Hardware

3.2.1 Extended Reality (XR)

Virtual content was displayed in XR using the Varjo XR-3 headset, as shown

in Figure 3.3. By blending the real and virtual worlds, users could experience the

virtual content while still perceiving their physical surroundings, enhancing the overall

experience. The use of XR also allowed for the overlay of virtual textures within the

real-world space without obscuring any physical objects that should not display virtual

content. To keep the user focused on the virtual overlay and examine the impact of

altering the appearance of the interacting �ooring, the virtual world was only overlaid

in this area, in order to minimize exposure to the virtual environment while still

partially grounding the user in the real world.
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Figure 3.3: Varjo XR-3 Headset used for the Study

3.2.2 Varjo

The Varjo XR-3 headset was used to display the virtual content in the real world.

At the time of this research, it o�ered one of the highest resolution displays among

headsets, with 2880x2720 pixels per eye along with a stereo pass-through camera. Ad-

ditionally, it had other features such as hand and eye tracking, passthrough, chroma-

keying, and LiDAR. The Varjo XR-3 was selected for the study because of its ability

to provide participants with an excellent experience and high-quality display, which

would contribute to optimal results. The speci�cations for the Varjo XR-3 are shown

below in Table 3.1.

3.2.3 Green Screening

The system employed the chroma keying function of the Varjo XR-3, a digital

technique that layers two images or video inputs to create a single output based on

a selected colour range. In this case, a green screen served as the consistent colour

range to be keyed out. This technique allows for the replacement of the chosen colour

range in the �rst digital input with the corresponding pixel of the second digital input.

Using a green screen enhances the layering between the two digital inputs, as green is

a colour that signi�cantly di�ers from skin tones. The outcome is a cleaner and more

accurate output.
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Table 3.1: Speci�cation Table for the Varjo XR-3 XR3 (2023)

3.2.4 Positional Tracking

The Varjo headset employs the Steam VR tracking system for accurate positioning

in the virtual world, utilising the Lighthouse tracking system. The Lighthouse system

features base stations that scan the room with a laser beam 50 times per second and

communicate with each other to determine the headset's position within the virtual

play space. Laser positioning sensors on the HMD and handheld controllers enable

precise movement tracking with low latency. The system can warn users when they

approach the limits of the tracking space and track multiple headsets for multiple

users in the same space. The base station is mounted on the boundaries of the desired

virtual play space to ensure a consistent line of sight and high refresh rates, as depicted

in Figure 3.4.

For an immersive experience, the headset and tracking system must be accurately

calibrated so that the virtual environment corresponds to the physical room. Cali-

bration was performed before conducting the experiment with each participant. This
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involved placing the Varjo headset in the centre of the experiment space in view of

each base station, and proper positioning was required to accurately map the vir-

tual environment. Vive trackers self-calibrate based on information communicated

between the trackers, base stations, and headset.

Figure 3.4: Postion of Base Stations placed around the Experiment area

3.2.5 Tracking Feet

To accurately track the position of speci�c body parts in the virtual world, VIVE

trackers were used as an on-body method. Like the headset, the VIVE trackers can

track their 6DoF movements within the real world to provide an accurate position in

the virtual world. A tracker was attached to each foot and placed on top of the foot

to maintain precise tracking of all foot movements while ensuring the participant's

comfort. The tracker was secured to the body using a sock with strong hook-and-loop

fasteners or Velcro on top where the tracker could be attached, as illustrated in Figure

3.5.

To display the displacement of the virtual carpet when interacted with by the user,

rudimentary virtual objects mapped to the user's feet were used. The Hair Designer

software used in Unity employed virtual objects to display carpet strands when in

close proximity to the virtual objects. Virtual objects that formed a basic shape of
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a foot were used, which were made larger to accommodate all foot sizes and to make

the displacement more visible. The positioning of the virtual objects was mapped to

the Vive trackers placed on top of the user's feet. Vive trackers were placed on top

of the user's feet as this position provided the most accurate tracking for any of the

user's movements.

Figure 3.5: Vive trackers attached to Users feet using socks

3.3 Software

3.3.1 Blender

In VR, 2D images are often used to display textures, which can lead to a lack

of depth and kinematics when interacting with certain objects. To enhance the im-

mersiveness and overall user experience, we developed 3D textures with kinematic

properties for �ooring materials, particularly carpets. Initially, the carpet texture

was designed using Blender, which provided a wide range of tools for creating a real-

istic carpet texture with random distributions of carpet strands, bends, and varying

sizes to simulate everyday carpets, as exempli�ed in Figure 3.6. However, due to

formatting issues with Blender, the designed carpet could not be exported into Unity,

which was used for the rest of the experiment. Consequently, a Unity-based approach

was adopted to create the 3D carpet texture.

32




	List of Abbreviations
	Glossary of Terms
	Introduction
	Background
	Haptic Proxies
	Visual Input and Tactile Perception 
	Feet-based Haptics
	Extended Reality in Product Design
	Defining Tactile Properties
	Problem and Research Questions

	System
	Overview
	Hardware
	Extended Reality (XR)
	Varjo
	Green Screening
	Positional Tracking
	Tracking Feet

	Software
	Blender
	Hair Designer

	Materials
	Summary

	Pilot Study
	Pilot Study Overview
	Findings and Improvements Made
	User Study Hypotheses
	Summary

	User Study
	Formal Study Overview
	Participants
	Pre-Experimental Procedure
	Experiment 1
	Procedure

	Experiment 1 Results
	Analysis of Variance
	Contrast Post-Hoc Tests
	Variance
	Line of Best Fit

	Experiment 1 Summary
	Experiment 2
	Procedure

	Experiment 2 Results
	iGroup Presence Questionnaire
	Summary

	Discussion
	Experiment 1
	Experiment 2
	Comments about the Study
	Research Implications
	Haptic Proxies
	Visual Input and Tactile Perception
	Feet-Based Haptics
	Extended Reality in Product Design

	Limitation

	Conclusion and Future Work
	Conclusion
	Future Work


