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Abstract

Fixed Broadband Wireless Access (BWA) for the tage is a promising technology
which can offer high speed voice, video and dataice and fill the technology gap
between Wireless LANs and wide area networks. Thiseen as a challenging
competitor to conventional wired last mile accegdeams like DSL and cable, even in
areas where those technologies are already awailaidlore importantly the
technology can provide a cost-effective broadbaocdess solution in rural areas
beyond the reach of DSL or cable and in developmgntries with little or no wired
last mile infrastructure. Earlier BWA systems wbesed on proprietary technologies
which made them costly and impossible to interagerdhe IEEE 802.16 set of
standards was developed to level the playing fidld.industry group the WiMAX
Forum, was established to promote interoperabdity compliance to this standard.
This thesis gives an overview of the IEEE 802.1GeléssMAN OFDM standard
which is the basis for Fixed WiMAX. An in depth degtion of the medium access
control (MAC) layer is provided and functionality its components explained.

We have concentrated our effort on enhancing théomeance of Fixed
WIMAX for VolP services, and best effort traffic vdh includes e-mail, web
browsing, peer-to-peer traffic etc. The MAC layefides four native service classes
for differentiated QoS levels from the onset. Thesalicited grant service (UGS)
class is designed to support real-time data streemmsisting of fixed-size data
packets issued at periodic intervals, such as TafiilVoice over IP without silence
suppression, while the non-real-time polling seevinrtPS) and best effort (BE) are
meant for lower priority traffic. QoS and efficignare at opposite ends of the scale in
most cases, which makes it important to identifg trade-off between these two
performance measures of a system. We have anatiieedffect the packetization
interval of a UGS based VoIP stream has on systeriogmnance. The UGS service
class has been modified so that the optimal packetn interval for VolP can be
dynamically selected based on PHY OFDM charactesisThis involves cross layer
communication between the PHY, MAC and the Applaat_ayer and selection of

packetization intervals which keep the flow wittpacket loss and latency bounds
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while increasing efficiency. A low latency retranssion scheme and a new ARQ
feedback scheme for UGS have also been introdudeel.goal being to guarantee
QoS while increasing system efficiency. BE trafficen serviced by contention based
access is variable in speed and latency, and logfficiency. A detailed analysis of
the contention based access scheme is done usingoWahains. This leads to
optimization of system parameters to increasezatibn and reduce overheads, while
taking into account TCP as the most common tramslger protocol. nrtPS is
considered as a replacement for contention bassgssicSeveral enhancements have
been proposed to increase efficiency and facilitegter connection management.
The effects of proposed changes are validated wsiatytical models in Matlab and
verified using simulations. A simulation model wsgecifically created for IEEE
802.16 WirelessMAN OFDM in the QualNet simulatioacgage. In essence the aim
of this work was, to develop means to support aimam number of users, with the

required level of service, using the limited wisdaesource.
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Chapter 1

Introduction

Wireless communications have become increasingpulao in today’s fast paced
world. Instant access to virtually unlimited infaation has become the mantra of
businesses and individuals alike. The evolutiowinéless communications has been
incredibly quick and the future of this technolagyhard to predict. The impact of this
technology on our lives will be tremendous andwallos to do things we never
imagined a decade ago. Having access to informatioinbeing able to communicate
easily and securely in any medium such as imagde, ®laice, video and multimedia
in a cost effective manner is a requirement of modechnology savvy society. The
conventional telephone network better known as Plblic Switched Telephone
Network (PSTN) has been in existence for a conaldertime. Most consumer data
communication is based on utilizing the fixed, wicentric PSTN as the
communication link. While this strategy has provwedbe very advantageous when
considering access methods such as Digital Sulesdriop (DSL) the prerequisites
of having copper wire to the user’'s doorstep anddogithin a minimum distance
from the local exchange cannot always be satisf&ainme communities even in
developed countries cannot meet these demands aed to rely on data
communication solutions provided by cellular netkvoperators instead.

As such the need for wireless wide area coveraga ithe increase now and

will be in the foreseeable future. This demanddata based services has given rise to
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many data centric wireless access technologieshwban also transport voice as
opposed to previous systems which were voice ceatnrd later adapted to packet
data. The development of wireless access technalogugh many generations to its
current state is discussed in this chapter. IEEE 18— 2004 based Metropolitan
Area Networks are the topic of this thesis, andwah we present an overview of the
said technology, as well as other broadband asmssnes currently in use. We also
highlight key business drivers which push this rtebgy forward, and challenges

which need to be overcome for its continuing sueces

1.1 Cellular Technologies

We present some historical details about the pesgra from the earliest cellular
communications systems which could also be usddhtsfer data at low speeds, to
the current state of the art. It is clear, thatially, data transfer seemed to be an after
thought while voice was the main component. As dedasfer requirement keep
growing steadily, current systems are specificghared to transport many classes of
data where voice, is one of the many services geaki However the fact remains,
that these cellular mobile systems are a voicedasghitecture modified to include
data services.

1.1.1 First Generation Systems

First-generation wireless telephone technology tlaeeanalogue cell phone standards
that were introduced in the 1980s (Stallings 2CG0%) continued until being replaced
by 2G digital cell phones. It is worth mentioningese systems as some form of
wireless data communication was possible albesubtbroadband speeds by today’s
standards.

Cellular Digital Packet Data (CDPD) uses unusediiéaith normally used by
Advanced Mobile Phone System (AMPS) mobile phorets/éen 800 and 900 MHz
to transfer data. Speeds up to 19.2 kbit/s areilgles®eveloped in the early 1990's,
CDPD was large on the horizon as a future techyoldgowever, it had difficulty
competing against existing slower but less expenslobitex and DataTac systems,
and never quite gained widespread acceptance bedéover, faster standards such as

General Packet Radio Service (GPRS) became dominant
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1.1.2 Second Generation Systems

Commonly known as 2G, these use digital signalsravias the previous systems
retrospectively dubbed 1G, used analogue. Howewwh lsystems use digital
signalling to connect the radio towers (which Inste the handsets) to the rest of the
telephone system. 2G systems can be broadly diviedTime Division Multiple
Access (TDMA) based and Code Division Multiple Ass€CDMA) based standards

depending on the multiple access technology used.

1.1.2.1 Global System for Mobile Communications

The Global System for Mobile Communications, GSNigioal acronym: Groupe
Spécial Mobile) is the most popular standard foibieophones in the world. GSM
service is used by over 2.3 billion people acrossemthan 220 countries and
territories (GSM Association 2008). The ubiquity tife GSM standard makes
international roaming very common between mobileongh operators, enabling
subscribers to use their phones in many partseofmbrid. GSM differs significantly
from its predecessors in that both signalling apelesh channels are digital, which
means that it is considered a second generatioh if&bile phone system. The 3rd
Generation Partnership Project (3GPP) was ableldoaalvanced data transmission
upgrades such as GPRS and EDGE using this “atidligirchitecture.

GSM has gone through a few steps in its progresswards a true Third
Generation access method. Namely Circuit Switchath[PCSD), High Speed CSD
(HSCSD) and GPRS. These data centric “upgradestieseribed in detail in section
1.1.3 - Third Generation Systems.

1.1.2.2 Digital — Advanced Mobile Phone System (D-AMPS)
IS-54 and IS-136 are 2G mobile phone systems, kremvigital AMPS (D-AMPS).
It is used throughout the Americas, particulariythe United States and Canada. D-
AMPS is considered end-of-life, and existing netygoare in the process of being
replaced by GSM/GPRS and CDMA2000 technologies.

Although this system is most often referred to 8VIR, a common multiple
access technique which is used by multiple progdatluding GSM, 1S-54 and IS-
136. The two different uses of this term can befusing. TDMA (the technique) is

also used in the GSM standard. However, TDMA (tl@dard, i.e. IS-136) has been
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competing against GSM and systems based on CDMAdoption by the network
carriers, although this standard is now being pthase in favour of GSM technology.
This technique allows a bit rate of 48.6 kbps v@thkHz channel spacing, to give a
bandwidth efficiency of 1.62 b/s/Hz. This value®»% better than GSM.

1.1.2.3 Interim Standard 95 (1S-95)

Interim Standard 95 (1S-95), is the first CDMA-bdsdigital cellular standard
pioneered by Qualcomm. The brand name for 1S-9%dsnaOne”. 1S-95 is also

known as TIA-EIA-95.

Since voice and user data are intermittent, théfidra&hannels support
variable-rate operation. Every 20 ms frame mayraesmitted at a different rate, as
determined by the service in use (voice or dataj.ueice calls, the traffic channel
carries frames of vocoder data. The mobile recgigivariable-rate traffic frame does
not know the rate at which the frame was transnhiffg/pically, the frame is decoded
at each possible rate, and using the quality nsetridhe Viterbi decoder, the correct
result is chosen.

Traffic channels may also carry circuit-switchedtadaalls in 1S-95. The
variable-rate traffic frames are generated usimegl895 Radio Link Protocol (RLP).
RLP provides a mechanism to improve the performaridbe wireless link for data.
Where voice calls might tolerate the dropping ofastonal 20 ms frames, a data call
would have unacceptable performance without RLP.

Under IS-95B revision 5, it was possible for a useruse up to seven
supplemental "code" (traffic) channels simultanéptrs increase the throughput of a
data call. Very few mobiles or networks ever preddhis feature, which could in
theory offer 115.2 Kbps to a user.
1.1.2.4 Personal Digital Cellular (PDC)

Personal Digital Cellular is a 2G mobile phone dtad developed and used
exclusively in Japan. Like D-AMPS and GSM, PDC uBB#A. PDC uses a 25 kHz
bandwidth, 3 time slots, pi/4-DQPSK modulation dom bit-rate 11.2 kbps and 5.6

kbps (half-rate) voice codecs. PDC is implementedhie 800 MHz and 1.5 GHz
bands.
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The services include voice (full and half-rate)pglementary services (call
waiting, voice mail, three-way calling, call forvaamg, and so on), data service (up to
9.6 kbps CSD), and packet-switched wireless dag tu 28.8 kbps PDC-P).
Compared to GSM, PDC's weak broadcast strengthvslEmall, portable phones
with light batteries at the expense of substandasite quality and problems
maintaining the connection, particularly in encthspaces like elevators.

After a peak of nearly 80 million subscriber to PDénd 45 million
subscribers by the end of 2005, it is being phamédn favour of 3G technologies

like W-CDMA and CDMA2000.
1.1.2.5 Personal Handy-phone System (PHS)
PHS is, essentially, a cordless telephone like tBligiEnhanced Cordless
Telecommunications (DECT) (Stallings 2005), witle ttapability to handover from
one cell to another. PHS cells are small, with gnaission power of base station a
maximum of 500 mW and range typically measuresirs tor at most hundreds of
meters (some of brand-new base stations can rangat & kilometres at line-of-
sight), as opposed to the multi-kilometre range&8M. This makes PHS suitable for
dense urban areas, but impractical for rural ammad the small cell size also makes it
difficult if not impossible to make calls from raly moving vehicles

PHS uses TDMA/TDD for its radio channel access wetiModern PHS

phones can support many value-added services sachnigh speed wireless
data/Internet connection (64 kbps and higher), gimga text messaging and even
colour image transfer.

PHS technology is also a popular option for prawda wireless local loop,
where it is used to bridge the "last mile" gap lewthe Plain Old Telephone Service
(POTS) network and the subscriber's home. It wasldped under the concept that it
makes up a wireless front-end of ISDN network. Sbage station of PHS has a
compatibility with, and is often connected directly ISDN telephone exchange
equipment (digital switch).

PHS has many advantages over 3G cellular phonersgssuch as its low-

price base station, micro-cellular system and 'DyicaCell Assign' system which can
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afford more number-of-digits frequency use efficigmith lower cost compared with
typical 3G cellular telephone systems. It makessibs the flat-rate wireless service
such as AIR-EDGE all over Japan.

The speed of AIR-EDGE data connection is acceldrbtecombining lines,
each of which basically is 32 kbps. AIR-EDGE 1xiost version introduced in 2001
provide only 32 kbps service. In 2002, 128 kbpwiser(AIR-EDGE 4x) started. In
2005, 256 kbps (AIR-EDGE 8x) service started. Femtiore, in 2006, the speed of
each line was also upgraded to 1.6 times. Usindatest equipment AIR-EDGE 8x
can achieve speeds up to 402 kbps which exceedsptetls of popular W-CDMA
based 3G.

1.1.3 Third Generation Systems

3G (or 3-G) is short for third-generation technglodt is used in the context of
mobile phone standards. The services associateu 3@t provide the ability to
transfer simultaneously both voice data (a telephmall) and non-voice data (such as
downloading information, exchanging email, andansimessaging). In marketing 3G
services, video telephony has often been usededsltér application for 3G although

uptake has been low due to practicality and cost.

1.1.3.1 Evolution of GSM and the 3GPP

The 3GPP collaborative agreement was formed in mbee 1998 to facilitate
cooperation between the previously disparate stdsdgoups in Europe, U.S., Japan
and Korea. The 3GPP standards were based on thginabri European
Telecommunications Standards Institute (ETSI) G®kHication, dominant in Asia
Pacific and Europe. GSM accounts for nearly 65% gtdbal mobile phone
subscribers. GSM-based data services took theisras CSD in the early GSM
specifications dating back to 1991 and 1992, whesagle Gaussian Minimum Shift
Keying (GMSK) modulated GSM timeslot was entirelpnsumed for data
transmission. This provided users with a 9.6 kbgts dervice. Higher-speed service
could be delivered via HSCSD, which simply tied ethger four GSM timeslots,
allowing users about 50 kbps and consuming fouoracheslots per connection MS.

This is depicted in the GSM evolution shown in Fey-1.
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High Speed Circuit Switched Data

*Dedicate up to 4 timeslots for data connection ~ 50kbps
*Good for real-time applications c.w. GPRS

*Inefficient: consumes resources when no data sent
*Not as popular as GPRS (many skipping HSCSD)

GSM

9.6kbps (one timeslot)
*GSM Data
*Also called CSD

General Packet Radio Services
*Data rates up to ~ 115kbps
*Max: 8 timeslots used at any one time

*Packet switched; resources not tied up all the time
«Contention based. Efficient, but variable delays
*GSM / GPRS core network re-used by WCDMA (3G)

Enhanced Data Rates for Global Evolution
*Uses 8PSK modulation

«3x improvement in data rate on short distances
«Can fall back to GMSK for greater distances
*Combine with GPRS (EGPRS) ~ 384kbps
*Can also be combined with HSCSD
*Enhanced EDGE supports 1.3Mbps DL

3GPP Long-Term Evolution
* 20Mhz channel

*100Mbps download
*50Mbps upload

Phased

High Speed Download Packet Access
*5Mhz Channel bandwidth

*14.4Mbps download bandwidth
*384kbps upload bandwidth

*14.4Mbps download bandwidth
*5.76Mbps upload bandwidth
*5Mhz channel

Figure 1-1 ETSI evolution of GSM towards WCDMA

High Speed (Down/Up) Packet Access

High Speed Packet
Access

Evolution

*5Mhz channel
*28Mbps download
+11.5Mbps upload

Connection-oriented CSD services generally arehlmmimost efficient way to

use a scarce resource (such as the RF constraanenl interface) to transmit IP

packet-based data. They occupy an entire GSM tadeslot, even when no data or

small amounts of data are being transferred. M&hwapplications are “bursty” in

nature and can gain large efficiencies throughssieal multiplexing, which can be
accomplished through packet switching. With padwitched communications, the

network delivers a data packet only when the nesés so the radio resource can be

multiplexed between many users.

GPRS gives GSM users direct IP network access wabliéeving significantly
higher spectral efficiency than previously avaialgircuit-switched data services.

GPRS affords individual users data rates over 1bpskand does so, using a

statistically multiplexed packet-switched radioeiriace that consumes a maximum of
eight timeslots shared by multiple end users. Algiohigher bandwidth per end user
can be provided via GPRS, contention and congestiothe radio interface cause

higher and sometimes variable delays. This meaatsalthough GPRS is useful for

many burst-tolerant” applications (e-malil, filerisfiers, web browsing), “interactive”

types of IP applications (VolP, streaming videoslto Talk) can be less forgiving

on a GPRS connection.
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The next step in the GSM-based evolution was Erdwarigata Rules for
Global Evolution (EDGE). EDGE modified the radioKi modulation scheme from
GMSK to a phased-shift keying modulation schemeQ@adrature Phased Shift
Keying (8QPSK). This high-order PSK modulation aléomultiple bits to be encoded
per symbol transmitted while also minimizing bitarrates. EDGE in combination
with GPRS, known as E-GPRS, can deliver single datx rates over 300 kbps.

The 3GPP standards are specified in “releases’ctwhare used to describe
both the baseline network architecture, and itslugdm. This architecture and
evolution include the wireless “air interfaces”vasll as the terrestrial access network
and support systems, providing a path for operaémd vendors to evolve their
networks toward Universal Mobile Telecommunicati@ystem (UMTS). One of the
benefits of this approach is that, it is accom@ashhrough incremental changes that
minimize the disruptiveness and costs associatddtive evolution. Releases 5, 6 and
7 introduced High Speed Downlink Packet Access (RAS] High Speed Uplink
Packet Access (HSUPA), better Quality of ServiceR(lower latency and jitter),
Voice Call Continuity (VCC), additional Fixed/MokilConvergence (FMC) features,
and High Speed Packet Access (HSPA+).

Many carriers are already deploying the next plds®GPP radio interfaces:
HSDPA. HSDPA allows for download user data ratesupfto 14.4 Mbps using a
5MHz-wide channel (Chris Hellberg, Dylan Greenale007).

1.1.3.2 HSDPA/HSUPA
HSDPA works by establishing a shared high-speedntiokvchannel, known as the
High-Speed Downlink Shared Channel (HS-DSCH), whish shared between
multiple users. Using fast scheduling techniquies,HHS-DSCH is divided into up to
15 parallel channels, with a very short “duty cytler Transmission Time Interval
(TTI), of 2 ms each. These channels can be simettasly used by a single terminal
for an entire TTI or split between multiple usessngeded. Due to the fast scheduling
techniques and short 2ms cycle, the system caiklguatiocate bandwidth where it's
needed. This scheduling technique is comparaltteatoused in WLAN networks.
HSDPA also supports a fast Automatic RetransmissieQuest (ARQ)
mechanism, allowing corrupted datagrams to bensinited inside a 10ms window.

This helps facilitate higher TCP throughput by trepa a more reliable transport
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layer. Using these techniques in conjunction wekwrenhanced modulation and code
schemes, HSDPA can offer theoretical speeds ug.@MVibps. It may be possible to
increase this throughput in the future throughHerttechnology enhancements such
as the adoption of multiple antenna systems sudWiwdsple Input Multiple Output
(MIMO), as found in Release 6.

In 3GPP Release 6, the HSUPA uplink air interfaadep called Enhanced
Dedicated Channel (E-DCH), is redefined. HSUPA sapport speeds ranging from
about 1Mbps to 14.4Mbps. HSUPA uses a dedicatedinghaunlike the shared
channel found in HSDPA. HSUPA achieves its highemdwidth through fast radio
(Node B) scheduling, ARQ, and new signalling anthd&annels.

Looking at Release 7, 3GPP is architecting a systenprovide higher
bandwidth and lower delay air interfaces. One ¢go& be able to handle the same or
greater voice capacity as previous circuit switchetivork. Some of the Release 7
goals include enhancing VolP quality, reducing getia the 20 to 40 ms range,
increasing peak bandwidth rates to the 40 to 509vbpge, and other enhancements

to enable more mobile broadband services. Thisnseonly referred to as HSPA+.

1.1.3.3 Evolution of CDMA and the 3GPP2
The 3GPP2 collaboration dates back to 1998 durarty éMT-2000 discussions. It
was formed to define third-generation (3G) speatfans and standards for non-
GSM-based mobile telecommunications systems thet n@sed on CDMA.

1x Radio Transmission Technology (1xRTT, or 1x $ébort) was the first
generation of the CDMA2000 air interface to readdemdeployment. It occupies a
single pair of 1.25MHz radio channels. The firsRTIX{ revision offered more traffic
channels than 1S-95, which resulted in more vorw @ata capacity. 1XRTT Revision
0 was typically deployed for 144kbps per user,@ltih it could support higher rates.
IXRTT can also coexist with 1S-95, allowing for yadeployment and migration
because it uses the same core network as 1S-9Qharair interfaces do not interfere.
With the next release of 1XRTT, Revision A, morantt800 kbps could be delivered
across a single 1.25MHz channel. These channeld eteo be combined, allowing

mobile operators to offer 3XRTT services (threebMBRz radio channels).
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1S-95B

+Uses muttiple code channels CDMA2000 1xEV-DO: Evolved Data Optimized (Rev 0)

+Data rates up to 64kbps +Third phase in CDMA2000 evolution

*Many operators bypassed for 1xRTT +Standardized version of Qualcomm High Data Rate (HDR)
*Adds TDMA components beneath code components

*Good for highly asymmetric high speed data apps
*Speeds to 2Mbps +, classed as a “3G” system
*Use new or existing spectrum, 1.26Mhz channel for Rev 0

EVDO Rev A
+1.25Mhz Channel
*3.1Mbps down

*1.8Mbps up

EVDO Rev C
+20Mhz Channel
+100 Mbps Down
*50 Mbps Up

*14.4 kbps 1xEV-DV

*Core network CDMA2000 1x Evolved DV

re-used in CDMA2000 1xRTT: single carrier RTT *Fourth phase in CDMA2000 evolution

CDMA2000 *First phase in CDMA2000 evolution *Under development EVDO Rev B IER=]

sEasy co-existence with IS-95A air interface || *Speeds to 5Mbps+ (more than 3xRTT!) *5Mhz Channel
*Release 0 - max 144kbps *14.7Mbps Down
*Release A — max 384kbps *4.9Mbps Up

*Same core network as 1S-95

Figure 1-2 Evolution of IS-95A towards EV-DO anelybnd.

The next step in the evolution of CDMA2000 to bepldged is known as
Evolution Data Optimized CDMA, or 1xEVDO. EVDO isnaevolution of
CDMA2000 1xRTT, with high data rate (HDR) capalest added and a TDMA
component added below the code division layer. BA@DO air interface is
documented in 1S-856. Revision 0 EVDO supports datizs of up to 2.5Mbps toward
the user and about 154kbps up. Revision 0 EVDOeiserlly classified as a 3G
technology. Revision A, which was being deployedNiorth America in 2006, can
support up to 3.1Mbps downlink and 1.8 Mbps indpposite direction over the same
1.25 MHz channels. In the future, EVDO Revisional C will expand the radio
channel bandwidth to 5MHz and increase user dd&s r@ 14.7 Mbps down/4.7
Mbps up and 100 Mbps down/50 Mbps up, respectivehese channel bandwidth
and user data rates are comparable to 3GPP’s Leng-Evolution (LTE). Figure
1-2 shows the CDMA evolution.

1.1.3.4 Beyond CDMA

With the widespread subscriber adoption of highardwidth services, packet based
mobile voice, rich media, gaming, video, and oth@vanced services, operators are
setting long-term capacity targets that far exdeedy’s air interface capabilities. To
reach these long-term capacity goals, spectruncalin will have to evolve from
today’s standards, which include CDMA'’s 1.25MHz hals and WCDMA's 5MHz
channels. Future standards are aiming at wider bhadnels up to 20MHz to provide

higher transmission rates to end users.
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Global spectrum allocation plays a major role invhend which technologies
are developed by operators, vendors, and standmodgps. Operators will require
large amounts of spectrum in the right bands td-effsctively deliver higher speed
mobile services. It's important to note a majordaaff that exists in all radio
networks: higher frequencies allow for more capabiit have shorter ranges for a
given power output. This translates directly intosts for the operator, because
higher-frequency services typically require mord sdes, backhaul network, and
equipment to deploy. Most wide-area mobile radibwoeks are designed for use in
the 800MHz to 2600MHz range, which is generallysidared to offer the optimal
trade-off between speed and coverage.

As a result of this demand for higher bandwidthtimzed coverage, and
optimal spectral efficiency, most radio interfadanslards are moving away from
CDMA based carriers to Orthogonal Frequency Divididultiplexing (OFDM) based
schemes. OFDM is generally perceived to be moretisgly efficient than CDMA, is
less susceptible to interference, and offers vdficient granular bandwidth to
terminals and advanced scheduling algorithms. §hiss OFDM based modulation
schemes more control over quality of service, alk ag higher bandwidth. OFDM
modulation schemes have already been adopted ifartmbadcasting systems such
as Qualcomm’s FLO and DVB-H. OFDM and OFDMA baseddoiation schemes
are the selected schemes for WiMAX and other telcigies which are considered
4G.

This can be seen in 3GPP’s 3G LTE UTRAN work, whishthe planned
successor to WCDMA and HSPA, targeted for 3GPPd&3eld. Referred to as, High
Speed OFDM Packet Access (HSOPA), is an entirely ae interface system,
unrelated to and incompatible with W-CDMA. On the P2 side, 20MHz channel
OFDM is being evaluated for CDMA2000 EVDO Revisi@n The two systems’
services become married at this point; 3GPP LTEEMDO RevC offer equivalent
data rates and a converging service delivery platf@FDM is already a very mature
and widely deployed technology, partially thanksito use in the 802.11 WLAN

protocol.
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1.1.3.5 Beyond 3G

Technologies which support high data rates in thgtream as well as downstream
directions, provide several classes of QoS, ané havinternet Protocol (all IP) based
architecture are generally defined as Beyond 3G&aurth Generation (4G). IEEE
802.16, which is introduced in section 1.4, is ®weh technology. Some may
consider HSDPA/HSUPA as being 4G technology butythaeck a defining

characteristic of having an all-IP architecture.

1.2 Wireless LANs and Wi-Fi

Synonymous with IEEE 802.11 — Wireless LAN standai¥i-Fi is a trademark of

the Wi-Fi Alliance which promotes conformance te #tEE standards. Wi-Fi has
dominated as the most popular access technolodlyeifast 30 meters within the
home or office since 2005 as prices have plummetexto the economies of scale
brought about by standardization. In homes andcedfi Wi-Fi allows untethered

connectivity to the network at moderate distancéb WAN like speeds. While the

residential market rapidly embraced the use of We€hnology, it has been slower to
move into enterprise networks due to concerns seeurity.

During recent times, the hotspot market has emeigegublic locations
world-wide. Wi-Fi adapters being built in to praetily all current laptops and PDAs
give users connectivity to the internet even wheayafrom home or the workplace.
In short, Wi-Fi has been an overwhelming succesause it is interoperable, easy to
use, and cheap. When Wi-Fi technologies are use@dNIAN, three factors must be
kept in mind: Range, QoS and Security. Standard-M#chnology is limited to a 100
m range in a LOS environment. The range delivesesignificantly reduced if there
are obstacles which impede radio propagation. Teramme this when building an
urban canopy coverage model, service providers teebdild a significant number of
wireless Points of Presence (POPs) with a trangpawork (backhaul) using either
wireline or wireless technologies delivering thentbaidth to each access point.
Because of limited range with standards-based isakitmany wireless ISPs use
proprietary outdoor wireless solutions that allowv & greater coverage losing the
desirable benefit of Wi-Fi's low cost and interogiaitity (Suitor 2004).
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Until recently Wi-Fi did not support any sort of QoWith the amendment
IEEE 802.11e (IEEE Computer Society 2005) changebé MAC layer introduced
some much needed QoS functionality. This is comsdtieritical for delay sensitive
services such as voice over wireless IP and strepmultimedia. In pre 802.11e Wi-
Fi there were two coordination functions definedstBbuted Coordination Function
(DCF) and Point Coordination Function (PCF). PCEluded a contention free
polling period (CFP) where the AP polled the SSaimound robin fashion which
guaranteed access. However PCF was hardly used.n@Wwestandard introduces
Enhanced Distributed Channel Access (EDCA) and ldyoordination Function
(HCF) Controlled Channel Access (HCCA) which mayskeen as enhanced versions
of DCF and PCF (Ramos, Panigrahi et al. 2005). HGAot mandatory for access
points (APs) and few manufacturers implement it tiveir products. Legacy
802.11a/b/g hardware is not compatible with the radngent which impacts a service
provider's ability to deliver different grades oérsice to individual business or
residential customers.

The issue of limited range and data rate in WisHdeéing looked into by Task
Group n (TGn) and WWISE (Griffith 2006). There hdween draft and pre-release
versions of 802.11n which promise a maximum da@ o274 Mbps using MIMO at
both the AP and the subscriber station (SS) wittarage of under 250 m. Many
vendors have already marketed products based odréfieversions 1.0 and 2.0 in
anticipation of ratification of the standard. Thenaf these endeavours is to obtain
actual throughput around 100 Mpbs. Wi-Fi has beeoven to be inherently
inefficient in terms throughput (H. S. Chhaya 19%anchi 2000; Bianchi and
Tinnirello 2005; Ching-Ling and Wanjiun 2007) anavie scalability issues as shown
by (Chuan Heng and Zukerman 2001; Zhen-ning, Teard) 2004; Maaroufi, Ajib et
al. 2007) and a host of work in the last few years.

Wireless broadcast networks require strong secufitys is paramount not
only in the enterprise market but also in the haneironment where several APs
may be within range to a given residence. The WAdkance reacted to shortcomings
in WEP (Wired Equivalency Privacy) by developing WPRNi-Fi Protected Access)
and more recently WPA2. WPA2, a subset of IEEE BOZIEEE Computer Society
2004), is considered completely secure and is ntandan order to obtain Wi-Fi

certification since 2006.
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Through much hard work by the IEEE, its Task Grogpsl the Wi-Fi
Alliance, wireless LANs have cemented their place {oday's wireless
communication environment. However Wi-Fi remainsaited to the LAN space in
terms of range, with a dependence on WAN technotog@gridge the last mile for

access to the internet and external connectivity.

1.3 Wireless Local Loop

In traditional communications the provision of w@iand other data services to the
end user over the local loop or subscriber loopldees done through wired systems.
For residential subscribers, twisted pair has beaoh still is the primary means of
delivery given that landline telephone servicesex\s demands increased ways and
means of squeezing more out of the copper werdajeze in the form of ISDN, DSL
and xDSL (Stallings 2005). As an alternative tcstmarrowband (voice only) and
broadband (voice and data) wireless local loop (Wbl fixed wireless access
technologies have become popular. One advantage®Vldf is the reduced
installation cost. The switching equipment may barencomplex and expensive but
this is offset by the savings in cable costs anthteaance. Another advantage is the
rapid installation. After suitable sites for badatisns (BSs) are found and the
necessary licenses are obtained adding users stingxinfrastructure is relatively

simple.

1.3.1 First-Generation Broadband Systems

Systems which were competitive in terms of date,ratere developed for higher
frequencies, such as the 2.5GHz and 3.5GHz barety. high speed systems, called
local multipoint distribution systems (LMDS), suppog up to several hundreds of
megabits per second, were also developed in miltangave frequency bands, such
as the 24GHz and 39GHz bands. LMDS based serviess targeted at business
users and in the late 1990s enjoyed rapid but diverd success. Problems obtaining
access to rooftops for installing antennas, couplih its shorter range capabilities,
squashed its growth.

In the late 1990s, one of the more important depkyts of wireless
broadband happened in the multichannel multipoistridution services (MMDS)
band at 2.5GHz. The MMDS band was historically usegrovide wireless cable



Chapter 1 — Introduction 15

broadcast video services, especially in rural avdasre cable TV services were not
available. The advent of satellite TV ruined theeldss cable business, and operators
were looking for alternative ways to use this speut A few operators began to offer
one-way wireless Internet-access service, usingptene line as the return path.
Later on due to relaxation of rules, companiestetiadeveloping high-speed, bi-
directional, fixed wireless solutions for this band

The first generation of these fixed broadband waslsolutions were deployed
using the same towers that served wireless calidsecabers. These towers were
typically a hundred meters tall and enabled LOSecage to distances up to 55
kilometers, using high-power transmitters. Firstgmation MMDS systems required
that subscribers install at their premises outdmdennas high enough and pointed

toward the tower for a clear LOS transmission path.

1.3.2 Second-Generation Broadband Systems

Second-generation broadband wireless systems w&rdaovercome the LOS issue
and to provide more capacity. This was done thrabghuse of a cellular architecture
and implementation of advanced-signal processicignigues to improve the link and
system performance under multipath conditions. vestart-up companies
developed advanced proprietary solutions that gexVisignificant performance gains
over first-generation systems. Most of these nestesys could perform well under
non-line-of-sight conditions, with customer-premisatennas typically mounted
under the eaves or lower. Many partially solved Mig€OS problem by using such
techniqgues as OFDM, CDMA, and multiantenna proogsstome systems, such as
those developed by SOMA Networks and Navini Netwpdemonstrated satisfactory
link performance over a few miles to desktop subscrterminals without the need
for an antenna mounted outside. A few megabitssgeond throughput over cell
ranges of a few miles had become possible withrebgeneration fixed wireless

broadband systems.

1.3.3 Future of Wireless Local Loop

Current cellular technology is too expensive andsdoot provide enough always-on
bandwidth to act as a realistic alternative to WICQellular data rates are very

dependant on network loading and tariffs for datarauch higher than in WLL. A
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major advantage over cellular is the ability to dgectional antenna which provides
improved signal strength in both directions. Inp@sse to the need and interest in
LMDS WLL, the IEEE through their 802.16 working gm standardized the air
interface and related functions associated with ISvd&3 IEEE 802.16. Since then, an
industry group, the WiMAX Forum (WiMAX Forum), hdseen formed to promote
interoperability between manufacturers and vendamsl, conformance to the
standard. An in-depth look at the IEEE 802.16 stathds given in the following

chapter.

1.4 Introduction to IEEE 802.16 and WiIMAX

The IEEE 802.16 group was formed in 1998 to develoir-interface standard for
wireless broadband. The group’s initial focus wae development of a LOS-based
point-to-multipoint wireless broadband system feration in the 10GHz—66GHz
millimetre wave band. The resulting standard—thegioal 802.16 standard,
completed in December 2001—was based on a singlexcghysical (PHY) layer
with a burst time division multiplexed (TDM) MAC yar. Many of the concepts
related to the MAC layer were adapted for wirelgesn the popular cable modem
DOCSIS (data over cable service interface spetiiopstandard.

The IEEE 802.16 group subsequently produced 802dit6amendment to the
standard, to include NLOS applications in the 2GH£5Hz band, using an OFDM
based physical layer. Additions to the MAC layergls as support for OFDMA, were
also included. Further revisions resulted in a rstandard in 2004, called IEEE
802.16-2004, which replaced all prior versions &oaned the basis for the first
WIMAX solution. The WiMAX solutions based on IEEBD3.16-2004 targeted fixed
applications, and are referred to as fixed WiMAX December 2005, the IEEE group
completed and approved IFEEE 802.16e-2005, an amamtdto the IEEE 802.16-
2004 standard that added mobility support. The IBBE.16e-2005 forms the basis
for the WIMAX solution for nomadic and mobile apgtions and is often referred to
as mobile WiMAX.

A system profile defines the subset of mandatony eptional physical- and
MAC-layer features selected by the WiMAX Forum frahe IEEE 802.16-2004 or
IEEE 802.16e-2005 standard. Currently, the WiMAXU¥o has two different system
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profiles: one based on IEEE 802.16-2004, OFDM Pldaljed the fixed system
profile; the other one based on IEEE 802.16e-2@3fable OFDMA PHY, called the
mobility system profile. The WIMAX Forum has thusrfdefined five fixed
certification profiles and fourteen mobility certéition profiles (Jeffrey G. Andrews,
Arunabha Ghosh et al. 2007). To date, there arefixea WiIMAX profiles against
which equipment have been certified. These are B-56&ystems operating over a
3.5MHz channel, using the fixed system profile base the IEEE 802.16-2004
OFDM physical layer with a point-to-multipoint MAQOne of the profiles uses
frequency division duplexing (FDD), and the otheses time division duplexing
(TDD).

With the completion of the IEEE 802.16e-2005 staddanterest within the
WIMAX group has shifted sharply toward developinglaertifying mobile WiMAX
system profiles based on this newer standard. Adwgever was beyond the timeline
of this thesis and is out of scope in this workl Aobile WIMAX profiles use
scalable OFDMA as the physical layer. At leastiatli, all mobility profiles will use
a point-to-multipoint MAC. It should also be notéaat all the current candidate
mobility certification profiles are TDD based (Cd&klund, Roger B. Marks et al.
2007). Although TDD is often preferred, FDD pro$ilenay be needed for in the
future to comply with regulatory pairing requirentem certain bands.

1.4.1 Business Drivers

The business drivers or market forces which havergract on the future of Fixed
WIMAX are considered here. Applications using aetixwireless solution can be
classified as point-to-point or point-to-multipaiftoint-to-point applications include
interbuilding connectivity and microwave backhabint-to-multipoint applications
include (1) broadband for residential, small officame office (SOHO), and small- to
medium-enterprise (SME) markets, (2) T1 or frackiohl-like services to businesses,

and (3) wireless backhaul for Wi-Fi hotspots.

1.4.1.1 Consumer and small-business broadband

Clearly, one of the largest applications of WiMAKX the near future is likely to be
broadband access for residential, SOHO, and SMEketsar Broadband services
provided using fixed WIMAX could include high-spedaternet access, telephony
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services using voice over IP, and a host of oth&rhet-based applications. Fixed
wireless offers several advantages over traditionadd solutions. These advantages
include lower entry and deployment costs; fastet easier deployment and revenue
realization; ability to build out the network aseded; lower operational costs for
network maintenance, management, and operation; iatelpendence from the

incumbent carriers.

From a customer premise equipment (CPE) or sulescrdtation (SS)
perspective, two types of deployment models canubed for fixed broadband
services to the residential, SOHO, and SME markéise model requires the
installation of an outdoor antenna at the custgmemise; the other uses an all-in-one
integrated radio modem that the customer can Ins@dbors like traditional DSL or
cable modems. Using outdoor antennas improves ake rlink and hence the
performance of the system. This model allows fagatgr coverage area per base
station, which reduces the density of base statreqsired to provide broadband
coverage, thereby reducing capital expenditure. uReg an outdoor antenna,
however, means t hat installation will require @ck-roll with a trained professional
and also implies a higher SS cost. Clearly, the tleployment scenarios show a
trade-off between capital expenses and operatinqgerese: between base station
capital infrastructure costs and SS and instaltatiosts. In developed countries, the
high labour cost of truck-roll, coupled with consemdislike for outdoor antennas,
will likely favour an indoor SS deployment, at ledsr the residential application.
Further, an indoor self-install SS will also allabusiness model that can exploit the
retail distribution channel and offer consumersadety of SS choices. In developing
countries, however, where labour is cheaper anthets and zoning considerations
are not so powerful, an outdoor-SS deployment mod®y make more economic
sense.

In developed countries with good wired infrastruetu fixed wireless
broadband is more likely to be used in rural oraredrved areas, where traditional
means of serving them is more expensive. ServicHsese areas may be provided by
incumbent telephone companies or by smaller playsush as WISPs, or local
communities and utilities. It is also possible thampetitive service providers could
use WIMAX to compete directly with DSL and cable dean providers in urban and
suburban markets. In the United States, the FC@Qguat 2005 decision to rollback
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cable plant sharing needs is likely to increaseathygeal of fixed wireless solutions to
competitive providers as they look for alternatimeans to reach subscribers. The
competitive landscape in the United States is siiahtraditional cable TV companies
and telephone companies are competing to offefl ddndle of telecommunications
and entertainment services to customers. In thig@mment, satellite TV companies
may be pushed to offering broadband services inufudoice and data in order to
stay competitive with the telephone and cable congsa and may look to WiMAX

as a potential solution to achieve this.

1.4.1.2 T1 emulation for business

The other major opportunity for fixed WIMAX in deleped markets is as a solution
for competitive T1/E1, fractional T1/E1l, or highspeed services for the business
market. Given that only a small fraction of comnmrduildings worldwide have
access to fibre, there is a clear need for altemadtigh-bandwidth solutions for
enterprise customers. In the business market, teketemand for symmetrical T1/E1
services that cable and DSL have so far not mettebhnical requirements for.
Traditional telco services continue to serve thsmdnd with relatively little
competition. Fixed broadband solutions using WiMAduld potentially compete in
this market and trump landline solutions in ternistime to market, pricing, and

dynamic provisioning of bandwidth.

1.4.1.3 Backhaul for Wi-Fi hotspots

Another interesting opportunity for WiMAX in the deloped world is the potential to
serve as the backhaul connection to the burgeown&i hotspots market. In the
United States and other developed markets, a ggomimber of Wi-Fi hotspots are
being deployed in public areas such as convengotres, hotels, airports, and coffee
shops. The Wi-Fi hotspot deployments are expectediitinue to grow in the coming
years. Most Wi-Fi hotspot operators currently useedvbroadband connections to
connect the hotspots back to a network point o$gmee. WiIMAX could serve as a
faster and cheaper alternative to wired backhauhiese hotspots. Using the point-to-
multipoint transmission capabilities of WiIMAX torse as backhaul links to hotspots
could substantially improve the business case feFMhotspots and provide further
momentum for hotspot deployment. Similarly, WiMAXuWd serve as 3G (third-

generation) cellular backhaul.
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A potentially larger market for fixed broadband WAM exists outside the
United States, particularly in urban and suburlmales in developing economies—
China, India, Russia, Indonesia, Brazil and sevetiaér countries in Latin America,
Eastern Europe, Asia, and Africa—that lack an ifeabase of wireline broadband
networks. National governments that are eager toklyucatch up with developed
countries without massive, expensive, and slow agtwollouts could use WiMAX
to leapfrog ahead. A number of these countries twen sizable deployments of
legacy WLL systems for voice and narrowband datandérs and carriers of these
networks will find it easy to promote the valueWifMAX to support broadband data

and voice in a fixed environment.

1.4.2 Market Challenges

Despite the marketing hype and the broad indusippart for the development of
WIMAX, its success is not a forgone conclusion. fatt, broadband wireless in
general and WiIMAX in particular face a number oélidnges that could impede their

adoption in the marketplace.

1.4.2.1 The rising bar of traditional broadband

In the fixed broadband application space, WiMAX Iviihve to compete effectively

with traditional wired alternatives, such as DSldarable, to achieve widespread
adoption in mature markets, such as the UnitedeStaDSL and cable modem
technologies continue to evolve at a rapid paceyigng increasing data rate

capabilities. For example, DSL services in the ebhiBtates already offer 3Mbps—
6Mbps of downstream throughput to the end user,sahations based on the newer
VDSL2 standard will soon deliver up to 50Mbps—10@dgpbdepending on the loop
length. With incumbent carriers pushing fibre deepé the networks, the copper
loop lengths are getting shorter, allowing for #igantly improved data rates. Cable
modem technologies offer even higher speeds than EX&n on the upstream, where
bandwidth had been traditionally limited, data sat@ the order of several megabits
per second per user are becoming a reality in B&h and cable. The extremely high
data rates supported by these wired broadband@wuallow providers to offer not

only data, voice, and multimedia applications blsbantertainment TV, including

HDTV. It will be extremely difficult for broadbaneireless systems to match the
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rising throughput performance of traditional broaxith. WiMAX will have to rely on
portability and mobility as differentiators as ogpd to data rate. WiMAX may have
an advantage in terms of network infrastructurd,dog DSL and cable benefit from
the declining cost curves on their CPE, due torthgiture-market state. Given these
impediments, fixed WIMAX is more likely to be deplkd in rural or underserved
areas in countries with a mature broadband acceskem In developing countries,
where existing broadband infrastructure is wealk, ltisiness challenges for fixed

WIMAX are less daunting, and hence it is much miiedy to succeed.

1.4.2.2 Differences in global spectrum availability

There are considerable differences in the allonadad regulations of broadband
spectrum worldwide. Although 2.5GHz, 3.5GHz, anfi(@1z bands are allotted in
many regions of the world, many growth markets meqnew allocations. Given the
diverse requirements and regulatory philosophy afous national governments, it
will be a challenge for the industry to achievebgloharmonization. For WiIMAX to
be a global success like Wi-Fi, regulatory bodiescto allow full flexibility in terms
of the services that can be offered in the vargpectrum bands.

1.4.2.3 Competition from 3G

For mobile WIMAX, the most significant challengences from 3G technologies that
are being deployed worldwide by mobile operatonsuimbent mobile operators are
more likely to seek performance improvements thno8& evolution than to adopt
WIMAX. New entrants and innovative challengers entg the mobile broadband
market using WiMAX will have to face stiff competih from 3G operators and will
have to find a way to differentiate themselves fl@@in a manner that is attractive to
the users. They may have to develop innovativeiegtdns and business models to

effectively compete against 3G.

1.4.2.4 Device development

For mobile WIMAX to be successful, it is importatd have a wide variety of
terminal devices. Embedding WiMAX chips into comgngtcould be a good first step
but may not be sufficient. Perhaps WiIMAX can diffietiate from 3G by approaching
the market with innovative devices. Some examplesildc include WiMAX
embedded into MP3 players, video players, or hdddREs. Device-development
efforts should also include multimode devices. Aiety of broadband systems will



22 Chapter 1 — Introduction

likely be deployed, and it is critical that diversetworks interoperate to make
ubiquitous personal broadband services a realiguBng that device development

happens in parallel with network deployment willdbehallenge.

1.4.3 Technical Challenges

So far, we have discussed the history, applicati@msl business challenges of
broadband wireless. We now address the technicaleciyes of developing and
deploying a successful broadband wireless systemn.gdin widespread success,
broadband wireless systems must deliver multimeégedyi second throughput to end
users, with robust QoS to support a variety of ises/ such as voice, data, and
multimedia. Given the remarkable success of therhat and the large variety of
emerging IP-based applications, it is critical thedadband wireless systems be built
to support these IP-based applications and senatgsently. Fixed broadband
systems must, ideally, deliver these services timon locations, using subscriber
stations that can be easily self installed by thduser. Mobile broadband systems
must deliver broadband applications to laptopsteamttiheld devices while moving at
high speeds. Customers now demand that all thdohe without sacrificing quality,
reliability, or security. For WIMAX to be succeskfut must deliver significantly
better performance than current alternatives, si5cBG and Wi-Fi. This is indeed a
high bar. Meeting these stringent service requirdmevhile being saddled with a
number of constraints imposed by wireless makestystem design of broadband
wireless a formidable technical challenge. Sometld key technical design
challenges are

» Developing reliable transmission and reception s@eto push broadband

data through a hostile wireless channel
» Achieving high spectral efficiency and coverag®eider to deliver broadband
services to a large number of users, using limatgdlable spectrum
» Supporting and efficiently multiplexing servicesthva variety of QoS

(throughput, delay, etc.) requirements

» Supporting mobility through seamless handover aathing
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* Achieving low power consumption to support handhslttery-operated
devices

* Providing robust security

» Adapting IP-based protocols and architecture fentireless environment to
achieve lower cost and convergence with wired ngtsvo

As is often the case in engineering, solutions #ftctively overcome one
challenge may aggravate another. Design tradehaffe to be made to find the right
balance among competing requirements—for exampbtyerage and capacity.
Advances in computing power, hardware miniatura@atiand signal-processing
algorithms, however, enable increasingly favouratskdeoffs, albeit within the
fundamental bounds imposed by laws of physics afiormation theory. Despite
these advances, researchers continue to be chadlesgwireless consumers demand
even greater performance. From the above list dlleiges we elaborate the
following as these are felt to be best overcomeWiMAX as compared to the

competition.

1.4.3.1 Quality of Service

QoS is a broad and loose term that refers to tlodlettive effect of service,” as
perceived by the user. For the purposes of thisudson, QoS more narrowly refers
to meeting certain requirements— typically, thropgfh packet error rate, delay, and
jitter—associated with a given application. Broaubawireless networks must
support a variety of applications, such as voieg¢advideo, and multimedia, and each
of these has different traffic patterns and QoSiiregnents, as shown in Table 1.4. In
addition to the application-specific QoS requiretsemetworks often need to also
enforce policy-based QoS, such as giving diffeetatl services to users based on
their subscribed service plans. The variability te QoS requirements across
applications, services, and users makes it a ctygléo accommodate all these on a
single-access network, particularly wireless neksprwhere bandwidth is at a
premium.

The problem of providing QoS in broadband wireleystems is one of
managing radio resources effectively. Effectiveestthing algorithms that balance the
QoS requirements of each application and user tvélavailable radio resources need
to be developed. In other words, capacity needi® tallocated in the right proportions
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among users and applications at the right times Thithe challenge that the MAC-
layer protocol must meet: simultaneously handlingtiple types of traffic flows—
bursty and continuous—of varying throughputs antkney requirements. Also
needed are (1) an effective signalling mechanignugers and applications to indicate
their QoS requirements and (2) a mechanism fom#teork to differentiate among
various flows towards the users.

Delivering QoS is more challenging for mobile brbadd than for fixed. The
time variability and unpredictability of the chahnbecome more acute, and
complication arises from the need to hand overigesdrom one cell to another as
the user moves across their coverage boundariegglddars cause packets to be lost
and introduce additional latency. Reducing handdatancy and packet loss is also
an important aspect of delivering QoS. Handoveo alscessitates coordination of
radio resources across multiple cells.

So far, our discussion of QoS has been limited dbivering it across the
wireless link. From a user perspective, however,pgérceived quality is based on the
end-to-end performance of the network. To be affecttherefore, QoS has to be
delivered end-to-end across the network, which majude, besides the wireless
link, a variety of aggregation, switching, and rogt elements between the
communication end points. IP-based networks areerd to form the bulk of the

core network; hence, IP-layer QoS is critical toyiling end-to-end service quality.

1.4.3.2 Supporting IP in Wireless
The Internet Protocol (IP) has become the netwgrkirotocol of choice for modern
communication systems. Internet-based protocolsnare beginning to be used to
support not only data but also voice, video, andtimadia. Voice over IP is quickly
emerging as a formidable competitor to traditiosieduit-switched voice and appears
likely to displace it over time. Video over IP alRITV are also emerging as potential
rivals to traditional cable TV. Because more anderapplications will migrate to IP,
IP-based protocols and architecture must be comsidéor broadband wireless
systems.

A number of arguments favour the use of IP-basetbpols and architecture
for broadband wireless. First, IP-based systemd tenbe cheaper because of the

economies of scale they enjoy from widespread aoloph wired communication
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systems. Adopting an IP architecture can makesiee#o develop new services and
applications rapidly. The large IP application depenent community can be

leveraged. An IP-based architecture for broadbainelegs will enable easier support
for such applications as IP multicast and anyocastiP-based architecture makes it
easy to integrate broadband wireless systems wvilier caccess technologies and
thereby enable converged services.

IP-based protocols are simple and flexible but vexty efficient or robust.
These deficiencies were not such a huge concelR asolved largely in the wired
communications space, where transmission mediah sigc fibre-optic channels,
offered abundant bandwidth and very high reliapillh wireless systems, however,
introducing IP poses several challenges: (1) makiRgbased protocols more
bandwidth efficient, (2) adapting them to delivée trequired QoS (delay, jitter,
throughput, etc.) when operating in bandwidth-leditand unreliable media, and (3)
adapting them to handle terminals that move andgdaheir point of attachment to

the network.

1.4.4 WiIMAX versus 3G and Wi-Fi

The throughput capabilities of WIMAX depend on tbeannel bandwidth used.
Unlike 3G systems, which have a fixed channel badihy WIMAX defines a

selectable channel bandwidth from 1.25 MHz to 20aViwhich allows for a very
flexible deployment. When deployed using the makely 10 MHz TDD channel,

assuming a 3:1 downlink-to-uplink split and 2x2 MIMWIMAX offers 46 Mbps

peak downlink throughput and 7 Mbps uplink. Thearete of Wi-Fi and WiIMAX on

OFDM modulation, as opposed to CDMA as in 3G, afldivem to support very high
peak rates. The need for spreading makes very tieggh rates more difficult in
CDMA systems (Jeffrey G. Andrews, Arunabha Ghosdl.€2007).

More important than peak data rate offered ovennalividual link, is the
average throughput and overall system capacity,nwdeployed in a multicellular
environment. From a capacity standpoint, the maeginent measure of system
performance is spectral efficiency. WIMAX can acldespectral efficiencies higher
than what is typically achieved in 3G systems. Tdwt that WiMAX specifications
accommodated multiple antennas right from the gjargés it a boost in spectral

efficiency. In 3G systems, on the other hand, mplétantenna support is being added
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in the form of revisions. Further, the OFDM physikeeyer used by WiMAX is more

amenable to MIMO implementations than are CDMA eyt from the standpoint of
the required complexity for comparable gain. OFDISbamakes it easier to exploit
frequency diversity and multiuser diversity to irope capacity. Therefore, when
compared to 3G, WiMAX offers higher peak data raggeater flexibility, and higher

average throughput and system capacity.

Another advantage of WIMAX is its ability to effemtly support more
symmetric links— useful for fixed applications, bBugs T1 replacement—and support
for flexible and dynamic adjustment of the downtwkuplink data rate ratios.
Typically, 3G systems have a fixed asymmetric data ratio between downlink and
uplink.

The WIMAX media access control layer is built frélhe ground up to support
a variety of traffic mixes, including real-time andn-real-time constant bit rate and
variable bit rate traffic, fundamental bounds omhiacable data rates and coverage
range. From a global perspective, the 2.3 GHzGHZ, 3.5 GHz, and 5.7 GHz bands
are most likely to see WiIMAX deployments. The WiMArum has identified these
bands for initial interoperability certification®\ brief description of these bands
follows.

In summary, WiMAX occupies a somewhat middle groledween Wi-Fi
and 3G technologies when compared in the key dimesf data rate, coverage,

QoS, mobility, and price.

1.5 Overview of Thesis

This work concentrates on enhancement of the IEEE1® Wireless MAN OFDM
MAC layer in terms of QoS and efficiency. We use terms “Fixed WIMAX”,
“WIMAX” and “802.16d” interchangeably and imply thabove stated standard.
Where ever the term “MAC layer” is used it refeossthe MAC layer of the above
standard. Providing QoS when bandwidth is unlimitedot an issue. Our task is to
allow for QoS requirements to be met while makingximum utilization of the
limited and constantly changing wireless resou@dVIAX has put a important step
in the right direction with its all-IP infrastructr The contribution of this work is
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enhancements to WIMAX to improve utilization. Faelimg is an overview of the
contents of the chapters in this thesis

The relevant sections of the standard are coveretetail in Chapter 2. The
standard is vast as there is coverage of all variamcluding the point-to-point
specifications. The scope is limited to the MACdagpecified above.

A simulation model was developed using the Qualdigtulation package.
The relevant sections of the MAC and PHY were cadéalthe package using the C
programming language. A description of all appraadiions, configurable parameter
and modifications to the standard is presentechiapter 3.

Chapter 4 deals with optimising the MAC layer seevclass, UGS, designed
to transport VolP traffic. We have analyzed theefthe packetization interval of the
voice encoder has on the system resource usagégtakto account the
characteristics, of the OFDM PHY used in Fixed WiKIAA subscriber’s perception
of the quality of the service depends on the paldss rate and the latency. From a
service provider’'s point of view, the requiremerduld be to honour the service level
agreement using the least amount of system resoufcenethod to facilitate the
usage of an optimal packetization interval is pggsh and verified through analysis
and simulation.

Wireless channels are prone to errors and thisshoige for the OFDM
physical layer used in WIMAX. Much research has rbe®ne to improve the
reliability of wireless links by upper layer techoes. Local retransmission is one of
the most commonly used in networks ranging fromRAiVie 3G. WIMAX also has
included an optional retransmission method basedAotomatic Repeat Request
(ARQ). The transmitter decides whether to retrah$mst packets, based on feedback
messages from the receiver. This is a bandwidtlswooimg function in broadcast
networks as well as incurring extra delay for ri@le flows. In Chapter 5 a novel
ARQ feedback mechanism for downlink real-time flowased on contention is
presented along with a detailed analysis. It issshthat our scheme is flexible and
able to improve QoS for real-time traffic with nmmal overhead.

Modern user traffic can be considered to be a spnaportion of high priority
traffic and a large proportion of low priority tfaf. As such we have analysed, in
depth, the mechanism for serving best effort (B&ifit using Fixed WiMAX. Our

approach is based on Markov chains. Similar apprembave been used successfully
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to analyse Wi-Fi, DOCSIS and other contention basedess technologies. The
effects on the data streams, and utilization otesgsresources is investigated. A
method for controlling throughput by allocating eptimal amount of resources for
the contention process has been proposed. This sutbject of Chapter 6.

As stated above servicing BE traffic in the modicafnt way is extremely
important due to its sheer volume. WIMAX includes@n-real-time polling service
(nrtPS) for low priority traffic. In Chapter 7, wiavestigate its ability to serve bulk
transfers, as well as bursty traffic. Several eskarents are looked at which greatly
increase the efficiency of nrtPS. A new scheme,aeobd-nrtPS (e-nrtPS) is
introduced. This is compared against the contentased access method for
throughput, and efficiency. It is shown through glations that the e-nrtPS is a far

better option.
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Chapter 2

|IEEE 802.16 Standard

In this chapter we provide an overview of the IEER.16 standard and the roadmap
of its past, present and future. Often this stash@areferred to as WiMAX, although
WIMAX is actually the name of the non-profit consom which was established for
the promotion of interoperability and conformanodhe standard. Initially designed
as a backhaul solution (Shepard 2006) and thentedidp the point-to-multipoint
role, WIMAX has a niche to fill in the broadband rket. Many of the heavyweights
in the broadband equipment manufacture area hagkedaWiMAX through the
WIMAX Forum and trials have been underway for a fgzars in several countries. If
a cellular service provider could deliver voicejed and data seamlessly to a mobile
device, customers would be unwilling to change j@ers. However amidst many
promises from 3G technology this has still not besalized. This sets the stage for an
emergent technology to enter the market, whicthés motivation behind the IEEE
802.16 suit of standards.

2.1 Standardization Roadmap

The IEEE 802.16, the ‘Air Interface for Fixed Brdmashd Wireless Access Systems’,
also known as the IEEE WirelessMAN air interfacenpoises of a suit of standards
for fixed, portable and mobile broadband wirelesseas (BWA) in metropolitan area
networks (MANSs). Originally the standard covered MAechnologies in the 10-66



Chapter 2 — IEEE 802.16 Standard 31

GHz radio spectrum, which was later extended thiaugny amendments to include
both licensed and unlicensed spectra from 2 to Hz (Pareek 2006).

A non-profit organization called the WiMAX Forum watarted in 2001, with
the sole purpose of promoting interoperability agpn@endors, testing and certifying
interoperability of equipment. This standardizegrapch is expected to drive down
costs through mass production. It is often thodgat WiMAX is a technology when
in fact it a trade name for a group of IEEE wirsleEcess standards. The WiIiMAX
umbrella presently includes 802.16-2004, 802.16k&02.16-2005 (collection of all
amendments). 802.16 has been around since thel@86€'s, initially with the
adoption of 802.16 standard and then with 802.Xdthough the work on IEEE
802.16 started in 1999, it was only during 2003 theeceived wide attention when
the IEEE 802.16a standard was ratified.

2.1.1 |IEEE 802.16

The first version of the standard addressed spactranges above 10 GHz
(specifically 10 GHz to 66 GHz). Since line-of-sidhOS) is a primary issue in this
range, multipath was addressed in this first varsiath orthogonal frequency
division multiplexing (OFDM) techniques (Baines B)0 Thus it supports wide
channels, defined as being greater than 10 MHzzm Fhis first standard basically
addressed licensed-only service delivery (althotlgdte is license-free spectrum in

this range).

2.1.2 |EEE 802.16a

The 802.16a update added support for spectrum saofj GHz to 11 GHz. It
addressed both licensed and unlicensed rangesolirecorporated non-line-of-sight
(NLOS) capability. This version enhanced the medarness control (MAC) layer
capabilities. It also improved QoS features. Theopean HiperMAN (Stallings
2005; ETSI 2007) standard was supported and a ¢tdtéhree supported physical
layers (PHY) were defined. Support for both timeigion duplexing (TDD) and
frequency division duplexing (FDD) was incorporatpobviding for both half duplex

and full duplex data transmission in cases wherB FDused. Transmission protocols
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such as Ethernet, ATM or IP are supported. ETSI BRé&gether with the WIMAX
forum promotes interoperability of the two standafd/iMAX Forum 2005).

2.1.3 |EEE 802.16¢c

This standard update dealt mostly with updateshan 20 GHz to 66 GHz range.
However, it also addressed issues such as perfearevaluation, testing and detailed
system profiling. This was a crucial element of WeéVIAX toolkit. As there are a
great deal of options available with 802.16 in gahe¢he system profile methodology
evolved to define what would be mandatory featuaed what would be optional
features. The intent was to guide vendors on mangalements that must be met to
ensure interoperability. Optional elements such d#gerent levels of security
protocols incorporated allow vendors to differertiatheir products by price,

functionality and market niche.

2.1.4 |EEE 802.16d (IEEE 802.16 — 2004)

All of the Fixed WIMAX standards mentioned aboveréadeen rolled into 802.16-
2004: it incorporates the original 802.16, 802.Hpa 802.16¢ updates. This final
standard supports numerous mandatory and optidealeats. Vendors have been
shipping their 802.16-2004 products to the Cetetadys in Spain for interoperability
testing since 2005 (Goldman 2005; Hardasmal ande&ar2007).

The technology supports both TDD and FDD. Its te&oal effective data rate
is around 70 Mbps, although real world performanwdeprobably top out around 40
Mbps. It should be noted that while the technolegpgports at least three PHY layer
Modulation schemes, the system profile chosen iIBMR56-FFT. This is different
from the OFDMA flexible FFT system used in 802.18@th standards, however,
support the former PHY. This distinction is readlynarket choice. The Forum could
have chosen to use OFDM 256-FFT instead of OFDMAarkdt forces and in
particular the WiBro standard (TTA 2005) may havechided that.

Enhancements in this version include, support foncatenation of both
protocol data units (PDU), and service data urt®Y), which reduces the MAC
overhead. The technology improves QoS, particulaiyh very large SDUs. One
clear improvement is support for multiple pollingetnodologies. The MAC
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facilitates polling individually or in groups. laa access allocated bandwidth to make
requests, or signal that it needs polling. It caanepiggyback polling requests over
other traffic. The upshot being that constant ctalisis obviated with this system,
reducing packet collisions and system overhead.

This is a fixed wireless access technology, whighmeant to serve as a
competitor for incumbent DSL providers and provMelP services plus data. It is
also capable of serving poorly serviced areas sscim developing countries where
laying of Copper can be considered uneconomicahpractical. 802.16-2004 is also
a viable solution for backhaul for Wi-Fi hotspotspotentially for cellular networks.

The customer premises equipment (CPE) consists @ugdoor antenna and
an indoor modem. Self installable indoor units als® available for customers with
good signal reception. Even though designed to fibeed access technology a certain
degree of nomadic behaviour is possible with ther travelling with the CPE to other
locations. It has a flexible structure that allowsto be configured for various
performance levels, depending on the application.

Carrier Class: Uses licensed spectrum. Typical iegpdn is backhaul to
connect a cellular base station into the Interaekbone. These applications typically
need guaranteed performance and reliability.

Business Class: Uses mostly licensed spectrum,alsat uses unlicensed
spectrum. Typical application is backhaul to cotr@e@Vi-Fi (802.11a/b/g) hotspot or
small business into the Internet backbone. Thisptements Wi-Fi by enabling less
expensive access costs and allows hotspots testadlad almost anywhere.

Consumer Class: Often deployed in unlicensed sp&ctiypical application
is wireless digital subscriber line (DSL) for residial or very low-end/non-critical

commercial applications.

2.1.5 |EEE 802.16e (IEEE 802.16 — 2005)

The last amendment to be released, IEEE 802.16senws the technical updates of
Fixed WIMAX while adding robust support for mobieoadband. The technology is
based upon the OFDMA technology developed by Run¢d/meless Design &
Development Asia 2007). This OFDMA technique supp@K-FFT, 1K-FFT, 512-
FFT, 256-FFT and 128-FFT. Interestingly, both stadd do support the 256-FFT
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chosen for 802.16-2004. Many of the mandatory etesfor this standard have been
agreed upon, and a lot of the remaining work cerdreund the optional elements.

The OFDMA system allows signals to be divided intany lower-speed sub-
channels to increase resistance to multi-pathferemce. For example, if a 20 MHz
channel is subdivided into 1000 sub-channels, eatiliidual user would be allowed
a dynamic number of sub-channels based on thearais and needs from the cell
(i.e. 4, 64, 298, 312, 346, 610 and 944). If clvsea higher modulation scheme such
as 64 quadrature amplitude modulation (64QAM) caruged for higher bandwidth
across more channels. If the user is farther awey,number of channels can be
reduced with a resultant power increase per chabmgtiant users are not dropped but
maintained at a lower throughput level.

The specifics of the 802.16e standard are beyoaddbpe of this work, and
not factored in the analysis, or the simulation elod

2.2 Network Topologies

There are two network topologies defined in thengsad, which are (1) two-way
point-to-multipoint (PMP) topology and (2) mesh etgmy. PMP is a very common
form of network seen in all cellular networks, @lsletworks, infrastructure based

Wi-Fi networks etc. Ad-hoc Wi-Fi networks are a ptgy example of mesh networks.

2.2.1 Point-to-Multipoint Topology

The downlink, from the BS to the user, operatesaoRMP basis. The IEEE Std
802.16 wireless link operates with a central BS andectorized antenna that is
capable of handling multiple independent sectorsukaneously. Within a given
frequency channel and antenna sector, all statiecsive the same transmission, or
parts thereof. The BS is the only transmitter opegan this direction, so it transmits
without having to coordinate with other stationscept for the overall time division
duplexing (TDD) that may divide time into uplinkdadownlink transmission periods.
The downlink is generally broadcast. In cases wiieeedownlink map (DL-MAP)
does not explicitly indicate that a portion of ttiewnlink subframe is for a specific
SS, all SSs capable of listening to that portiothef downlink subframe shall listen.
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The SSs check the CIDs in the received PDUs amhrenly those PDUs addressed
to them.

Subscriber stations share the uplink to the BS deraand basis. Depending
on the class of service utilized, the SS may beed<ontinuing rights to transmit, or
the right to transmit may be granted by the BSra#teeipt of a request from the user.
In addition to individually addressed messages, sagss may also be sent on
multicast connections (control messages and vidstiilition are examples of
multicast applications) as well as broadcast testtions. Within each sector, users
adhere to a transmission protocol that controlgerdion between users and enables
the service to be tailored to the delay and bantwréquirements of each user
application. This is accomplished through four etiént types of uplink scheduling
mechanisms. These are implemented using unsolicéadwidth grants, polling, and

contention procedures.

2.2.2 Mesh Topology

The main difference between the PMP and optionahvteodes is that in the PMP
mode, traffic only occurs between the BS and S&s#evin the Mesh mode traffic can
be routed through other SSs and can occur dirbettween SSs. Depending on the
transmission protocol algorithm used, this can tweedon the basis of equality using
distributed scheduling, or on the basis of supiyioof the Mesh BS, which
effectively results in centralized scheduling, araocombination of both.

Within a Mesh network, a system that has a directnection to backhaul
services outside the Mesh network is termed a MBShAIl the other systems of a
Mesh network are termed Mesh SS. In general, tetesys of a Mesh network are
termed nodes. Within Mesh context, uplink and damknare defined as traffic in the
direction of the Mesh BS and traffic away from Mesh BS, respectively.

The other three important terms of Mesh systems aegghbour,
neighbourhood and extended neighbourhood. Theosgativith which a node has
direct links are called neighbours. Neighbours obde shall form a neighbourhood.
A node’s neighbours are considered to be “one hampay from the node. An
extended neighbourhood contains, additionally, #&le neighbours of the

neighbourhood.
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In a Mesh system not even the Mesh BS can tranasthiout having to
coordinate with other nodes. Using distributed daifiag; all the nodes including the
Mesh BS shall coordinate their transmissions inrtheo-hop neighbourhood and
shall broadcast their schedules (available ressureguests and grants) to all their
neighbours. Optionally the schedule may also beabéished by directed
uncoordinated requests and grants between two nbdletes shall ensure that the
resulting transmissions do not cause collisionshwvitie data and control traffic
scheduled by any other node in the two-hop neigtitumd. There is no difference in
the mechanism used in determining the schedulddanlink and uplink.

Using centralized scheduling, resources are grairted more centralized
manner. The Mesh BS shall gather resource reqtrestsall the Mesh SSs within a
certain hop range. It shall determine the amourgrahted resources for each link in
the network both in downlink and uplink, and comneates these grants to all the
Mesh SSs within the hop range. The grant messagesotl contain the actual
schedule, but each node shall compute it by ugiegotedetermined algorithm with
given parameters. All the communications are in ¢batext of a link, which is
established between two nodes. One link shall led @isr all the data transmissions
between the two nodes.

QoS is provisioned over links on a message-by-ngesbasis. No service or
QoS parameters are associated with a link, but eadtast message has service
parameters in the header. Traffic classificatiod #aw regulation are performed at

the ingress node by upper-layer classification/agn protocol.

2.3 Physical Layer

The Physical Layer (PHY) used in WIMAX is not comialy new but rather a
combination of many proven technologies (Ohrtmaf5)0such as OFDM, TDD,
FDD, QPSK, and QAM to name a few. All the work daaee part of this thesis is
based on a TDD system using an OFDM PHY, henceudimnt is described in

detail.
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2.3.1 Orthogonal Frequency Division Multiplexing

Orthogonal frequency division multiplexing (OFDM3 B multicarrier modulation
technique that has recently found wide adoptionairvariety of high-data-rate
communication systems. This includes digital subscr lines, wireless LANs
(802.11a/g/n), digital video broadcasting (DVB), MAX, other emerging wireless
broadband systems such as the proprietary FlashvD&&veloped by Flarion (now
QUALCOMM), and 3G LTE. OFDM's popularity for highath-rate applications
stems primarily from its efficient and flexible mneagement of intersymbol
interference (1SI) in highly dispersive channels.

As the channel delay spreagbecomes an increasingly large multiple of the
symbol duration,Ts, the ISI becomes very severe. By definition, ahkdgta-rate
system will generally havevery much greater thah, since the number of symbols
sent per second is high. In a non-line of sight @8) system, such as WIMAX,
which must transmit over moderate to long distanttes delay spread will also be
large. In short, wireless broadband systems df/pés will suffer from severe ISI and
hence will require transmitter and/or receiver teghes that overcome the ISI.
Although the 802.16 standards include single-camedulation techniques, the vast
majority of, if not all, 802.16-compliant systemsllwvase the OFDM modes, which
have also been selected as the preferred modée WiMAX Forum.

In its simplest form, multicarrier modulation dieisl the wideband incoming
data stream into L narrowband substreams, eachhmwhws then transmitted over a
different orthogonal-frequency subchannel. It isdzhon the Fast Fourier Transform
(FFT), which enables channels to partially ovesajnout degrading the performance
of the adjacent channels.

In order to overcome the daunting requirement fattiple RF radios in both
the transmitter and the receiver, OFDM uses artiefft computational technique,
discrete Fourier transform (DFT), which lends itséb a highly efficient
implementation commonly known as the fast Founiengform (FFT). The FFT and
its inverse, the IFFT, can create a multitude d¢fhagonal subcarriers using a single
radio. Fixed WIMAX uses a 256 subcarrier OFDM sgstéNot all subcarriers are
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used for data transmission. Some are used asfi@tpiencies while some are used as

guard bands to isolate from adjacent spectrumatilaas, as shown in Figure 2-1.

Pilot Subcarriers

Data Subcarriers

<—AdAA A AdbL
Guard Subcarriers DC Subcarriers Guard Subcarriers

Figure 2-1 Frequency domain view of an OFDM systAthsubcarriers other than
data subcarriers are used for synchronization mgiéncy isolation.

Table 2-1 Basic OFDM parameters

OFDM parameters Value Scenario
Bandwidth BW 20 MHz
Sampling ratd-s = 1/T Depends on BW 23.04 MHz
Useful timeTg 256T 12ps

To/Ts 1/4, 1/8, 1/16, 1/32 1/4 1/4

CP timeTg 3us

Symbol timeTsym Te+ Ts 15ps
Carriers NFFT 256

Data carriers 192

2.3.2 Overview of Burst Profiles

A Downlink Interface Usage Code (DIUC) is a codedim every IE of the DL-MAP

message to inform the SS of the usage of the p&tientry. As an example, a DIUC

value between 1 and 11 implies a particular burstilp. A value of 14 signifies the

end of map. This leads us to a very important tébmrst profile”. A burst profile is a

collection of parameters, which gives a completecdption of the PHY attributes a
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transmitter or receiver should use in communicat@mong these attributes is the
Forward Error Correction Code Type (FEC Code Typé)s field (0-255, of which
20-255 is reserved) specifies which modulation seh@nd code rate to use. There
are 4 modulation schemes defined, 64 QAM, 16 QAMES® and BPSK and
different code rates. Seven representative buodtigs have been used for all PHY
specifications in the rest of this thesis. Wheremafig to a modulation scheme, the

code rate is considered part of it, e.g. 16 QAM 3/4

2.3.3 Adaptive Antenna Systems (AAS)

The standard and WIMAX specify beam forming teches where an array of
antennas can be used to increase the gain in teetidn of an intended subscriber
while nulling out interference to other users. A&8n enable the use of Spatial
Division Multiple Access (SDMA) which allows freqney reuse for multiple users
who are spatially separated. This can increaseesysgfain in the Downlink (DL)

direction.

2.3.4 Adaptive Modulation and Coding

Adaptive modulation and coding (AMC) is used tooadlusers with a wide range
reception conditions to communicate with the BStra&smitter may pick a suitable
“burst profile” depending on channel conditions.

A randomizer adds a pseudo-random binary sequenteetDL and UL bit
stream to avoid long rows of zeros or ones fordoetbding performance. It appends a
tail byte to bring the convolutional coder in trexa state after each burst.

The forward error correction (FEC) scheme congithe concatenation of a
Reed-Solomon (RS) outer code and a convolutiomaricode (CC). The RS coder
corrects burst errors at the byte level. It isipafarly useful for OFDM links in the
presence of multipath propagation. The CC correadgpendent bit errors. A CC
decoder can benefit from softbit input generatedmfrde-modulation and de-
puncturing. The concatenation of both codes is maecompatible by the following
puncturing functionality. Based on four puncturipgtterns bits are removed to
realize different code rates. The support of bltaio coding and convolutional
turbo coding is an optional mode.
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The interleaving is composed of a block and a hierieaver. The block
interleaver maps adjacent coded bits onto non-adjasubcarriers to overcome burst
errors. The bit interleaver maps adjacent codesl ddiernately onto less and more
significant bits of the constellation to avoid lonms of unreliable bits.

BPSK, QPSK, 16-QAM and 64-QAM are the modulatiorhesnes to
modulate bits to the complex constellation poifise FEC options are paired with
the modulation schemes to form burst profiles, P&lY modes of varying robustness
and efficiency. The possible PHY modes are listedrable 2-2. The basic IEEE
802.16 OFDM parameters are outlined in the secohdrm of Table 2-1 (Hoymann
2005).

al: BPSK

a2: QPSK Y rate or lower
a3: QPSK ¥rate or lower
ad: 16-QAM Yz rate or lower
ab: 16-QAM % rate or lower
a6: 64-QAM Yirate or lower
a7: 64-QAM Y rate or lower

a6|a5|ad4|a3|a2| al

Figure 2-2 Annulus area which can be served bydifferent modulation schemes
(not to scale)

Table 2-2 PHY mode modulations schemes, SNRs average

Modulation Coding rate Receiver SNR (dB) Surface [%]
BPSK 1/2 6.4 39.40
QPSK 1/2 9.4 20.56
QPSK 3/4 11.2 27.95

16 QAM 1/2 16.4 4.10

16 QAM 3/4 18.2 5.15

64 QAM 1/2 22.7 0.92

64 QAM 3/4 24.4 1.92
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Each switching point between two different PHY m®desults in a certain
radius. The radius of the last switching point, iIBPSK 1/2 marks the cell boundary.
In this illustration the cell area has a maximumiua of approximately 7.4 km. The
parts of the surface area of the cell which areeced by specific PHY modes are
regions lying between two concentric circles, sgpifé 2-2. The area of the annulus
(Fannuid formed by two circles of radi; andR; is,

I:Annulus = 77"(R:I.2 - RZZ) (21)

The cell boundary in an ideal cellular deploymentiihexagonal cell so that
the area belonging to the last mode, i.e., BPSKislfibt a whole annulus but certain

parts of it are cut away. The area covered by BR&Kcan be calculated as,

3
Fapski/2 = 2 \/§-R§PSK1/2 - ”'R(ZQPSKUZ . (2.2)

The area per PHY mode is a certain fraction ofwhele cell area. The proportion of
each surface area per PHY mode is listed in Taifle Rote that the distribution of

PHY modes in a hexagonal cell neither depends erirdguency band in use nor on
the transmission power. One can easily see thaarhelus where the most robust
PHY mode BPSK 1/2 is in use is represented ovegp@tmnately. The sensitive and
powerful modes in the inner circles of the cell mainbe utilized very often because
their range is limited to a small area. In an ast high user density smaller cells
can be used so that only the few highest burstlesoére utilised. This is discussed

further in a preceding section.

2.3.5 Physical Layer Variants

There are five variants based on PHY specificati®mne of these use single carrier
(SC) and the rest use multicarrier OFDM. The vdsialong with frequency ranges,

duplexing methods etc are listed in Table 2-3. tRadial applications dictate the

need for NLOS propagation which the drives the Z5Hz variants. Often residential

rooftops are not high enough for the antenna totkeeBS, or outdoor equipment

could be expensive due to hardware and installatosits.
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Table 2-3 Variants of WiMAX

Dsignation Function LOS/NLOS Frequency Duplexing
Methods

WirelessMAC Point-to-point LOS 10-66 GHz  TDD, FDD

SC

WirelessMAC Point-to-point NLOS 2-11 GHz TDD, FDD

SCa

WirelessMAC Point-to-multipoint NLOS 2-11 GHz TDD, FDD

OFDM

WirelessMAC Point-to-multipoint NLOS 2-11 GHz TDD, FDD

OFDMA

WirelessMAC Point-to-multipoint NLOS 2-11 GHz TDD, FDD

HUMAN

2.3.5.1 WirelessMAN SC

This PHY specification, targeted for operation e t10-66 GHz frequency band, is
designed with a high degree of flexibility in ordir allow service providers the
ability to optimize system deployments with respgxtcell planning, cost, radio
capabilities, services, and capacity. Both TDD BBdD configurations are supported.
Both cases support adaptive burst profiling in Wwhizansmission parameters,
including the modulation and coding schemes, mapadjasted individually to each
SS on a frame-by-frame basis. The FDD case supfulitduplex SSs as well as
halfduplex SSs, which do not transmit and receinmibaneously.

The uplink PHY is based on a combination of TDMAdaBDAMA. In
particular, the uplink channel is divided into awher of time slots. The number of
slots assigned for various uses (registration, estditn, guard, or user traffic) is
controlled by the MAC in the BS and may vary ovene for optimal performance.
The downlink channel is TDM, with the informatioorfeach SS multiplexed onto a
single stream of data and received by all SSs witie same sector. To support half-
duplex FDD SSs, provision is also made for a TDM#tion of the downlink.

The downlink PHY includes a Transmission Convergesublayer that inserts
a pointer byte at the beginning of the payload &bp hthe receiver identify the
beginning of a MAC PDU. Data bits coming from theaismission Convergence
sublayer are randomized, FEC encoded, and mappad@BSK, 16 QAM, or 64-

QAM (optional) signal constellation.
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The uplink PHY is based upon TDMA burst transmissi&ach burst is
designed to carry variable-length MAC PDUs. Thengmitter randomizes the
incoming data, FEC encodes it, and maps the codsdtd a QPSK, 16-QAM
(optional), or 64-QAM (optional) constellation (IEBB02.16 WG 2004).

2.3.5.2 WirelessMAN SCa

The WirelessMAN-SCa PHY is based on single-cateehnology and designed for
NLOS operation in frequency bands below 11 GHz. keensed bands, channel
bandwidths allowed shall be limited to the regutaterovisioned bandwidth divided
by any power of 2 no less than 1.25 MHz. Elemeriteiwthis PHY include, TDD
and FDD definitions, one of which must be suppgrt€E®BMA uplink, TDM or
TDMA downlink. block adaptive modulation and FECdowgg for both uplink and
downlink, framing structures that enable improveduadization and channel
estimation performance over NLOS and extended delpsead environments,
physical slot unit granularity in burst sizes, catenated FEC using Reed-Solomon
and pragmatic trellis coded modulation (TCM) witptional interleaving, additional
BTC and CTC FEC options, no-FEC option using ARQ¢dor control, space time
coding (STC) transmit diversity option, robust meder low CINR operation, and
parameter settings and MAC/PHY messages that tielli optional AAS

implementations.

2.3.5.3 WirelessMAN OFDM

This air interface uses an OFDM 256 (256 point F®ith TDMA access. It is
intended mainly for point-to-multipoint fixed acsesleployments where SSs are
residential gateways deployed within homes, sméite home office (SOHO) or
even businesses. Even though both TDD and FDD mamdesupported, TDD is the
simpler option in terms of hardware.

In TDD the frame structure is shown in Figure ZFBe frame is divided into
the DL and UL subframes which are separated byreébeive-transmit-gap (RTG).
The DL subframe is made up of a preamble, a Fraomr@ Header (FCH) which
contains the downlink map (DL-MAP), uplink map (UWLAP), downlink channel
descriptor (DCD) and uplink channel descriptor (UGIDd one of more DL bursts.
These could be broadcast data or for specific Blsstwo MAP messages mentioned
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above complete define the entire frame. They spedlie SSs that are

transmitting/receiving in each burst and which bprsfile will be used.

time
Frame n-1 | Frame n | Frame n+1 | Frame n+2 |
P e RTG
.- -~ DL subframe - UL subframe e _[
Contention slot | Contention slot | UL, PHY PDU UL PHY PDU

DL PHY PDU

for initial ranging| for BW requests | from SS#1  [|°°°| from SS#k

One or multiple DL bursts, .

1

1

' each with different modulation/" ~ _ .
: ‘One UL burst per
1

coding, transmitted in order of

~rea Q] ] N UL PHY PDU,
decreasing robustness . ' teamemitted in the
! N 1nodplation/coding
IPreamble IFCH IDL burst #1 |DL burst#2 |ee .IDL burst #m | Preamble  [UL burst | specific to the
I source SS
MAC Msg T MAC MsgN [~ ,
. (MAC PDU-1) |* * MAC PDU-n) [ L’
DLEP Broadcast regular MAC : MAT Msg T AC Msgn ad
msgs PDUs ! MAC PDU-1)|* * *(MAC PDU-) [P
One OFDM symbol e.g., DL-MAP, L7 ! I . .
with well-known UL-MAP, DCD, e . .-
modulation/coding UCD - YL
(BPSK rate 1/2) L i MAC Header [MAC msg payload [CRC
as defined in Table 215 . b bytes (optional) optional)

IMAC Header [MAC msg payload JCRC
5 bytes (optional) optional)

Figure 2-3 Example of OFDM frame structure with TDD

Each burst consists of an integer number of OFDMI®ys and is assigned a
burst profile relevant to the individual SS. The Blibframe consists of ranging slots,
contention based request opportunities, unicast@Wé and UL bursts by SSs. The

smallest allocation unit is one OFDM symbol duratio

2.3.5.4 WirelessMAN OFDMA

This variant uses an OFDM 2048-FFT function, angpsuts subchannelization in
both directions, i.e., UL and DL. The standard sufsp five subchannelization
schemes. The OFDMA PHY supports both TDD and FDDerajon. The
modulations schemes are the same as explainec iprévious section. STC, AAS

and MIMO are also supported. MIMO involves usingltiple antennas at the BS as

well as the SS.
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In the most common TDD variant the frame structgrgery similar to that
described before except for the subchannel allmcati both directions which could
have multiple stations receiving or transmittingfedient data simultaneously. The
frame is divided into a number of zones to accomat®dhe subchannelization
schemes. The MAC layer is responsible for time aduency resources to SSs as
necessary.
2.3.5.5 WirelessMAN HUMAN
This stands for Wireless High Speed MetropolitaeaANetwork. It is similar to the
afore mentioned OFDM based schemes and is focusetUrdicensed National
Information Infrastructure (UNII) devices and othenlicensed bands (Ohrtman
2005). The MAC layer is based on 802.16 with a fawedifications with a primary
focus on the 5-6 GHz band (Marks, Satapathy é1Qfl1).

2.4 Medium Access Control Layer

The IEEE 802.16 MAC layer performs the standard iMiedAccess Control (MAC)
layer function of providing a medium-independenteiface to the 802.16 PHY.
Because the 802.16 PHY is a wireless PHY layerpitam focus of the MAC layer is
to manage the resources of the airlink in an effitmanner. Our focus is on the PMP

network model. Following are the basic functionshaf Mac layer.

“ Segment or concatenate the service data units (bi@dsived from higher
layers into the MAC PDU (protocol data units), thesic building block of
MAC-layer payload

« Select the appropriate burst profile and powerllevbe used for the
transmission of MAC PDUs

% Retransmission of MAC PDUs that were received exooisly by the receiver
when automated repeat request (ARQ) is used

¢ Provide QoS control and priority handling of MAC B®belonging to
different data and signalling bearers

% Schedule MAC PDUs over the PHY resources
% Provide support to the higher layers for mobilitgmmagement
% Provide security and key management

% Provide power-saving mode and idle-mode operation
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The MAC layer of WIMAX, as shown in Figure 2-4, évided into three
distinct components: (1) the service-specific cogegace sublayer (CS), (2) the

common-part sublayer, and (3) the security sublayer

| Higher Layer |
J

A

MAC Convergence Sublayer
(header suppression and SFID and CID identification)

J

\
MAC Commori Part Sublayer

Proococcss
(assembly bf MAC PDUs, ARQ scheduling, MAC

: mangment)
Signaling
Dita (MAC management)
MAC Security Sublayer

(encryptior, key management)

A

A
| PHY |

Figure 2-4 The three main components of the MA@1a

In this chapter, we first describe the CS and #&sous functions. Next, we
describe the MAC common-part sublayer, the constmof MAC PDUs, bandwidth
allocation process, QoS control, and network-eptgcedures. We then turn to the
mobility-management and power-saving features ef WiMAX MAC layer. The
security sublayer is responsible for encryptiorthatization, and proper exchange of
encryption keys between the BS and the SS. We tideszribe the security sublayer

functionality in the chapter.

2.4.1 Convergence Sublayer

The CS, which is the interface between the MAC egmd layer 3 of the network,
receives data packets from the higher layer. Thegher-layer packets are also
known as MAC service data units (SDU). The CS spoasible for performing all

operations that are dependent on the nature otidjger-layer protocol, such as
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header compression and address mapping. The C8ecarewed as an adaptation
layer that masks the higher-layer protocol andatguirements from the rest of the
MAC and PHY layers of a WiMAX network.

IPv4, IPv6, Ethernet, 802.1g are some of the hidéger protocols that are
supported in WIMAX. Apart from header compressithe CS is also responsible for
mapping higher-layer addresses, such as IP addrasstne SDUs onto the identity
of the PHY and MAC connections to be used forras$mission. This functionality is
required because there is no visibility of higheyydr addresses at the MAC and PHY

layers.

2.4.1.1 Flow ldentification and CID allocation

The WIMAX MAC layer is connection oriented and idiées a logical connection
between the BS and the MS by a unidirectional cormme identifier (CID). The CIDs
for UL and DL connections are different. The Clhdze viewed as a temporary and
dynamic layer 2 address assigned by the BS toifgiemtunidirectional connection
between the peer MAC/PHY entities and is used &rying data and control plane
traffic. In order to map the higher-layer addresthe CID, the CS needs to keep track
of the mapping between the destination addresstl@ndespective CID. It is quite
likely that SDUs belonging to a specific destinatiaddress might be carried over
different connections, depending on their QoS memoents, in which case the CS
determines the appropriate CID, based on not dmdydestination address but also
various other factors, such as, service flow IDIE§Fand source address. The IEEE
802.16 suite of standards defines a CS for ATM r{eByonous transfer mode)
services and packet service (Nair, Chou et al. p08dwever, the WIMAX Forum

has decided to implement only IP and Ethernet B02S.

2.4.1.2 Packet Header Suppression

One of the key tasks of the CS is to perform pabkeder suppression (PHS). At the
transmitter, this involves removing the repetitpaat of the header of each SDU. For
example, if the SDUs delivered to the CS are IKkets; the source and destination IP
addresses contained in the header of each IP pdck®it change from one packet to
the next and thus can be removed before beingniigesl over the air. Similarly at
the receiver: The repetitive part of the header lmameinserted into the SDU before
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being delivered to the higher layers. The PHS paltestablishes and maintains the
required degree of synchronization between the @iSshe transmitter and the
receiver.

In WIMAX, PHS implementation is optional, howevanost systems are
likely to implement this feature, since it improvéie efficiency of the network to
deliver such services as VolP. The PHS operatidrased on the “PHS rule”, which

provides all the parameters related to header sgpjun of the SDU.

2.4.2 MAC Common Part Sublayer

The common-part sublayer of the MAC layer perfoatighe packet operations that
are independent of the higher layers, such as featation and concatenation of
SDUs into MAC PDUs, transmission of MAC PDUs, Qafditcol, and ARQ.

SDU 1 sbu 2
1 2|3|4 5|6|?|8 9|10|11|12 13|14|15|15|1?
ARQ Block
le—Fragment 1==s[e—Fragment 2=—>| le—Fragment 1 =sf¢——=Fragment 2 =
Header Fragment 1 |Header Fragment 2 Fragment 1 | | Header Fragment 2
PDU A PDU 2 PDU 3

Downlink or Uplink Burst

Figure 2-5 Segmentation and concatenation of SBdSVIAC PDUs

2.4.2.1 MAC PDU Construction and Transmission

As the name suggests, the MAC common-part sublayi@dependent of the higher-
layer protocol and performs such operations as cadimg, ARQ, bandwidth
allocations, modulation, and code rate selectiodme BDUs arriving at the MAC
common-part sublayer from the higher layer arerabted to create the MAC PDU,
the basic payload unit handled by the MAC and Phl¢ts. Based on the size of the
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payload, multiple SDUs can be carried on a singleOMPDU, or a single SDU can be
fragmented to be carried over multiple MAC PDU<% Begure 2-5.

When an SDU is fragmented, the position of eachnfient within the SDU is tagged
by a sequence number. The sequence number enabl8AC layer at the receiver
to assemble the SDU from its fragments in the coweder.

In order to efficiently use the PHY resources, iiplétMAC PDUs destined to
the same receiver can be concatenated and carvied a single transmission
opportunity or data region. In the UL and DL datgions of a SS is a contiguous set
of slots reserved for its transmission opportusitieFor non-ARQ-enabled
connections, each fragment of the SDU is transthitiesequence. For ARQ-enabled

connectns, the mechanics of the ARQ scheme used are detailétapter 5.

2.4.3 MAC Header Types and Management Messages

Each MAC PDU consists of a header followed by ageaand a cyclic redundancy
check (CRC). The CRC is based on IEEE 802.3 acdl@ulated on the entire MAC
PDU; the header and the payload. WiMAX has two $ypeEPDUs, each with a very

different header structures:

1) Generic MAC header: A generic MAC PDU starts withgeneric MAC
header. Generic MAC PDUs are used for carrying datd MAC-layer
signalling messages.

2) Bandwidth Request (BR) MAC header: The bandwidtjuest PDU is used
by the MS to indicate to the BS that more bandwiglttequired in the UL, due
to pending data transmission. A bandwidth requé&3t) Ronsists only of a
bandwidth-request header, with no payload or CRC
The maximum length of the MAC PDU is 2048 bytes;luding header,

payload, and CRC. For PMP, the MAC defines theofoilhg subheaders.

1) Mesh subheader: Follows generic header when mesiorkeng is used.

2) Fragmentation subheader: Follows the generic MA&laeand indicates that
the SDU is fragmented over multiple MAC PDUSs.

3) Packing subheader: Indicates that multiple SDUsSBU fragments are
packed into a single MAC PDU and are placed at#gnning of each SDU
or SDU fragment.
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4) Fast-feedback allocation subheader: IndicatesttiaPDU contains feedback
from the MS about the DL channel state informatibimis subheader provides
the functionality for channel state information deack for MIMO and non-
MIMO implementations.

5) Grant-management subheader: Used by the MS, conxaaysus messages
related to bandwidth management, such as polliogie®t and additional-
bandwidth request. Using this subheader is morei@ft than the bandwidth-
request PDU for additional bandwidth during an ongosession, since it is
more compact and does not require the transmissiom new PDU. The
bandwidth-request PDU is generally used for thigaibandwidth request.

The standard defines a number of MAC managemensages that are used
to pass control information between the SS andTB®se messages are divided into
broadcast messages, initial ranging messages, hasissages, and primary

management messages.

2.4.4 Network Entry

In order to communicate on the network, an SS néedsiccessfully complete the
network entry process with the desired BS. The agtwentry process is divided into
the following stages:

1) DL channel synchronization

2) initial ranging

3) capabilities negotiation

4) authentication message exchange

5) registration

6) IP connectivity
The network entry state machine moves to resdt fiills to succeed from a state.
Upon completion of the network entry process, ti$ecgeates one or more service
flows to send data to the BS. The following subisest describe each of these stages

in more detail.

2.4.4.1 Downlink Channel Synchronization
When an SS wishes to enter the network, it scansafehannel in the defined
frequency list. Normally an SS is configured to asgpecific BS with a given set of

operational parameters, when operating in a licgkrizsnd. If the SS finds a DL
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channel and is able to synchronize at the PHY I¢wtaletects the periodic frame
preamble), then the MAC layer looks for DCD and U®@D get information on

modulation and other DL and UL parameters.
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Figure 2-6 Detailed view of Initial Ranging of &S

2.4.4.2 Initial Ranging
When an SS has synchronized with the DL channelrandived the DL and UL
MAP for a frame, it begins the initial ranging pess by sending a ranging request
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MAC message on the initial ranging interval usihg minimum transmission power.

If it does not receive a response, the SS sendsahging request again in a

subsequent frame, using higher transmission pofeentually the SS receives a
ranging response. The response either indicatesmpamd timing corrections that the
SS must make or indicates success. If the respomseates corrections, the SS
makes these corrections and sends another ranggougst. If the response indicates
success, the SS is ready to send data on the U&.pfocess is illustrated in Figure

2-6.

2.4.4.3 Negotiation of Capabilities

After successful completion of initial ranging, tf85 sends a capability request
message to the BS describing its capabilities imseof the supported modulation

levels, coding schemes and rates, and duplexingadst The BS accepts or denies

the SS, based on its capabilities.

2.4.4.4 Authentication

After capability negotiation, the BS authenticates SS and provides key material to
enable the ciphering of data. The SS sends the 9X&értificate of the SS
manufacturer and a description of the supportegtographic algorithms to its BS.
The BS validates the identity of the SS, determthescipher algorithm and protocol
that should be used, and sends an authenticatsmomse to the SS. The response
contains the key material to be used by the SS.S%as required to periodically

perform the authentication and key exchange praesdo refresh its key material.

2.4.4.5 Registration

After successful completion of authentication tt& r8gisters with the network. The
SS sends a registration request message to tharBiSthe BS sends a registration
response to the SS. The registration exchange deslUP version support, SS
managed or non-managed support, ARQ parametersodumtassification option
support, CRC support, and flow control.

2.4.4.6 IP Connectivity

The SS then starts Dynamic Host Configuration Rat¢DHCP) (IETF RFC 2131)
to get the IP address and other parameters toliskt#® connectivity. The BS and SS
maintain the current date and time using the tiftb@day protocol (IETF RFC 868).
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The SS then downloads operational parameters Usin@l File Transfer Protocol
(TFTP) (IETF RFC 1350).

2.4.4.7 Transport Connection Creation

After completion of registration and the transféroperational parameters, transport
connections are created. For preprovisioned sefloves, the connection creation
process is initiated by the BS. The BS sends ardimaervice flow addition request
message to the SS and the SS sends a responsafitoncthe creation of the
connection. Connection creation for non-preprovisib service flows is initiated by
the SS, by sending a dynamic service flow additequest message to the BS. The
BS responds with a confirmation. This procedurel Wwg discussed in detail in
Chapter 4.

2.4.5 Scheduling and Link Adaptation

The goal of scheduling and link adaptation is tovpte the desired QoS treatment to
the traffic traversing the airlink, while optimaligtilizing the resources of the airlink.
Scheduling in the 802.16 MAC is divided into twdated scheduling tasks: (1)
scheduling the usage of the airlink among the %8d, (2) scheduling individual
packets at the BSs and SSs.

The airlink scheduler runs on the BS and is gehecainsidered to be part of
the BS MAC layer. However it is not defined by #$tandard and is implementation
dependant. This scheduler determines the conténiie @L and UL portions of each
frame. When optional modes such as transmit diyer8iAS, and MIMO are used,
the MAC layer must divide the UL and DL subframet®inormal, transmit diversity,
AAS, and MIMO zones, to accommodate SSs that afeetserviced using one of
these modes. Having divided the subframes into otlge scheduler allocates
transmission opportunities to individual SSs witthie zone in which they operate. In
the OFDM, DL transmission opportunities are tim&sl|while in the OFDM UL and
OFDMA UL and DL, transmission opportunities are éimslots within individual
subchannels. When AAS with SDMA is employed witthie BS, a given time slot on
a given subchannel can be allocated to multiple. 98% means that the two-
dimensional scheduling problem (with time slotsngloone axis and subchannels

along the other) becomes a three-dimensional pmbbhgth the third axis being the
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spatial axis. The MAC must determine which SSs hatleogonal spatial signatures,
making them good -candidates for sharing the sambchsmnel/time slot
combinations.

The airlink scheduler must also determine the gmpmte burst profile for
communication with each SS. The BS monitors the 3R increases or decreases
the coding rate and modulation level, accordinglytfaffic for an SS. This achieves
the highest possible throughput, while maintairangjven BER level.

The airlink scheduler determines the bandwidth irequents of the individual
SSs, based on the service classes of the conngctiod on the status of the traffic
gueues at the BS and SS. The BS monitors its ownegito determine the bandwidth
requirements of the DL, and utilizes a number offedent communication
mechanisms (such as polling and unsolicited bantiwebuests) to keep informed of
the bandwidth requirements of the SSs for the UL.

Finally, there is a packet scheduler in the BS $8d This scheduler schedules
packets from the connection queues into the trassam opportunities allocated to

the SS within each frame.

2.4.6 Quality of Service

The principal mechanism for providing QoS is tocasste packets traversing the
MAC interface into a service flow as identified tye CID. A service flow is a
unidirectional flow of packets that is provided artgcular QoS, according to the QoS
Parameter Set defined for the service flow. Thenary purpose of the QoS features
is to define transmission ordering and schedulimgh@ air interface. However, these
features often need to work in conjunction with heedsms beyond the air interface
in order to provide end-to-end QoS or, to police tlehaviour of SSs. Service flows
exist in both the uplink and downlink direction,damay exist without actually being
activated to carry traffic.

2.4.6.1 Scheduling Services
Scheduling services represent the data handlindhaméesms supported by the MAC
scheduler for data transport on a connection. Eacmection is associated with a

single data service. Each data service is assdoigte a set of QoS parameters that
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guantify aspects of its behaviour. These paramet&rsnanaged using the DSA and
DSC message dialogs. Four services are supported:

Unsolicited Grant Service (UGS) The UGS is designed to support real-time data
streams consisting of fixed-size data packets tssateperiodic intervals, such as
T1/E1 and Voice over IP without silence suppressiiime mandatory QoS service
flow parameters for this scheduling service are ihaxn Sustained Traffic Rate,
Maximum Latency, Tolerated Jitter, and Request/3mansion Policy. If present, the
Minimum Reserved Traffic Rate parameter shall hake same value as the
Maximum Sustained Traffic Rate parameter.

Real-time Polling Service (rtPS) The rtPS is designed to support real-time data
streams consisting of variable-sized data packeitisdre issued at periodic intervals,
such as moving pictures experts group (MPEG) viddw mandatory QoS service
flow parameters for this scheduling service are iMum Reserved Traffic Rate,
Maximum Sustained Traffic Rate, Maximum Latencyd aRequest/Transmission

Policy.

Non-real-time Polling Service (nrtPS) The nrtPS is designed to support delay-
tolerant data streams consisting of variable-si&ieh packets for which a minimum
data rate is required, such as FTP. The mandatofy €@rvice flow parameters for
this scheduling service are Minimum Reserved TecaRiate, Maximum Sustained
Traffic Rate, Traffic Priority, and Request/Transsion Policy.

Best Effort (BE): The BE service is designed to support data strédamahich no
minimum service level is required and therefore lhayhandled on a space-available
basis. The mandatory QoS service flow parametarghise scheduling service are

Maximum Sustained Traffic Rate, Traffic PriorityydhRequest/ Transmission Policy.

2.5 Conclusion

IEEE 802.16 - 2004 specifies the WirelessMAN aieiface for wireless MANS. This
standard defines the Media Access Control (MAC)etagnd the physical layer
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specifications of a fixed point-to-multipoint brdaahd wireless access system. In
actual fact, this is a collection of standards \Wwha@over, point-to-point, point-to-
multipoint and mesh architectures, along with catelPHY and MAC layer
specifications for each of them. The portion of #tendard which is considered in
scope of this work is, the WirelessMAN OFDM spemation. OFDM provides
excellent reception in multipath environments, grelability of broadband data rates.
AAS and MIMO have been included from the onsehage security consideration in
the form a separate Security CS.

QoS has been given its due place, unlike Wi-FicWliinas evolved towards an
architecture that supports QoS after many amendménbther words this standard
was in a relatively mature state from the starter€hare four native QoS classes to
support, real-time VolP and video traffic, interaettraffic, bulk data transfer and
bursty low priority traffic. Procedures are in pato classify and associate traffic
flows to the appropriate service classes. Uppegrlagheduling is not within scope.
This is vendor and implementation specific, butisital link in the chain of QoS

provision.
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Chapter 3

IEEE 802.16 Simulation Model

This chapter describes the simulation model usedlfdhe simulations conducted as
part of this thesis. At the time when this projeas started, no simulator existed
which could accurately model the IEEE WirelessMARBnslard. QualNet by Scalable
Network Technologies was chosen from among a féxergbopular commercial and
open source simulators, due to its ease of usgibiliey of modifications and
excellent debugging capabilities using Microsofsdal C++. Its modular structure
allows for simple swapping and integration of newer models. All coding is done
using the C programming language, which is robodtefficient. This chapter gives a
brief introduction to the different components afa@Net, and introduces the protocol
stack that forms the basis of QualNet architecty¥e give an overview of the
organisation of a protocol within the simulatordaghe common functions performed.
We then provide an overview of the design aspetthe Fixed WIiMAX standard
which has been coded with all features importantthis project. As with any
simulation package approximations have been mad#tedp the task to a reasonable
level of complexity. These approximations and egicdos are also stated in the

following sections.
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3.1 QualNet

QualNet has several core components, as well asugaadd-on components. This
section provides a brief description of the corenponents of QualNet. Detailed
descriptions, functions, and usage instructionsefach of the QualNet components
are available in the IDE User's Guide and Programsm@uide (Scalable Network

Technologies Inc. 2005, 2006).

QualNet Simulator
QualNet Simulator is a state-of-the-art simulator large, heterogeneous networks
and the distributed applications that execute osdmetworks. QualNet Simulator is
an extremely scalable simulation engine, accomnmuglatigh-fidelity models of
networks of tens of thousands of nodes. QualNetesigood use of computational
resources, and models large-scale networks witlvyhésaffic and mobility, in
reasonable simulation times. QualNet Simulatorthadollowing attractive features:
» Fast model set up with a powerful Graphical Uséerface (GUI) for custom
code development and reporting options
* Instant playback of simulation results to minimizenecessary model
executions
» Fast simulation results for thorough exploratiomafdel parameters
» Scalable up to tens of thousands of nodes
* Real-time simulation for man-in-the-loop and hardsvi-the-loop models

e Multi-platform support

QualNet Scenario Designer

QualNet Scenario Designer is a graphical tool gnavides an intuitive model set up
capability and is used to create and design expatsnin QualNet. The Scenario
Designer enables a user to define the geograptiis@ibution, physical connections
and the functional parameters of the network nodkksising intuitive click and drag

tools, and to define network layer protocols amadfitt characteristics for each node.



Chapter 3 — IEEE 802.16 Simulation Model 59

QualNet Animator
QualNet Animator is used to execute and animatemrxgnts created in the Scenario
Designer. Using the Animator a user can watchitrdiibw through the network and

create dynamic graphs of critical performance rogtais a simulation is running.

QualNet Packet Tracer

QualNet Packet Tracer is a packet-level visualwatool for viewing the contents of
packets as they travel up and down the protococksfacket tracing can be enabled
so that selected headers are displayed and paoiagtshing filtering criteria are
captured. Tracing can be done as ascii data sothbkatraces may be analyzed by

external applications such as tcptrace.

QualNet Analyzer
QualNet Analyzer statistical graphing tool thatptiys network statistics generated
from a QualNet experiment. Using the Analyzer, erusn view statistics as they are

being generated, as well as compare results fréfereint experiments.

QualNet Protocol Designer

QualNet Protocol Designer has the following twaary functions: Design of new
network protocols, and simplified mechanism forairporating protocols into the
QualNet Simulator. The Protocol Designer providesirguitive state-based visual
tool to define the events and processes of a psbtoodel. A user can modify ready-
made protocol models or generate code from scHaicltustom protocols and for

special statistical reporting.

3.1.1 QualNet Protocol Stack

QualNet uses a layered architecture similar to tiahe TCP/IP network protocol
stack. Within that architecture, data moves betwadfacent layers. QualNet's
protocol stack consists of, from top to bottom, Amplication, Transport, Network,
Link (MAC) and Physical Layers.
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Frovides traffic generation and

Application application-level routing

Frovides end-to-end transmission
of data

Transport

I
L
S
P

Network F'rouide_s, packet-forwarding, queui_ng.-'
scheduling and network-level routing
Link (MAC Frovides link-by-link transmission of data
Physical Provides raw bit transmission over
communication channel

Figure 3-1 QualNet protocol stack

Adjacent layers in the protocol stack communicasewell-defined APIs, and
generally, layer communication occurs only betwediacent layers. For example,
Transport Layer protocols can get and pass da@ntbfrom the Application and
Network Layer protocols, but cannot do so with thek (MAC) Layer protocols or
the Physical Layer protocols. This rule concernammmunication only between
adjacent layers may be circumvented when innovatiess layer communication
may be required. Figure 3-1 depicts the QualNetogm stack and the general
functionality of each layer. Each node in QualN@ts a protocol stack. Each layer
provides a service to the layer above it, by usimggservices of the layers below it.

3.1.2 Modelling Protocols in QualNet

Each protocol operates at one of the layers of staek. Protocols in QualNet

essentially operate as a finite state machine.ddeerrence of an event corresponds
to a transition in the finite state machine. Theeiface between the layers is also
event based. Each protocol can either create etttsnake it change its own state

(or perform some event handling), or create evéimis are processed by another
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protocol. To pass data to, or request a servica,fran adjacent layer, a protocol
creates an event for that layer. Figure 3-2 shoiws finite state machine

representation of a protocol in QualNet.

( Initialization )

Event Dispatcher

Event A Handler

h 4

Wiat For Event Event B Handler

\» Event C Handler
A 4
( Finalization )

Figure 3-2 QualNet protocol model

At the heart of a protocol model is an Event Dispat, which consists of a
‘Wait For Event’ state and one or more ‘Event Handktates. In the ‘Wait For
Event’ state, the protocol waits for an event touscWhen an event for the protocol
occurs, the protocol transitions to the ‘Event Haridstate corresponding to that
event (e.g., when Event 1 occurs, the protocolsttams to the Event 1 Handler
state). In this ‘Event Handler’ state, the protopetforms the actions corresponding
to the event, and then returns to the ‘Wait ForriEvetate. Actions performed in the
‘Event Handler state may include updating the pcot state, or scheduling other
events, or both.

Besides the ‘Event Dispatcher’, the protocol firstate machine has two other
states: the ‘Initialization’ state and the ‘Finaliion’ state. In the ‘Initialization’ state,
the protocol reads external input to configureinisial state. From a development
perspective this is where all variable and datacstre are created and initialized. The
protocol then transitions to the ‘Wait For Everttts.



62 Chapter 3 — IEEE 802.16 Simulation Model

The transition to the ‘Finalization’ state occunstamatically at the end of
simulation. In the ‘Finalization’ state, protocokasstics collected during the

simulation are saved or displayed.

3.1.3 Discrete-event Simulation in QualNet

QualNet is a discrete-event simulator. In disceatent simulation, a system is
modelled as it evolves over time by a represematiavhich the system state changes
instantaneously when an event occurs, where art &velefined as an instantaneous
occurrence that causes the system to change tésa@téo perform a specific action.
Examples of events are: arrival of a packet, aoderi alarm informing a routing
protocol to send out routing update to neighboats, Examples of actions to take
when an event occurs are: sending a packet to mtemd layer, updating state
variables, starting or restarting a timer, etc.

In discrete-event simulation, the simulator maimdaian event queue.
Associated with each event is its event time, ite,time at which the event is set to
occur. Events in the event queue are sorted byeveat time. The simulator also
maintains a simulation clock which is used to saeltime. The simulation clock is
advanced in discrete steps, as explained belowsifimlator operates by continually
repeating the following series of steps until thd ef simulation.

» The simulator removes the first event from the éwgreue, i.e., the event
scheduled for the earliest time.

* The simulator sets the simulation clock to the éwane of the event. This
may result in advancing the simulation clock.

* The simulator handles the event, i.e., it exectitesactions associated with
the event. This may result in changing the systéate s scheduling other
events, or both. If other events are scheduled, ney be scheduled to occur

at the current time or in the future.

3.1.3.1 Events and Messages

In QualNet, the data structure used to represeneévamt is called a message. A
message holds information about the event suchhastype of event, and the
associated data. In the context of QualNet, thegervent and message are often used

interchangeably. There are two types of eventskgiaevents and timer events.
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Packet events are used to simulate exchange of pdatkets between layers or
between nodes. Packet events are also used forllmgdeommunication between
different entities at the same layer. Timer events used to simulate time-outs and

are internal to a protocol.

3.1.3.2 Packet Events
Packet events are used to simulate transmissiqmackets across the network. A
packet is defined as a unit of virtual or real dataany layer of the protocol stack.
When a node needs to send a packet to an adjamgent ih the protocol stack, it
schedules a packet event at the adjacent layerod@tiarence of the packet event at
the adjacent layer simulates the arrival of thekpac

When a protocol residing at a particular layerrad aode sends packets to the
corresponding protocol at the same layer at anatbde, the packet is passed down
through the protocol stack at the sending nodepsacthe network, and then up
through the protocol stack at the receiving nodeeach level of the protocol stack at
the sending node, header information is addeddqd#tket as it is sent to the layer
below. Each layer is responsible for sending thekg@ato its adjacent layer. At the
receiving node, each layer strips off its header sends the packet to the layer above,
until the original packet is finally available tbet receiving protocol. Figure 3-3
shows an example of this process for the case wWieeariginating protocol resides at
the Application Layer. The steps in this processlisted below.

* The originating protocol creates a new messagesimguhe API
MESSAGE_Alloc. The protocol creates the packetfw this message by
using the API MESSAGE_PacketAlloc.

» The protocol puts the data to be sent to the raagivode in the packet field
of the message, sets the other fields of the messagropriately, and sends
the message to the next layer (Transport Laydrigndase) by using the API
MESSAGE_Send. Function MESSAGE_Send scheduleskaepagent for the
next layer to occur after a delay that is specifisch parameter.

* When the packet is received by the Transport Lpyaiocol, the Transport
Layer protocol appends its header to the packeising the API
MESSAGE_AddHeader and sets the header fields apptely. The
Transport Layer protocol then sends the resultaxket to the next layer in
the stack by using the API MESSAGE_Send.
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* The previous step is repeated at each layer ipriiecol stack: Each layer
adds its header to the packet and sends the resphicket to the next layer.

* When the packet arrives at the Physical Layer @fstburce node, it schedules
a packet receive event for the Physical Layerattstination node.

* When a layer at the destination node receives kepat removes the
corresponding header using the API MESSAGE_Remoadete and sends
the resulting packet to the next higher layer mphotocol stack using the API

MESSAGE_Send.

» The previous step is repeated at each layer iprihtecol stack: Each layer
removes its header and sends the resulting packie¢ hext higher layer.

* When the packet arrives at the Application Layehatdestination node, the
receiving protocol processes the packet and flreemessage using the API

MESSAGE_Free.

Application

Message_Send(...)

' Transport '

Message_AddHeader(...)
Message_Send(...)

Message_AddHeader(...)
Message_Send(...)

Message_AddHeader(...)
essage_Send(...)

Message_Free(...)

Application

Message_RemoveHeader(...)
Message_Send(...)

Message_RemoveHeader(...)
Message_Send(...)

Message_RemoveHeader(...)
Message_Send(...)

Physica

Physical

Figure 3-3 Life cycle of a packet. Packet origasabn the left hand side and travels
to the receiver on the right hand side of the diagr

3.1.3.3 Timer Events

Timer events are used to perform the function afrat. They essentially allow an

application to schedule events for itself at a feituime. Periodic alarms are

implemented by re-setting the timer event aftdras occurred. Timer events are set

and received within a protocol and they do notetakrough the protocol stack.
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3.1.4 QualNet Simulator Architecture

As discussed in Section 3.1.2, a protocol modeQualNet has three components:
Initialization, Event Handling, and Finalizationa&h of these functions is performed
hierarchically: first at the node level, then & thyer level, and finally at the protocol

level. The following sections describe the hiergrohthese three functions.

3.1.4.1 Initialization Hierarchy

At the start of simulation, each node in the nekwas initialized. Function
PARTITION_InitializeNodes is the function which fimElizes nodes. Function
PARTITION_InitializeNodes initializes the layers ttie protocol stack running at
every node by calling the initialization functiowrfeach layer. The layers are
initialized in a bottom-up order, starting from thettom-most layer. Some layers,
such as the MAC Layer, are initialized globally,ileithe other layers are initialized
one node at a time. For example, function MAC_#tfiite initializes the MAC Layer
for all nodes, while function TRANSPORT _Initializeitializes the Transport Layer
at a given node. There are two initialization fumas for the Application Layer: one
for traffic-generating protocols and the other fouting protocols running at the
Application Layer. Function APP_Initialize initiaks the Application Layer routing
protocols for a given node, and function APP_Ih#g@Applications initializes the
Application Layer traffic-generating protocols dtraodes.

Each layer initialization function, in turn, calé initialization function for
each protocol running at that layer. For examplactfion TRANSPORT _Initialize,
calls the initialization functions for the TCP ad®P protocols, TransportTcplnit and
TransportUdplnit, respectively.

The initialization function of a protocol createsdainitializes the protocol
state variables, as well as the protocol statistiesiables. For example, the
TransportUdplnit function creates the UDP stateialde udp, which is a data
structure of type TransportDataUdp. If UDP statsticollection is enabled,
TransportUdpln it also creates and initializes tHeP statistics variable, which is a

data structure of type TransportUdpStat.
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3.1.4.2 Event Handling Hierarchy

When an event occurs, the QualNet kernel gets dléddo the node for which the
event is scheduled. It then calls a dispatchertiomc NODE_ProcessEvent, This
function determines the layer for which the eveas loccurred and calls the event
dispatcher function for the appropriate layer, ,éfgthe event is for the Application
Layer, NODE_ProcessEvent calls the Application ltagreent dispatcher function,
APP_ProcessEvent.

The event dispatcher function for a layer detersithe protocol for which the
event has occurred, and calls the event handleth&drprotocol. For example, when
an event for the Bellman-Ford protocol occurs, Amplication Layer dispatcher
function, APP_ProcessEvent, calls function RoutieijBanfordLayer, which is the
event handler for the Bellman-Ford protocol.

The protocol event dispatcher, like the other didper functions, consists of a
switch statement. It calls the event handler furmcfior the event that has occurred.
An event handler is specific to an event and perfothe required actions on the
occurrence of that event. For example, the Bellfart dispatcher function,
RoutingBellmanfordLayer, calls function HandleFrorafisport when an event of
type MSG_APP_FromTransport occurs. MSG_APP_Fronspairt indicates that a
packet has been received from the Transport Layand function

HandleFromTransport performs the actions requindtbhindle the received packet.

3.1.4.3 Finalization Hierarchy

At the end of simulation, the finalization functiéor each protocol is called to print
the protocol statistics. Like the initialization carevent handling functions, the
finalization function is called hierarchically. Theode finalization function,
PARTITION_Finalize, calls the finalization functidior each layer in the protocol
stack running at each node. For example, MAC_FEiralk the finalization function
for the MAC Layer.

The finalization function for a layer calls the dirzation function for each
protocol running at that layer. For example, coesithe MAC Layer finalization
function, MAC_Finalize, which calls the finalizatidunction for the MAC protocol
running at that interface, e.g., if the 802.11atgrol is running at an interface,
MAC_Finalize calls the 802.11a finalization functidMac802_11aFinalize.
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The finalization function for a protocol prints tsttistics for the protocol if
statistics collection is enabled for the layer imielh the protocol resides. For
example, function Mac802_11aFinalize, calls thecfiom to print 802.11a statistics,
Mac802_11laPrintStats, if statistics collectionnal@ded for the MAC Layer.

3.2 Fixed WiIMAX MAC Layer Model

The simulation model used in the work describedhie following chapters was
developed in accordance with the infrastructurevigied by QualNet 3.8, QualNet
3.9.5 and the IEEE 802.16 — 2004 standard. Theimgigpplication, Network and
Transport layers were used, with additions duéhéortew protocol. The mesh mode
of operation defined in the standard is not coneidavithin the scope of this work
and hence only the PMP mode is coded in to the mbdthe following sub sections

the detailed organisation and operation of the risdarovided.

3.2.1 Basic Functions

Initialization is the first basic function perforhdoy a SS. The procedure can be
divided into the following phases:

a) Obtain transmit parameters (from UCD message)

b) Perform ranging and registration

c) Perform co-location with BS

d) Establish IP connectivity

e) Transfer operational parameters

f) Set up connections
The SS in the model do not scan for DL channelmpatars as these values are used
to configure the SS in the configurations scripioiPknowledge is assumed. Initial
transmit parameters are also considered knownS8Ilbegin communication with the
BS using the lowest UIUC, DIUC and move to higherdsh profile after ranging.
Once the SS has received the DCD, UCD, DL-MAP aheMAP messages it begins
initial ranging. The process flow diagram for tlenging process is given in Figure
3-4.
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Figure 3-4 Initial ranging process for a simulagsl
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Co-location of all SSs with the BS is required taimtain synchronization of
UL transmission. This is implemented as part ofrreging process. We allocate two
OFDM symbols for the initial ranging slots to accoondate delay variations of up to
10 ps. The BS calculates the delay of the receRB¢G-REQ from the expected
RNG-REQ slot start time and informs the SS of tbguired timing compensation.
We have modified the RNG-RSP MAC management medsaigelude a field called
TIME_LAG which is used to facilitate co-locationjastments. Once the RNG-RSP
is received by the SS the recommended compengatised on all UL transmissions
without exception.

Registration is the process of obtaining a Secontiéanagement CID, and
this is combined with the ranging process for siaifyl The RNG-RSP from the BS

contains the following CIDs.
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» Basic CID
* Primary Management CID
* Secondary Management CID
* Transmit CIDs
The number of Transmit CIDs allocated to a SS ierd@ned by the configuration

script and is user configurable.

Packet received from network
layer interface
A
Classify on
transport protocol

A

Classify on source/
destination IP
address and port
numbers
Allocate
N available
Transmit CID

Y

[P

Queue in
appropriate flow

A

Wait for BW grant
or request BW
A
‘ Wait ’

Figure 3-5 UL packet classification and allocatarCIDs by the SS

3.2.2 Connections

The MAC is connection-oriented, as discussed inptdra2. For the purposes of
mapping to services on SSs, and associating varigngls of QoS, all data
communications are in the context of a connectgevice flows may be provisioned
when an SS is installed in the system. Shortlyr & registration, connections are
associated with these service flows (one connegtemservice flow) to provide a

reference against which to request bandwidth. Aatthily, new connections may be
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established when a customer’s service needs ch&ngennection defines both the
mapping between peer convergence processes thae utie MAC and a service
flow. The service flow defines the QoS parameterstlie PDUs that are exchanged
on the connection. The concept of a service flowaotonnection is central to the
operation of the MAC protocol. Service flows prowid mechanism for uplink and
downlink QoS management. In particular, they areegral to the bandwidth
allocation process. An SS requests uplink bandwmitha per connection basis
(implicitly identifying the service flow). Bandwilltis granted by the BS to an SS as

an aggregate of grants in response to per conne@tpests from the SS.

3.2.3 Service Class Modelling

The standard defines four service classes whictbeagrouped into three basic types.
These are UGS, which supports real-time VolP, nRBS which are polled services
supporting anything from real-time video to filanisfer, and BE, which is the lowest
priority class. UGS, nrtPS and BE classes are sepited in the model.

3.2.3.1 UGS
The UGS service class is modelled as per the stdvdéh a modification for better
latency control. The grant management subheadah&tJGS contains 14 reserved

bits, of which 5 are used to define two new fiedldsshown in Table 3-1

Table 3-1 Modifications to UGS Grant Managemertti&ader are shown shaded

Syntax Size (bits)
Sl (slip indicator) 1
PM (poll me bit) 1
FLI (flow lag indicator) 1
FL (flow lag compensation) 4
Reserved 9

Once the FLI flag is detected, the BS will attertqpteduce the lag for the next UGS
grant, as per the FL value. UGS grants do not recany other active maintenance,
since they have a constant bandwidth allocatedydirae.

Retransmission strategies for UGS are not definedhke standard. A fast
retransmission strategy is devised and coded h#antodel. When a UGS packet is
not received on the UL, the BS will grant a retrarssion slot in the very next frame.
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A specific UIUC (U_ReTxLastPacket = 17) is definedindicate to the SS that a
retransmission is needed. If the packet cache maady been cleared, a dummy
packet consisting of only a generic MAC headeraagmitted, which prevents the BS
from providing any more retransmission opportusitie

Traditional services such as Channelized T1 sesvicequire some
maintenance due to the dynamic (but relatively Blowhanging) bandwidth
requirements if compressed, coupled with the reguent that full bandwidth be

available on demand.

3.2.3.2 nrtPS
The nrtPS service class is modelled in detail endimulation model. We use nrtPS to

service BE traffic in Chapter 7. The process flompilemented is given in Figure 3-6

( Start of service flow )
A 4
Classify on
transport protocol
Pre classified ) )
UGS flow Y—b{ Use other service flow logic )

TCP/UDP flow N Use contention
aggregation enabled based BE service
Y
. A
Allocate CID and
start DSA process End
for nrtPS flow
(nrtPS connection established>

Figure 3-6 UL packet classification and allocatiomrtPS flow by SS

below.

When a new flow classified as BE starts, it willdggregated in to the existing nrtPS
service by the SS in our implementation. Furthdrameements have also been made

to this service and are described in detail in @rap.
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3.2.3.3 BE
Traditional BE service is based on broadcast ortioagt contention, which in
principle are identical in terms of the contentresolution procedure. Hence we have
implemented the broadcast contention scheme andtenimihe optional multicast
contention.

The parameters for the contention resolution plaeecommunicated to all
SSs by the BS, through the UCD MAC management rges3de simulation model
adheres to the specification of the standard imyew@y. We have included additional
retransmission capabilities at the MAC layer, fdE Baffic similar to that provided
for UGS and nrtPS services. The BS can providei@kpétransmission BW to the
SS, using the UIUC of 17. This capability can balded or disabled using the
configuration script which is input to the simulato

As described in the previous section nrtPS may bswased to service BE

traffic with a higher level of efficiency and atktlsame time, better scalability.

3.2.3.4 Policing, Shaping and Scheduling
These three aspects of the protocol are not defibgdthe standard and
implementation specific. The IP layer of QualNeb\pdes all the important queuing
and scheduling methods. In addition to that, asclassed scheme has been
implemented at the MAC layer of the model.

UGS flows having the highest priority and strictdsiay bounds are given
strict priority and scheduled at the root leveleThates are policed tightly, with only a
burst leeway of one UGS interval allowed.

nrtPS has the next highest priority and is quemal & separate queue. It is
serviced using a weighted fair scheduler with qumriable weights.

BE traffic gets the lowest priority with no rate agantee, but high buffer
length for burst tolerance. Under normal circumsgsnBE is given any remaining
BW after higher priority flows have been servicédhen nrtPS is used for BE traffic

the BE class is disabled in our implementation.

3.2.4 Cross Layer Communication

By default here is no cross layer communicationngef in the standard for the MAC

layer. However, in the simulation model, in order facilitate the proposed
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enhancements, we have enabled information exchbetygeen the Physical layer
(PHY) and the MAC layer and also, the Applicatiagdr and the MAC layer.

On the DL the SS polls the PHY for signal qualitgaaurements, and steps
through burst profiles, until the signal-to-noiSNR) is above a predefined threshold.
A certain amount of hysteresis can be includedsdéiying the thresholds at which
burst profiles are stepped up and stepped downseThee set for the system as a
whole or for each individual node in the configimatscript.

The proposed scheme of ‘Optimal packetization vratksr for VolP’, Chapter
4, requires dynamic updating of packetization weés. This needs the application
layer to communicate with the MAC layer. We havdexb this functionality so that it

may be enabled when required by the user.

3.2.5 Approximations

Ranging is a 3-way hand shake process which then& recommend parameters
which the SS may reject. In the simulation modelphocess is approximated by a 2-
way handshake in which the SS always accepts toem@ended parameters.

Any UL service with higher priority that BE needs ¢tompete a Dynamic
Service Addition/Change/Deletion process. Thesecgsses are defined as 3-way
handshakes between the SS and BS, consisting efj@est, a response and an
acknowledgement. The implementation approximateswith 2-way handshakes to
reduce the complexity of the SS and BS state mashill connection management
functions are supported through the use of statmfiguration and dynamic addition,
modification, and deletion of connections.

The service-specific CS resides on top of the MARSGnd utilizes, via the
MAC SAP, the services provided by the MAC CPS. T® performs the following
functions:

» Accepting higher-layer protocol data units (PDUs)i the higher layer
» Performing classification of higher-layer PDUs

* Processing (if required) the higher-layer PDUs Hasethe classification
* Delivering CS PDUs to the appropriate MAC SAP

* Receiving CS PDUs from the peer entity
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Currently, two CS specifications are provided: disgnchronous transfer mode
(ATM) CS and the packet CS. The model does notidethe ATM CS functionality.
The packet CS is not defined as a separate lay@chwses an API to access the
MAC. It is coded integrated into the MAC CPS its€élbr example PDU classification
is considered part of the MAC CPS itself.

3.2.6 Exclusions

As stated in the previous subsection there is nMAUTpport in the simulation model,
and only the packet CS is included which is optedifor IP packets.

The model allows a multi-cell environment to be giated, but no handover
process is defined for a SS to perform intercelvemeents. SS have fixed frequency
settings so cannot ‘scan’ the frequency band @ dithher active BSs in the vicinity.

The standard includes a Security Sublayer whiclviges subscribers with
privacy across the fixed broadband wireless netwdtrkdoes this by encrypting
connections between SS and BS. The BS protectasagaauthorized access to these
data transport services by enforcing encryptiothefassociated service flows across
the network. Privacy employs an authenticated tberver key management protocol
in which the BS, the server, controls distributiohkeying material to client SS.
Additionally, the basic privacy mechanisms are refteened by adding digital-
certificate-based SS authentication to its key rgameent protocol. The Security
Sublayer is not modelled as part of the simulatord the connections are not

encrypted.

3.3 Fixed WIMAX OFDM Physical Layer Model

We have used a 256 subcarrier OFDM PHY with théowahg user configurable
parameters.
* Frame duration
*  OFDM symbol duration
» Bits per OFDM symbol for the available burst pregiland number of data
subcarriers.
* SNR thresholds and error rates for available pndiles

» Operating frequency and bandwidth
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» Radio propagation method, two ray ground with skadg and fading.
Bit Error Rates (BER) are read from waterfall carypeovided by QualNet as part of
the standard simulation package.
While the PHY is an important aspect the simulatds not the object under
test, so we maintain a consistent PHY for all satiohs which is a general
representation of the OFDM PHY.

3.3.1 Approximations

When a certain packet drop rate is needed to belaied the packet drops are done at
the MAC layer, at the interface between the PHY #nredMAC. The random drop or
bursty drop error state machines are introducetdispoint which is not what would
happen in reality.

At the PHY the entire packet is ‘received’, andrtlieis decided whether or
not the packet is in error. The BER values aresadfuifor the type of error protection
and coding scheme used.

During packet reception the receiver spends thatiur of the packet in a
‘receive’ state. If another reception event isgaged during this both packets are
determined to be in error. This is the method falision simulation.

We have used a zero processing delay at the PHXhwnplies that packets
do not spend any time at that layer. This delayssr configurable through the
configuration script.

3.3.2 Exclusions

The standard includes five possible PHY configorati (depending on use, such as
backhaul, point-to-multipoint etc) which are

e Wireless MAN Single Carrier (SC) PHY for line-ofghit

* Wireless MAN Single Carrier (SCa) PHY for non lioésight

*  Wireless MAN OFDM

*  Wireless MAN OFDMA

*  Wireless HUMAN
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Only the Wireless MAN OFDM PHY is modelled using BD frame structure. The
relative performance of the PHY types is beyondsit@pe of this work. The PHY has

been held constant for all MAC layer simulationrsamos.

3.4 Conclusion

A simulation model was created to represent theElBE2.16 - 2004 standard which
encompasses the required features. This moderatesgin to the infrastructure of the
QualNet simulation package, so that pre-existingeupand lower layers of the
protocol stack can be reused. All nodes go thrdabglstates of initialization, life time
and finalization procedures.

The packet CS is coded to be suited for the alanéhitecture we envision
WIMAX to have. Basic functionality such as rangiisgaccurately modelled as well
as the service classes UGS, nrtPS and BE.

Several enhancements, which are described in th@wfog four chapters
have been included in the simulation model. Thestude, dynamic packetization
adjustment, latency aware retransmission schemg®dsling and queuing for
different services, and traffic class substitutionnrtPS.

The PHY is also modelled using good approximatimmghe Wireless MAN
OFDM scheme. Where ever parameter values are mo\uitey are extracted from

the standard, a published source or libraries deavin the simulation package.
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Chapter 4

Optimal Packetization Interval for VoIP

The emerging popularity of VoIP in the enterprisarket coupled with the rise of
WIMAX has allowed for an alternative to the PSTN faoice transport. In this
chapter we discuss the mechanics of VolP and hol egelipped WIMAX is to
handle it. Then we propose enhancements in tern@uafity of Service as well as
efficiency so that the limited wireless resourcen ¢ better utilized. Firstly we
consider the way voice calls are transported adfesgraditional fixed line telephone
network. In the PSTN there are three main compaenemtconsider. They are: (1)
transport, the transportation of conversations frome Central Office (CO) to
another; (2) switching, the switching or routingaails in the PSTN via a telephone
switch contained in the CO; and (3) access, theection between the switch in the
CO and the subscribers telecommunications devigeyé&4-1.
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Legacy PSTN

= =
Transport |
Switching Switching

o

Softswitch (switching)

IP
(Transport)

WIMAX WiMAX
phone WiMAX BS WiMAX BS phone
(Access) (Access)

PSTN Bypass with WiMAX

and VolP

Figure 4-1 A broadband wireless alternative to P®ased on WiIMAX

As can be seen above, using WiMAX the relativegxpensive IP backbone
can be used with Softswitch technologies. So WiMp¥ésents a bypass technology
to the telco’s copper wire access. VoIP frees thieesstream from the confines of a
voice-specific network and its associated platforraelP can be received and
transmitted via PC’s, laptops, Wi-Fi and any IPatap handsets (Ohrtman 2005). In
rural areas where no infrastructure currently exdstit is prohibitively expensive to
establish wired infrastructure a WiMAX based baakhand access system could
prove to be a very viable solution. Providers caypdss the Internet when
transporting the voice data from the access netwmtke softswitch or to the PSTN

if it is the destination, so QoS can be guaran{€&sadman 2005).

4.1 Analysis of Packetization Interval

In a VoIP application the stream of sampled voiatads broken into small segments
each of a fixed length. These segments are thesegabhrough a CODEC to convert
them into a VolP payload. The time duration of eaglgment is known as the
packetization interval, Figure 4-2. This voice payload is carried usinigPRvhich
adds a 12 Byte header. This then becomes the mhglothe transport layer, UDP,
which adds an 8 Byte header. Finally the IP lageeives the UDP packet, and adds
an IP header of 12 Bytes.
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As the size of the voice payload is determined hey packetization interval
used by the VolP application, we analyze the effieetpacketization interval has on

packet loss rate, retransmit limit, packet lateacygl system resource usage.

Voice stream at application

|<—tpkt—><—tpkt—><—tpkl—>|

Voice CODEC

RTP header | 12B ‘+ VolP payload

UDP header ‘ 8B ‘+ RTP packet
IP header ‘ 20B ‘+ UDP packet
IP Packet

Figure 4-2 The process of converting a voice strgdo IP packets. The header sizes
are given in Bytes. The headers are appended forévéous layer payload and
passed on.

4.1.1 Packet Loss Rate

Consider a VolP application which produces a vadiata stream of bits-per-second
(bps). The overhead due to head€bleagersis the sum of the RTP, UDP, IP and
MAC layers headers in bitgy is the packet size as seen at the MAC laygiis the

packetization interval of the VoIP application.

n pkt =r i pkt +OH headers (4 1)

n
nPdu =’7 e “ m.'bps (42)

nbps
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Npdu &nd Nyps are the sizes in bits, of the PDU and, physicgelaOFDM symbol

respectively.[x] represents theeil function, which rounds any real number upwards

towards the closest integer value. A PDU consi$tanointegral number of OFDM
symbols. On the UL there can be no packet combibieigveen multiple stations,
hence the above constraint.

The symbol error rate (probability of an OFDM syrhbeing classified by the
receiver’s physical layer as erre®ER is given by (4.3). Hergdenotes the number
of bit errors, anan denotes the maximum number of bit errors whichlwamolerated

or corrected.BERrepresents the bit error rate.

SER=1- 3" nl}ijBERj (1- BER)™s"! (4.3)
j:

PERis the packet error rate angis the number of symbols per packet.
PER=1-(1- SER" (4.4)

The packet is considered lost when the retransmit,In, has been exceeded. This
probability isPpss At this point there are no constraints placechather than being a

non-negative integer value, thus.

Ross = PER™ (45)

4.1.2 Bandwidth Usage

The total bandwidth used by the application atMI#eC layer is considered here. This
is the sum of the actual payload being deliverag mverheads. Overheads can be
separated into the following components.
% Overheads due to lower layer headers which aregousls the payload
travels down the network stack.
+ Overheads due to unsuccessful retransmission® afaime payload.
% Overhead due to the PDU size not being an integdtipte of OFDM
symbol size. This means the unused part of theslambol will be padded
and wasted.

The total overhead due to retransmissions and ulgyer headers is denoted by

OHiot. The mean value d@Hy is give by (4.6), whera is the MAC layer retransmit
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limit for this particular traffic class. The valud n has an upper bound which is
defined in section 4.1.3.

OH,,, = f{ (i [P pu — paonad)EIPER'_1 - PER)}+ Npau (n+1) (PER™

(4.6)
= Z{| [ ey (PER (1 - PER} + (n +1)h, g, (PER" - payloadrfl- PER™)

i=1

The BW used for the overheads can be obtained ésaging the total overhead over

the interval:

- OHtOt

OHy,, = 4.7)

pkt

From the result in (4.6), by omitting the term unmdihg the payload we can
obtain TBayg the mean total number of bits on the airlink dgrone transmission
cycle (including all retransmissions), as:

TBayg :Z{i [h s PER (1~ PER)} + (n+2)n 4, PER" . (4.8)
i=1

The total BW requirement for the flow equals th&akdits used during the

interval TBayg, averaged ovepy, as:

B
TBy, = tavg : (4.9)

pkt

If E;is the efficiency of the system, then

_ payload[(l— PER”“)
- B '

E, (4.10)

avg

The payload has been scaled by the fa(]IOPER“l) to account for PDUs dropped

after all retransmit attempts have been unsucdessfu

4.1.3 MAC Retransmit Limit

If an UL packet is corrupted beyond repair, the \Bi® discard it and give the SS
another BW allocation in the following frame. Thmethod circumvents the need for
the BS to provide explicit feedback for every pdcke also makes it possible to
retransmit in consecutive frames and not altergatiames. By defining an Uplink
Interface Usage Code (UIUC) specifically for resanissions, the BS can implicitly

request a retransmission of the last packet sena given Connection ldentifier
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(CID). An Information Element (IE) will be includeth the UL-MAP with the
relevant CID and UIUC. If the SS has already rdfeesits packet cache, it will
transmit a dummy packet with only a generic MAC dexaand no payload. This
scheme is explained in detail in section 4.2, imp@sed Implementation Scheme.

If the maximum number of MAC retransmissions, basadBW or delay
constraints, is defined &g,y it is calculated as,

t
Nyet = min( {Tp—ktJ—l s Nipax ] ) (4.11)

f
|x] represents th#oor function, which rounds any real number down towattte
closest integer value. If no such limitation exigststransmit opportunities can be
granted until the next UGS BW grant is scheduledUAS grant will be given
periodically so the maximum time available for agsmission idpk -Tr. If it cannot

be sent successfully within this time period thekeh needs to be dropped.

4.1.4 Latency in Packet Transmission and Delivery

The average latency ofsaiccessfully delivered packet Layg is given by (4.12). This
includes an additional componépy in the summation which accounts for the lag due
to packetization.

n

etx t i
Mt o +p7kt+i T, )[(Il— PER)EPER]
G

avg —

1- PERYx*1 (4.12)

nZ[u 7, f1- PER)DPER’]

=150y, + =2

1- PERx*!

Tt is the frame duration. For low BER values (L@atency is approximately equal to
1.50L. Even at higher BERs, since we are only considerine latency of
successfully delivered packets, the average latenitynly increase by at mo$tex

frame durationsiiew. T).
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Since talkspurts can begin randomly, the BW grammfthe BS may not be
synchronized with the VoIP packet becoming avadadilthe MAC layer. There may
be a lag between these two events, which couldnge/fzere in the range (.
Hence, an average latency of half the interégl2, is used. The packetization
interval is added on to this latency, to give altotean latency of 1.6« ,as given in
(4.12).

Figure 4-3 and Figure 4-4 show the latency for thigerent modulation
schemes. There is a one-to-one mapping betweemduailation scheme and the
burst profile as previously discussed. Comparedhigher burst profiles there is a
minute increase in latency for lower (more robust)st profiles due to requiring
multiple symbols. This is not apparent in the ge@s all the curves seem to
coincide. For example, if using the highest bursifie, an entire PDU can be
transported in one OFDM symbol. This would creatiatancy of a single OFDM
symbol duration. On the other hand, if the lowestsb profile was used, multiple
symbols would be required, which implies multipl€&@M symbol durations. The
symbol duration is a value in the tens of microosels, typically 10~25 micro
seconds. Hence the contribution to latency is ik&Bt minimal, which causes the
curves to apparently coincide.

4.2 Proposed Implementation Scheme

4.2.1 UGS Retransmission Strategy

The mechanics of the UGS scheduling class as debgdahe standardEEE 2005)
have been detailed in Chapter 2. There is no metih@dquest the SSs to retransmit
an erroneous packet, except for ARQ, which is rsatdufor UGS connections. This
implies UGS connections do not facilitate the remgwf lost packets on the UL. In
the context of real-time traffic, often it is naist effective to attempt recovery due to
the introduced latency in doing so (Chia-Hui, Rayle 2003; Miki, Atarashi et al.
2003; Gurbuz and Ayanoglu 2004; Gyung-Ho and Dowgz904; Zhi and Jong-
Moon 2004; Sik, Gyung-Ho et al. 2005). In orderintroduce some probability of
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packet recovery, while using a minimum overheadpregpose an implicit method for

retransmit notification, shown in Figure 4-5.

Begin UGS
flow

»{  Wait for next frame >l Wait for next frame  |[¢—N
Y
UGS grant IE
HLA Found ? N
H Y
v
Transmit packet in
UGS grant time slot Stop UGS flow
A
Next UL-MAP Receive UL-MAP

of following frame

Ny

%

A

Process UL-MAP

Match UGS CID with
BW grant IE CID

Match
not found

G

Match found

Extract start time and
UIUC from IE

Transmit dummy
packet of only MAC
header, no payload

Last packet available
in cache ?

yes

Retransmit
UGS packet

Figure 4-5 Mechanism used by the BS, to notifySewhen to retransmit erred

UGS packets.
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Once a SS transmits a packet to the BS on a UGBectan, the BS PHY
checks for errors. If error free or recoverable plaeket is passed up the stack. Next
the MAC layer checks for errors in the PDU. If agryors are found, the packet will
be discarded. All received packets are checkednagai list of expected packets.
Missing UGS packets will be recognized. These ballgiven the highest priority and
be retransmitted in the immediately following fran¥éhe BS includes in the UL-
MAP, a BW grant IE directed at the CID of the UG&ection. This IE will have a
flag, which tells the owner of the CID to retrantrtiie last sent packet on that
connection. Once the UL-MAP is processed by theveelt SS, it will retransmit the
packet in the given time slot. If no such IEs @asmit grants to the UGS connection
CID) are received before the next scheduled UG&tgthe SS assumes successful
packet transmission. If for some reason, the paokgtiestion is already flushed from
the cache, when the retransmit opportunity is k&xkia dummy packet consisting of
a MAC header and zero length payload is sent byStheOn receipt of this dummy
packet, the BS will not attempt any more retransmaiss of that particular packet.

The OH associated with this method is 48 bitstier IE in the UL-MAP, for
every retransmit attempt (IEEE 802.16 WG 2004). Wave also preserved the
fundamental semantics of the UGS schedule typedbyallowing the SS to actively
request BW grants for retransmissions.

There is no explicit notification for successfuteption from the BS to the SS,
i.e., no positive feedback is given to the SSolild be made mandatory to keep the

transmitted packet until the next UGS grant is iresmkfor the next packet.

4.2.2 Usability Factor, K

In order to fulfill the QoS requirements of theWoand operate within the BW
constraints of the network, three conditions neecllet satisfied.

A. The packet loss ratB,ss of the flow must be less than the maximum
allowable packet loss rate defined by the senasellagreement between
the provider and the subscriber. Excessive packeses cause the
conversation to be unintelligible to the listener.

B. The average latendysg must be within the upper bounds of the maximum
latency. This could also be based on service |leagdeements or

dynamically selected based on the one way del#tyetother end point.
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C. The BW utilized by the flow must be less than adpfegned maximum
allowable BW, as agreed upon by the service provide

These requirements are summarized in binary fumétion as follows:
% A = (1,0 |Pioss < Pioss,max) » WherePjoss maxiS the maximuniPipss
% B =(1,0 |Lavg < Lmax) , WhereLmaxis the maximum tolerated latency
+ C =(1,0 BW<BWhax) , WhereBWnaxis the maximum allowed BW

Here, &y | 2) implies a return value ofwhen the conditioz is true, and/,when the
conditionz is false. Losses cause a drop in VoIP quality amblop rate greater than
1% is hard to conceal (Hattingh and Szigeti 2084)Pioss maxCan be assumed to be
0.01.

Latency can cause voice quality degradation ifsitexcessive. The goal
commonly used in designing networks to support elkhe target specified by ITU
standard G.114. This states that 150 ms of one-eysto-end (from mouth to ear)
delay ensures user satisfaction for telephony eaijptins. This maximum delay
should be apportioned to the various componentetfork delay (propagation delay
through the backbone, scheduling delay becauseonfestion, and access link
serialization delay) and service delay (becaus¥aP gateway codec and de-jitter
buffer). However, using a UGS flow, the maximumetaty will be bounded as
explained above. When communicating with anotheiirSthe same cell or in a cell
which is part of the WIMAX network, the latency Wie lower than when using the
public internet, for example, for international Yot¢alls.

The BWhax Which can be allocated to a flow, very much dejseon the SLA
with the SS and also on the traffic mix and prentlead dynamics.

We define a metric calledUsability Factor’, K, which combines all three of
the above requirements to give a value betweerd@afhe closer it is to 1, the more
suitable (or usable) thg. is. The time scale used fiiris the same as fdyi.. A value
of 0 implies that the interval cannot satisfy omemmre of the three requirements, and
should not be used.

First we define a logical functiols, where A, B and C are the three

requirements from above. Then,



88 Chapter 4 — Optimal Packetization Interval for VolP

S=(A)and(B)and(C) . (4.13)
- 1 ' If (Plossmax > P|OSS) & (Lmax > Lan)& (BWmax > BW) (4 14)
O ' lf (Ploss,max < P|OSS) or (Lmax < Lavg) or (BWmax < BW)
The Usability Factor is defined as follows:
K = Sxab productof curren.tcondltlo.n.s
productof bestpossibleconditions
(4.15)

K =Sxab (Ploss.max — Poss)(Lmax ~ Lan)(BWmax -BW)
(Possmax = 0)(Lmax = L5 e )(BWipax = T)

As stated beforer is the nominal bitrate of the VolP application. eTh
denominator of (4.15) is the product of the threastraints, less the best attainable
conditions.absis the absolute valu&is given in (4.13) and (4.14) abov&has the
effect of masking or selecting only the areas efftmction where all three conditions
are met. In any regions where at least one of ¢inelidons is not trueS = 0. There is

a possibility that nax could be equal té.5£. If this condition is true, theK = 0.

4.2.3 Lookup Table Creation and Usage

The BS needs to have access to Khealues so that it can select the most
suitable value for the packetization interval. evalue can either be calculated in
real-time when flow parameters are negotiated, setaof pre-calculated values can
be held in memory, at the BS to be used as a lotdip. The usability factor can be
directly used in the lookup tables, or it can bargized to a set of discrete levels to

further simplify the process.

4.2.4 Dynamic Service Addition/Change Process for Settidgpdating o

Here we describe the proposed method for negagiadimd selecting an optimal
packetization interval, for a VolIP flow.

At the start of the service flow the initiating 88l send a Dynamic Service
Addition Request (DSA_REQ) message to the BSh@fdther end point is also a part
of an IEEE 802.16 cell it too should follow the samrocedure.) To do this, the
application layer of the SS must communicate with MAC layer, and alert it of the
beginning of the voice stream. We envisage natie#PVapplications for WiMAX

which would have cross layer communication betwidenapplication and MAC to
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better perform this function. The DSA_REQ messaileneclude parameters such as

application/flow type, bandwidth requirements, gedad jitter requirements.

‘ IDLE ,

[y

BS receives a
DSA_REQ from a SS

Use lookup tables for
packet size based on
BER, latency and BW

BS:Isita
UGS flow?

N EXIT

BS:
Parameters
OK?

Y

v

BS send DSA_RSP to
the SS

Z

SS:

£

Parameters
OK?

Y

v

SS sends DSA_ACK
to the BS

Complete rest of VolP
setup process

Figure 4-6 Procedure to determine an optimal patanset at the start of a UGS
service flow. In the first decision box, if thefds not a UGS type, then the
procedure will be different and is not shown here.

If the BS agrees to all the parameters requestetthd\sS it will echo these

back in a Dynamic Service Addition Response (DSAPR&essage. (It would seem

logical that this step occurs before the SS haggbe session with the receiver using

H.323, SIP or another setup protocol) The procetlurthis is shown in Figure 4-6.
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If however, the requested parameters are not opéinthcan be substituted by
more efficient ones, the BS will indicate theseahe DSA RSP message. Once a set
of values is agreed upon, the SS will confirm tee of the parameters by sending a
Dynamic Service Addition Acknowledgement messag8ADACK) to the BS.

For applications which cannot changg , the SS should indicate this to the
BS. We propose using one of the unused Service Plasameters in the DSA REQ
as an indicator. The BS will not attempt to optiens&zich parameters.

In the mobile scenario, or when channel conditieary with time, the SS will
carry out periodic ranging to keep its modulatiamesne at an optimal level by
updating its burst profile. Every time an updatketaplace the BS will initiate a
Dynamic Service Change (DSC) handshake processntgotiate the parameters of
the VoIP session. The MAC then informs the appiicaiof the required changes,
which in turn, will inform or renegotiate packetima/encoder/compression settings

with the other end-point of the conversation.

al: BPSK

a2: QPSK Y rate or lower
a3: QPSK ¥rate or lower
ad: 16-QAM Yz rate or lower
ab: 16-QAM % rate or lower
a6: 64-QAM Yirate or lower
a7: 64-QAM Y rate or lower

a6|a5|ad4|a3|a2| al

Figure 4-7 Annuluses in a cell area

4.2.5 The Number of Supported Users

Consider a hexagonal cell. Based on the SNR regemés of the different

modulation schemes (or burst profiles), the cedaacan be classified into annulus
regions. If travelling from the centre of the della radial direction, the boundaries of
these annuluses mark the change to a lower buwBlepiThe area of these annuluses

as a percentage of the total cell area, is given;bwhere for examples represents
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the region which can use only the three lowest radiun schemes, Figure 4-7. We
assume that all the SSs in the cell are uniform$yriduted with a constant areal
density (an equal number of SS in any given ur@aaf the cell)b,; is the effective
bit rate of a SS in thid' annulus for a randomly chosegi. by, is the effective bit rate
of a SS in thé™ annulus for an optimally choségk. n: andn, are the numbers of
users in the system for a randdg and optimalty,. Assume the same amount of
resources, measured in OFDM symbols, is used iradhdom case as well as the

optimal case, (4.16).

SR

Then, the raticng:n; is obtained, (4.17). This gives the proportiomadrease in the

number of users due to optimal selectioy@f Herem andm, represent the index of

the lowest and highest modulation schemes resgdgtiv

v “

The cell boundary of an ideal cell in a cellulafrastructure is a hexagon so

the boundary of the lowest modulation scheme isidened to be hexagonal. We also
assume the cell is large enough so that the calhdary is in effect the transmission

range of the lowest modulation scheme.

Table 4-1 Different modulation schemes used anBM@Bymbol parameters

Modulation Scheme Bits per OFDM symbol | Percentage of total
(Nbps) cell area &)

16 QAM 1/2 384 20.1

16 QAM 3/4 576 51.5

64 QAM 2/3 768 9.2

64 QAM 3/4 864 19.2

4.3 Sample Scenario

A sample scenario using common values for 802. 1®we considered to demonstrate
the impact of the packetization interval. The asslywas carried out using Matlab.

The number of bits per symbat,gg for different modulation schemes is given in
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Table 4-1. We are considering the UL phase of i bf a 256 sub carrier OFDM
system with a TDD frame structure and a 4ms fraoratebn. The burst profile used
depends on the signal-to-noise ratio which depemndihe distance from the BS. The
VoIP application is assumed to produce a datarstiaaa rate of 32 kbps. This is an
implementation dependant value. We have used 38 &bpt will produce a carrier
grade voice stream (Hattingh and Szigeti 2004) fBf\@nsmission limit is set as per
(4.11). The maximum number of tolerated residutikhiors in a packet reaching the

MAC layer is zero.

Table 4-2 SNR requirements for different modulattehemes used and cell
coverage percentages

Modulation Scheme Minimum receiver SNR | Percentage of total
(dB) cell area covered

BPSK 1/2 6.4 39.4

QPSK 1/2 9.4 20.6

QPSK 3/4 11.2 27.9

16 QAM 1/2 16.4. 4.1

16 QAM 3/4 18.2 5.2

64 QAM 2/3 22.7 0.9

64 QAM 3/4 24.4 1.9

We consider a cell with a radius of 2 km. Using 8i¢R thresholds in Table
4-2, it can be shown that the entire cell can beerd using the three highest
modulation schemes when a BS transmit power of $Wised. Nevertheless we
include the next lower modulation scheme to cogé sihadowing variations. A two-
ray ground propagation model (Balanis 1977), arel ftee space model (Haykin
1994) were used to calculate receiver SNRs, setose2.3.4 in Chapter 2. At
distances closer than the crossover distancefdéleespace model is more accurate as
it does not show fluctuations due to alternatinghstauctive and destructive
interference (Fall and Varadhan 2006). The revismebrage percentages are given in
Table 4-2 above.
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Figure 4-8 (a)-(c) are plots of overhead bandwidtficiency and PER for

BER = 10*. (d)-(f) are for a BER = 18 The two modulation schemes shown here
are 16QAM Y2 and 64QAM %.. The spiky nature of therbead bandwidth and
efficiency plots, as well as the staircase shapgh@PER plots is due to the packet

size being an integer multiple of OFDM symbols
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4.3.1 Overheads, Efficiency and Packet Loss Rates

Figure 4-8 (a), (b) and (c) give the efficiencyedwead bandwidth and packet
loss rate for packetization intervals ranging frafms to 150ms with BERs of 10
and 10°. The saw-tooth effect is due to the transmissioitstbeing integer multiples
of OFDM symboils.

When the BER is lower, as in Figure 4-8 (d), (e)l &), the optimal packet
size is larger, which is intuitive. In the conteftVolP it is not possible to select the
largest possible packetization interval even #aitisfies the QoS packet loss limit. We
also need to stay within the latency bounds offiine which is the reason why the
Usability Factor includes the maximum latency.

It is also clear from both Figure 4-8 (a) and (datta difference of a few
milliseconds can increase the overhead bandwidtto aens of kbps, which can be a
few times as much as the bandwidth of the actuiakvapplication.

The higherP,ss values at small intervals, clearly visible in Figu-8 (c) and
(), can be explained by considering (4.11). At Bmatervals, the maximum
retransmit limit is also low which reduces the bitity of recovering erroneously

received packets.

4.3.2 Usability Factor, K

Using the results of section 4.2.2, the usabilgtér has been calculated and
plotted for BERs of 18°, 10* and 1C; see Figures 4-9, 4-10 and 4-11 respectively.
The constrains used are:

A) Ploss,max= 0.01

B) Lmax= 100 ms

C) BWhax= 80 kbps
These values except for the packet loss rate haea lrbitrarily picked for the
purpose of illustrating our scheme.

Note that at BER = I®° only a few intervals are usable. (For BER =10
none of intervals can be used under the given tiondi so this has not been plotted.)
These intervals only barely satisfy the three aansis. Constraints A and C have the
biggest effect at high BERs.
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At lower BERs the possibilities increase and martervals will satisfy the

requirements, as seen in Figure 4-10 and Figurg. £Sbnstraint B [{may limits the

maximum value of the packetization interval, whilenstraint C BWyay) limits the

minimum value of it. So constraints B and C donmgndthe closeK is to 1, the better

the chosen interval.
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4.3.3 Derived Lookup Tables

On the basis of the results obtained in sectiorR4y8e may summarise these
plots into lookup table by quantizing. In the saemave use three levels of usability:
High (H), Medium (M) and Low (L). L implies one amore of the constraints will not
be satisfied and is a reject ranking. Figure 44@ws the quantized version of two
plots derived from Figure 4-11. This makes the igpkable simple, and less memory

is needed to store it if required to store in haahy
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Figure 4-12 Quantized Usability Factor of varigagketization intervals. H, M and
L indicate High, Medium and Low usability respeelix BER = 10

As an example, if a SS using 64 QAM 3/4 reques?® ans interval, the BS
could respond with a counter request for an intepeawveen 29 ms and 41 ms. The
SS requested what is a very commonly used packetizanterval for VolP
applications. The BS responds with
1) 41 ms — the more efficient option. However i lashigher latency arejoss .

2) 29 ms — less efficient than option (1) but leagdr latency an®oss
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Based on channel conditions which the BS has krog@deof, the estimated
delay to the destination, and any other QoS reméras of the flow, it can select the

most appropriate value.

4.3.4 Increase in the Number of Users

The increase in the total number of supported gamebus VolP users (with
reference to thé, = 20 ms case) was given in (4.17). This ratioaaverted to a
percentage increase and plotted in Figure 4-13. ndgative portion of the curves

represents a reduction in the total users relatithe 20 ms case.

Percentage Increase in the Number of Users
70

a0+

40+

30F

20F

Percentage increase in number of users

30 1 1 |
0 a0 100 150

FPacketization interval, tpk’t (ms)

Figure 4-13 Percentage increase in the numbesersuor a fixed amount of UL
resources, with all possible modulation schemese Three values of BER are
compared.

If we compare Figure 4-13 and Figure 4-14, it carsben that the increase is
more in this scenario where only the highest fooduatation schemes are used. The
curves are jagged. This is because at higher miolulachemes, OFDM symbols
consist of a large number of bits. Hence mgst the packet can be represented by a
small number of symbols. A small change in packst san have a relatively large
effect on the number of symbols required.

Poor choices ofy,: can cause almost a whole symbol to be unused vdaich
have a significant effect on the total cell thropgh This in turn can cause the

number of sustainable users to vary significantly& small change ity It is also
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important to note that in this scenario at BER = dly toke Values up to 67 ms are
allowed, Figure 4-11. Th& value is zero for all intervals above 67 ms. Based
(4.12), 67 ms would give a minimum latency of 108 mwhich is our latency
constraint. Similarly for the other BER values patthe cutoff value should be read

from theK value plot at the corresponding BER

Fercentage Increase in the Number of Users

a0 -

B0

40+

20k

Fercentage increase in number of Users
[on]
O

-40 1 1 1
a a0 100 1580

Facketization interval, tppct 1msj

Figure 4-14 Percentage increase in the numbesarkuor a fixed amount of UL
resources, with only the highest four modulatidmesoes in use. Three values of BER
are compared.

4.4 Simulation Study

A scenario is simulated using the simulation matksicribed in detailed in Chapter 3.
However some specific modifications to the standarch as, the UGS retransmission
strategy and, dynamic service addition/change pmosehich have not previously
been discussed, are included in the precedingosscti
The goal of the simulation study is to demonstthgepractical validity of the

proposed scheme, to use the best packetizatiorvaht®r the prevailing conditions.
In order to simulate variations in conditions wevdnantroduced SS mobility, which
impacts the receive/transmit channel conditionsiyayamically changing the distance
between the BS and the SS. The simulation is degpgnon the function of the

ranging process of 802.16, which we have shown doabcurately modelled in
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Chapter 3. A discussion of details of the simulatgcenario, assumptions made,

limitations, input parameters, output parametedssaamulation results follows.

4.4.1 Simulation Scenario

A single mobile SS is initialized very close to tB& location. It then moves at
constant speed towards the cell boundary. A cdiusaof 2 km is used and time to
traverse this distance is 80 s. These are valueseohto easily observe the periodic
ranging process and step down of modulation schevites a short simulation time.
Periodic ranging is carried out every 10 s whicladequate for this relatively high
speed mobility scenario. In addition ranging ialsne on demand, whenever the SS
detects a drop or rise in SNR which crosses predéfthresholds. We stress that
Fixed WIMAX does not support vehicular mobility. iSrsimulation is only used as a
means to demonstrate the process of actively magdlige packetization interval.

A 32 kbps Constant Bit Rate (CBR) packet flow frim SS to the BS is used
to simulate the UL stream of an uncompressed Ve#ien. In the first case, the SS
uses a 20 ms packetization interval throughout dineulation. The simulation is
repeated with our modification to the MAC layer.eT8S’s application begins with a

20 ms packetization interval. The resulting MACdathroughout is compared.

4.4.2 Simulator Modifications

The CBR application was modified in order to accardate dynamic packet size and
interval adjustments as and when indicated by tWeCMayer. The application by

default only allows these values to be set at tae of the flow. When the application
begins it will communicate with the MAC layer usitite defined interface. The SS
will then initiate the service allocation processivihe BS.

Each separate flow is allocated a unigque CID, basesburce and destination
port numbers. These are known to the MAC layer dessing the IP header of the
packets. The SS then transmits a DSA-REQ to thelisi#g the allocated CID and
requested flow parameters. The rest of the DSA $taaddce process follows until, a set
of parameters are found which are agreeable tosoties.

When the SS MAC detects a drop in the SNR (or arease if moving toward
the BS), it initiates ranging. The BS on receivthg RNG-REQ checks if any VolIP
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connections using UGS scheduling are active fot 8% If so, it initiates a DSC

process for each connection as soon as rangingnmpleted. A certain amount of
hysteresis allowance is included in the system revgnt flapping of modulation

schemes. This could happen in the case of a S§ laeithe boundary between two
annuluses, with varying reception conditions. Theoty of this is out of the scope of
this work. The specification of SNR thresholdsasered by the standard.

4.4.3 Assumptions

In the simulation the SS accepts the recommendekiepaation interval parameter
without requiring further negotiations. The applioa produces a constant bitrate
stream of packets, and not a bursty stream fubl&fspurts.

In order for this scheme to be successful, we asdhat the other end point of
the VoIP session is using an application, with dewoable to change packetization
intervals on demand.

We have approximated the 3-way hand shaking prab@ssg ranging, which
comprises request-response-acknowledgement (RNG-REG-RSP and RNG-
ACK) to a 2-way process omitting the acknowledgeimen

The BER of the link used is zero. This is assumpisobased on the fact that
we are only interested in demonstrating the prooéslynamic packetization interval
change, and the increase in efficiency gained bynd not whether the BS can
accurately assess the BER of the UL from the S®th#er important point is that, the
ranging process makes sure BERs are within acdeptahits, so that a situation
should not arise where the SS is on a modulatiberse which is too high for the

conditions.

4.4.4 Simulation Results

Figure 4-15 gives the resulting bandwidth usageiobtl from the simulation. The
nominal curve (red) shows the actual bitrate ofapplication, which is fixed for the
duration of the simulation run, at 32 kbps.

The MAC layer throughput of a SS usindpa = 20 ms, and travelling from
very near the centre of the cell as describedenstmulation scenario is given by the
blue curve. At the highest burst profile the flosv extremely inefficient, and uses

close to three times the nominal bitrate. This iowps as the SS steps down in burst
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profiles, as it moves away from the BS. At the lasbfile tested at, it used
approximately 57 kbps.

Eandwidth used ws Time compared with nominal bitrate of flow
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Figure 4-15 Comparison of bandwidth used for 2Ggmand dynamidp. The
nominal bitrate of the flow (32 kbps) is also shown

The black curve gives the MAC layer throughput &% configured to use the
proposed scheme (also enabled at the BS). Initilaélyapplication starts withta: =
20 ms which we assume to be the default for mosiPVapplications. This is
increased tdy = 41 ms during the DSA handshake by the requestteoBS. It is
assumed that the SS will accept the parameterogedpby the BS. The simulation
time is denoted by. As the SS moves away from the BS, whike 60 s it is able to
use 64QAM 3/4. At = 60 s, after periodic ranging, it steps downhe hext lower
modulation scheme, 64QAM 2/3. The optimgl = 59 ms. Efficiency has increased
some what at this particular interval. &t 70 s, another step down occurs to 16QAM
3/4. Once agaity: = 41 ms is selected to be the optimal value. ffhevalues used

are taken from Figure 4-11, singevalues for BER= 0, are very similar to those for
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BER = 10°. Actually usableK values for a higher BER are a subset of thoseleisdb
a lower BER.

We reiterate that fixed WiMAX cannot support thebitity scenario given in
the above simulation, but is used simply to obsehes response of the modified

MAC layer, to adaptive modulation and coding (AM@)x short time span.

45 Conclusion

The efficiency of bandwidth usage is affected bg tracket size in IEEE 802.16
systems using an OFDM physical layer. Since argert@umber of symbols is used
to transport a PDU, if the packet size is not climsan integer multiple of the symbol
size, there will be wastage of bandwidth. This @renpronounced when the packet
size is relatively small, such as, in VolP appimas. We have applied this
phenomenon to VolP, and analyzed the effect thekgtaation interval has on
efficiency. The packet error rate and latency halge been factored into the analysis,
as these are parameters which define the QoS aflR flow. It was shown that by
careful selection of the packetization intervals YwIP, the amount of bandwidth
wasted on overheads can be minimized, and as k& tiesunumber of supported users
can be increased.

A selection criteria for the packetization intenlmsed on three constraints,
i.e., packet loss rate, bandwidth usage and latewag introduced. A parameter
which we call the Usability FactoK, was defined. This is an index, which tells the
BS how suited a given packetisation interval isthe prevalent conditions, and the
QoS requirements of the service flow.

A new retransmission strategy for UGS flows wasoidticed. In this scheme
the BS provides implicit notification of failuregriough a retransmit opportunity in the
following frame. The BS continues to provide resiait opportunities, until the
packet is received free of errors, or, the deadlinehat packet is reached, or, the SS
flushes the packet cache and is no longer ableettansmit. This fast retransmit
scheme is factored in to the analysis, as welsiimellation model.

Modifications proposed for the MAC layer operatiame shown to be able to
change the packetization interval during call setog also during periodic ranging or

ranging on demand. This modification can be accodated in the existing ranging
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process, and Dynamic Service Addition/Change haaldsf process, so no extra
overhead is introduced. The Usability Factor cambantized with a certain level of
granularity, and stored as a lookup table. Usiegéhtables at the BS, makes selecting
an optimal interval simple and fast. A proof of cept was also given based on a

simulation scenario, which shows positive resultierms of increased efficiency.
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Chapter 5

ARQ for Real-Time Downlink Traffic

Wireless channels are prone to errors, and thishtolie for the OFDM physical layer
used in Fixed WIMAX. Much research has been donemjrove the reliability of
wireless links by upper layer techniques. Locatamgmission is one of the most
commonly used at the MAC layer in networks randimgn WLAN to 3G; WiIiMAX
also has included an optional retransmission metbased on Automatic Repeat
Request (ARQ) and Hybrid ARQ (HARQ). HARQ mitigatdbe effect of
impairments due to the channel and external intemfee, by effectively employing
time diversity along with incremental transmissadrparity codes (subpackets in this
case). In the receiver, previously erroneously dedosubpackets and retransmitted
subpackets are combined, to correctly decode thssage. HARQ is only available
with the OFDMA physical layer so is not within tleeope of this work. The
transmitter decides whether to send additional ackgis, based on feedback
messages received from the receiver (Yaghoobi 2004)

In (Zhi and Jong-Moon 2004), an analysis has bemre dn the effects of
ARQ on real-time traffic using the concepts of AR&pacity, and effective capacity.
It considers an error free feedback channel wittely feedback for all transmissions.
It also only takes into account the DL bandwidtledusor ARQ and not the UL
bandwidth used for the ARQ feedback messages.
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The strategy of (Uhlemann, Aulin et al. 2002) isctombine different coding
and decoding methods with ARQ techniques, in orgerfulfil the application
requirements within a wireless real-time commumacasystem. These requirements
are formulated as two QoS parameters: (1) delidegdline and (2) probability of
correct delivery before the deadline, leading tgrababilistic view of real-time
communication. An application can negotiate thes& @arameters, thus creating a
flexible and fault-tolerant scheme.

A multiple retransmission based error recovery sehavas proposed (Hu,
Zhu et al. 2001). In this work the receiver actveldvertises a list of negative
acknowledgements periodically. The scheme allows maltiple retransmissions
based on end-to-end latency. There is however stawital delay in recovering lost
packets.

Video streaming applications have different requieats than voice
applications due to varying compression methodsmg@ession is achieved by
sending the most important frame (base line infdlona followed by less important
frames (incremental information), which combine sfaow the progression of the
video. Much work has been done in developing rold& schemes in this context
(Po-Chin, Zhi-Li et al. 2000; Uhlemann, Aulin et 2D02; Chia-Hui, Ray et al. 2003;
Min and Gang 2003; Seferoglu, Altunbasak et al 5200

Other schemes deal with providing QoS for real-tseevices using ATM by
channel dependant adaptive coding, and multi-cepmsmission. Real-time ATM is
similar in nature to a voice service because ATNs@e small in size (Chang Wook,
Chung Gu et al. 1999).

The schemes described above as well as many othlees assume that ARQ
feedback is always sent by the receiver, and redeby the transmitter in a timely
fashion, without any impact on available bandwidth.this work we analyze the
standard ARQ method taking into account both davimland uplink traffic. Then we
propose a novel ARQ scheme. We also provide arytécel model for this scheme,

and investigate its operation through simulation.
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5.1 Operation of IEEE 802.16 ARQ

The ARQ mechanism is a part of the MAC layer itselhich is optional for
implementation. When implemented, ARQ may be ermhbiea per-connection basis.
The per-connection ARQ will be specified and neageti during the beginning of the
flow. A connection cannot have a mixture of ARQ amah-ARQ traffic. Similar to
other properties of the MAC protocol, the scopeaa$pecific instance of ARQ is
limited to one unidirectional connection. In othveords a specific ARQ instance is
attached to a specific CID. The ARQ scheme usd€elxad WiMAX will be referred
to as the standard scheme from this point onward.

5.1.1 ARQ Block Usage

A MAC SDU is logically partitioned into blocks whedength is specified by the
connection TLV parameter, ARQ_BLOCK_SIZE. When lénegth of the SDU is not
an integer multiple of the connection’s block sidee final block of the SDU is
formed using the SDU bytes remaining after thelfink block has been determined.
Once an SDU is partitioned into a set of blockst ghartitioning remains in effect
until all blocks of the SDU are successfully detea to the receiver, or the SDU is
discarded by the transmitter state machine.

Sets of blocks selected for transmission or retrasson are encapsulated
into a PDU. A PDU may contain blocks that are traitied for the first time as well
as those being retransmitted. Fragmentation shetluro only on ARQ block
boundaries. If a PDU is not packed, all the blockthat PDU must have contiguous
block numbers.

If ARQ is enabled at the connection, Fragmentatiod Packing subheaders
contain a Block Sequence Number (BSN), which isstaguence number of the first
ARQ block in the sequence of blocks following thgblseader. It is a matter of
transmitter policy whether or not a set of blocke® transmitted as a single PDU
should be retransmitted also as a single PDU. Eigut illustrates the use of blocks
for ARQ transmissions and retransmissions. Two omgti for retransmission are
presented, (1) with rearrangements of blocks, d@)dwithout rearrangements of

blocks.
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SDU #1 SDU #2
Frag 0 Frag 1 Frag 0 Frag 1
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Two consecutive SDUs presented to MAC for the same connection
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Original transmission

PDU #3 Packed PDU #4
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Retransmission of PDU #2 with rearrangement

Packed PDU #3
Frag 1 of SDU #1 Frag 0 of SDU #2
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(8] ¢ [ 9 [ 10 {nnfiz] 2] 13 ] 14

Retransmission of PDU #2 without rearrangement

Figure 5-1 A broadband wireless alternative to P®ased on WiIMAX.

5.1.2 ARQ Acknowledgement Types

Acknowledgements are in the form of bit maps. Taki@ of each bit signifies correct
or incorrect receipt of an ARQ block. Two typesacknowledgement maps are
defined in the standard.

1) Selective ACK Map

Each bit set to one indicates the corresponding ARQK has been received without
errors. The bit corresponding to the BSN valuehm information Element (IE), is the

most significant bit of the first map entry. Thesbior succeeding block numbers are
assigned left-to-right (MSB to LSB) within the maptry.
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2) Sequence ACK Map

Each bit set to one, indicates the correspondingkbkequence has been received
without error. The MSB of the field correspondsthe first sequence length field in
the descriptor. The bits for succeeding lengthdfiehre assigned left-to-right within

the map entry.

5.1.3 ARQ-enabled connection setup and negotiation

Connections are set up and defined dynamicallyutiintothe Dynamic Service
Addition/Change (DSA/DSC) class of messages. CRG3l be used for error

detection of PDUs for all ARQ-enabled connections.

5.1.4 Sequence number comparison

Transmitter and receiver state machine operatioctude comparing BSNs and
taking actions based on which is larger or smaltethis context, it is not possible to
compare the numeric sequence number values dirgctiake this determination.
Instead, the comparison shall be made by normglizhe values relative to the
appropriate state machine base value and the maxivalue of sequence numbers,
ARQ_BSN_MODULUSand then comparing the normalized values.

Y

ACK

Transmit
Not sent

ARQ_RETRY_TIMEQUT
or NACK

Discarded

Figure 5-2 State machine of the transmitter.
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5.1.5 Transmitter state machine

An ARQ block may be in one of the following fouatds — not-sent, outstanding,
discarded, and waiting for retransmission. Any ARQck begins as not-sent. After it
is sent it becomes outstanding for a period of tierenedACK_RETRY_TIMEOUT
While a block is in outstanding state, it is eittemknowledged and discarded, or
transitions to waiting-for-retransmission affe€K_RETRY_TIMEOU®r NACK. An
ARQ block can become waiting-for-retransmission  obef the
ACK_RETRY_TIMEOUperiod expires, if it is negatively acknowledgech ARQ
block may also change from waiting-for-retransnussio discarded, when an ACK
message for it is received or after a timeARQ BLOCK_LIFETIMEas shown in
Figure 5-2.

For a given connection the transmitter shall firahdle (transmit or discard)
blocks in “waiting-for-retransmission” state andythen blocks in “non-sent” state.
When blocks are retransmitted, the block with thedst BSN shall be retransmitted

first.

5.1.6 Receiver state machine

The state machine process of the receiver is givefigure 5-3. When a PDU is
received, its integrity is determined based onG@R&C-32 checksum. If a PDU passes
the checksum, it is unpacked and de-fragmentatedéssary. The receiver maintains
a sliding-window defined by ARQ_RX_WINDOW_START wdavariable, and the
ARQ_WINDOW_SIZE parameter. When an ARQ block witimamber that falls in
the range defined by the sliding window is recejube receiver shall accept it. ARQ
block numbers outside the sliding window shall legected as out of order. The
receiver should discard duplicate ARQ blocks (IARQ blocks that where already
received correctly) within the window.

The sliding window is maintained such that thirQ RX_ WINDOW_STAR/@riable
always points to the lowest numbered ARQ block trest not been received or has
been received with errors. When an ARQ block withuanber corresponding to the
ARQ_RX WINDOW_START received, the window is advanced. The timer
associated withARQ_SYNC LOSS TIMEOUdhall be reset. As each block is
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received, a timer is started for that block. Timfnsdelivered blocks remain active
and are monitored for timeout until the BSN valass outside the receive window.

Arrival of
ARQ block i

Add BSN fto list of
BSNs to be ACKed

HIGHEST_BSN 2

ARQ Window S—Yes —_

No
‘ ARQ_RX_HIGHEST_BSN ‘
Yes Block ™. No =BSN+1
[ duplicated? ‘
Reset Timer
ARQ_RX_PURGE_TIMEOUT No = ARQ_RX_
for this BSN WINDOW_
START?
Update
ARQ_RX_WINDOW_START
Y \4
(Re)Set Timer Reset Timer
ARQ_RX_PURGE_TIMEOUT ARQ_SYNC_LOSS_TIMEOUT
for this BSN
v ' Y
Discard Store
block block

h J N
Done |
S

Figure 5-3 State machine of the receiver.

When ARQ_RX WINDOW_STARTis advanced, any BSN values
corresponding to blocks that have not yet beenivederesiding in the interval
between the previous and currdfRQ_RX_WINDOW_STAR/&lue shall be marked
as received and the receiver shall send an ARQbae&dE to the transmitter with
the updated information. Any blocks belonging tonpdete SDUs shall be delivered.
Blocks from partial SDUs shall be discarded. Whedistard message is received
from the transmitter, the receiver shall discar@& tbpecified blocks, advance
ARQ_RX_ WINDOW_STAR® the BSN of the first block not yet received aftiee
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BSN provided in the Discard message, and markadlieceived blocks in the interval
from the previous to nedaRQ_RX_ WINDOW_STAR/Elues as received for ARQ
feedback IE reporting. For each ARQ block receivad,acknowledgment shall be
sent to the transmitter. Acknowledgment for blookisside the sliding window shall
be cumulative. Acknowledgments for blocks withie gliding window may be either
for specific ARQ blocks (i.e., contain informatiam the acknowledged ARQ block
numbers), or cumulative (i.e., contain the highlfR0Q block number below which all
ARQ blocks have been received correctly) or a coatimn of both (i.e., cumulative
with selective). Acknowledgments shall be sent e brder of the ARQ block
numbers they acknowledge. The frequency of ackragweent generation is not
specified here and is implementation dependent. XCNEDU is ready to be handed
to the upper layers when all of the ARQ blockshaf MAC SDU have been correctly
received within the time-out values defined.

WhenARQ_DELIVER_IN_ORDER enabled, a MAC SDU is handed to the
upper layers as soon as all the ARQ blocks of t#CMSDU have been correctly
received within the defined time-out values andbddicks with sequence numbers
smaller than those of the completed message h#wer dieen discarded due to time-
out violation or delivered to the upper layers.

WhenARQ_DELIVER_IN_ORDER not enabled, MAC SDUs are handed to
the upper layers as soon as all blocks of the MA®JShave been successfully
received within the defined time-out values.

When an acknowledgment is received, the transnstiall check the validity
of the BSN. If BSN is not valid, the transmitteralihignore the acknowledgment.
When a cumulative acknowledgment with a valid BSNraceived, the transmitter
shall consider all blocks in the interval as acklealged and update its sequence
number counters. When a selective acknowledgmeametsved, the transmitter shall
consider as acknowledged all blocks so indicatethbyentries in the bitmap for valid
BSN values. The bitmap entries are processed ireascng BSN order. A bitmap
entry not indicating acknowledgement shall be ab@mrsid a NACK for the
corresponding blocks. When a cumulative with saelecicknowledgment and a valid
BSN is received, the transmitter performs the astidescribed above for cumulative
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acknowledgment, followed by those for a selectivknawledgment. All timers
associated with acknowledged blocks shall be cletgIEEE 802.16 WG 2004).

5.2 Analytical Modelling of ARQ

We consider a system model where the forward akasakverse wireless links have
a probability of bit errors. The model specified (hi and Jong-Moon 2004) is
modified as shown in Figure 5-4. HeAét), R(t) and C, define the packet arrival
process, feedback arrival process and service itppaaspectively. Since the number
of OFDM symbols per frame is fixed is not a time varying quantity. This is in
contrast to throughput, which is dependant on tbdutation scheme and impacts the

number of bits per symbol.

R R e N | ARQ feedback channel
| : Op

I I

. Rw | T"

i — i Channel errors

! ARQ/HARQ queue !

I I

i e lp, ¥

I I

I I

L AG)—» C : >+ > Receiver
: |

I I

Transmit queue

Figure 5-4 Block diagram of system model. Forwardnnel errors are given pyor
F and reverse channel errors are givem.by

5.2.1 ARQ Model

5.2.1.1 Transmitter Model
We consider a selective repeat ARQ model with tilewing features. These steps
are from the BS’s perspective, see Figure 5-5.

1) Once a packet is transmitted by the BS on the Dopportunity will be given
in the UL of the following frame to the SS to progifeedback.

2) If no feedback is received or if the feedback igtiror itself another slot will
be provided in the following frame. This procesH e repeated until
feedback is received or a timeout happens and $wwiB move on to the next
packet.
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3) If a NACK is received from the SS, the packet/ARQck will be
retransmitted in the following frame and a feedbaggortunity given.

4) If an ACK is received the ARQ blocks will be removieom the cache and the
packet will be deemed successfully delivered.

5) When the packet deadline is reached the ARQ blailkbe removed from
the cache.

1'Qn

Figure 5-5 State diagram of the transmitter (B).is transmitting state. States FB
and-FBrepresent receiving and not receiving feedbadpeetively. All transitions
occur at the frame boundary.

Figure 5-6 State diagram of the receiver (SS).iRdeceiving state. States All
transitions occur at the frame boundary.

5.2.1.2 Receiver Model
From a SS’s point of view the ARQ process can leildel as follows, see Figure
5-6.

1) A SS expects a DL packet from the BS based on th&#BP received at the

beginning of the frame. We will assume the SS xeseihe DL-MAP without
errors.
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2) If the packet is received without any detectabtersra positive ARQ
feedback (ACK) is transmitted to the BS in the pded slot in the UL
channel of the following frame.

3) If the packet was received in error (or not reca)jve negative
acknowledgement will be transmitted.

4) The SS waits in idle mode for retransmission ofgterious erred packet or
for the next packet of the sequence.

The SS plays a passive role in this form of ARQ ma@tsm, as it merely reacts to the
instructions of the BS. While requiring less inggihce from the SS, it also means
wasted resources because the BS does not haventompnation on the packet
reception status of the SS. This requires the B§ue feedback opportunities to all
SSs regardless of the reception status.

The state transition diagrams for a SS and BS useatgctive repeat ARQ
without packet combining, are given in Figure 5ffd &igure 5-6. The subscript
signifies the number of frames elapsed since thekgiareached the head of line
(HOL) of the transmit queue. Whenreaches a threshold which marks the deadline
for the packet, both state diagrams will transittorthe IDLE state, irrespective of
their current stateg, is the packet error rate on the forward link (Rlring then™
frame andy, is the packet error rate on the reverse link (8wing then™ frame. We
model the channel at the packet level as eitheoaa gpacket or a bad packet.. As
reported by (Hong Shen and Moayeri 1995; Zorzi &ab 1997), the two-state
Markovian model suffices for modelling these pacitates.

T

O pn pPn O anN
q PR+Q,A
[R A N |] _O a, 0 aj - Pn an
T Un 0 Un 0 an+qu
0O 0 0 1 | +g,A
LA (5.1)
T Shat

Sn Tn = Sn+1
n .
Sl |_J T'= Sn+1
1=
The state diagram in Figure 5-5 can also be reptedan matrix form using

the recurrence relation given in (5.8, N, Aandl, represent the probabilities of
being in RX, NACK, ACK and IDLE states respective8y is the state probability
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vector in then™ frame andT is the state transition matriX(4,4) = 1 is used so that

S+1(4) always has the cumulative probability of compdetimnsmissions.

Used Capacity in Symbols in Frame i (i=1:20)

2 T T T T T T
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>
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Figure 5-7 Comparison of resource usage both Whearrors are present, and when
UL is considered error free. DL packet error rate).2. Assume that 2 symbols are
needed for DL and 1 symbol for feedback messadédlon

5.2.2 Constant Channel Conditions with an Error Free UL

Most of the previous work in this area assumesreor ree ARQ feedback channel.
This can be justified by the results in Figure 3A% have used the recurrence relation
in (5.1) to calculate the mean resource (symbaigasand the cumulative resource
(symbol) usage. We use an exaggerated forward ehamror rate of 0.2. There is
only a small increase in resource usage in theemmn-free case. This assumption
makes the state diagram in Figure 5-5 redundare. r€beiver and transmitter state
machines will now be synchronized as any feedback By the SS will be received

error free on the UL.
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5.2.3 Analysis of Resource Usage

The channel capacity used up by the NACKs and AB&s not been considered in
previous work. In an OFDM system, we will assumat thach feedback message
being a MAC header plus the feedback MAC managemesisage, will use up one
OFDM symbol on the UL. This message will be lesanti0 Bytes in size. The
derivations to follow from here forward will useettapproximation given in section
5.2.2.

If D is the delay experienced by the packet as it e=atie HOL position and
Dmax is the deadline for reception at the SS, we cdim@&¢he maximum number of

frames available for transmissian,as,

. Ny =LDmax_DJ )

= (5.2)

HereT; is the frame duration. The total number of OFDM bwis required for UL
feedback Cy_rs), and DL ARQ Cp.a) are given in (5.3) and (5.4) below. For a

single SS,sf ., S8 » and s are the number of symbols needed for initial

transmission, ARQ retransmissions, and feedbacgentively, using thé™ burst

profile.

Ny
CuLrs = SSE,FBZ P’ Np :{7J -1

=0 ] (5.3)
_oi)y  @A-p")
L p
R ng -1
CoL,a =SS)L,AZ P, ={ d2 J
1=0 ] (5.4)
_ gl p-p™)
LA™ 1

The total capacity used for this transmissiGnis the sum of the effective capacity
(Ce), CuLrs andCpy a. If the ratioCy,_rg:C is evaluated after an even number frames

we have,

CuLrs _ 1
C 1+ SI(DI)L,E/ (IE,FB

(5.5)

which is a constant value for any set of symbasiZ his is also its asymptotic value.

For example, consider that most of a typical calt be covered by the two highest
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modulation schemes (2/3 QAM64 and 3/4 QAMG64). Ae thighest modulation
scheme, a VoIP packet can be transported usinggieSDFDM symbol (using 256
subcarriers). In this case, it can be shown thatidack bandwidthCy_rs can be

between 33% and 50% of the used capacity regardfgsscket error rate.

5.3 Proposed ARQ Scheme

In order to increase the efficiency of the ARQ neetbm for relatively small real-
time packet flows, we propose Contention based teg#@cknowledgement ARQ
which we will refer to as C-ARQ, (Perera and Sms006).

time
Frame n-1 Frame n-1 | Frame n-1 | Frame n-1
P S
_- e T~ ——_
- S~ea
P -~ -
P S-—
_ 8L subframe UL subframe =~ o_
“4—— p = = -
Contention Contention Contention
- slots for UL PHY PDU UL PHY PDU
DL PHY PDU slots for initial slots for BW NACK from SS#1 from SS#K
ranging requests aa—

Figure 5-8 Modification of frame structure withdaiibnal contention channel for
negative feedback of C-ARQ

5.3.1 Operation of C-ARQ

The operation of C-ARQ is described as follows.

1) The BS transmits packets on the DL channe&l &8s in a given frame.

2) Most subscribers will receive the packets withoubrs and will transition to
idle mode. No explicit feedback is required for ifige acknowledgements.
The BS assumes correct reception until explicidyifred otherwise.

3) Any SSs which received the packets with errors ftfobability of a packet
error is given by) will transmit a NACK over the NACK transmit chagin
Figure 5-8, in the UL section of following framehdy will pick a slot
randomly for this. The BS will allocatepn slots for this purpose. We will
discuss the selection ofin detail in following sections.

4) When a NACK is received by the BS the packet wallretransmitted in the
next frame.
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5) Those SSs who sent a NACK but did not receiveramsmission (due to
collision of the NACKSs) will resend a NACK in theext frame using the same
random slot selection procedure. This process eaefeated until the packet
deadline has been exceeded, or buffer constraantsedhe SS to forward
what is already received to the upper layers.

Figure 5-9 State diagram of C-ARQ scheme at tbeiver (SS) encu is the
probability of successful feedback transmissiomgisiontention. All transitions occur
at the frame boundary.

The state diagram for the above operation is giaeiRigure 5-9. We do not require
analysis for the transmitter (BS) state machineabse in this scheme the BS plays a
reactive role responding to NACKs received from ®8s.4 is the number of
contention slots allocated per SS (proportion aftention slots to SSs).pn is the
total number of required slots fomumber of users with packet error rate. Hetreis

the probability that a transmitted NACK will be sessfully received by the BS

without a collision.

5.3.2 Analysis of Resource Usage by C-ARQ

The state diagram given in Figure 5-9 is represkmtenatrix form in (5.6). As said
previously the stateR andN refer to the Receive state (RX) and NACK transtate
respectively. The staté/ is when a SS has transmitted a NACK, did not xecei
retransmission in the subsequent frame and is naiting for the next contention
based feedback opportunity to retransmit the NA@K. before, S, represents the
current state vectoil represents the state transition matrix &d represents the

next state vector.



Chapter 5 — ARQ for Real-Time Downlink Traffic 121
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Equations (5.7) and (5.8) give the probability afing in NACK or RX state
respectively, in the™ frame.a is the proportion of SSs who successfully transit
a NACK to the BS.

N ™ ={p(0’p+c_¥)i wherei ={L22J ,N even

(5.7)
0 ,h odd
0 ,h even
(n) — ) -
R = ap(ap +@)"' wherei :FTZJ ,n odd (5.8)

Now we quantify the total resource usage. Let umneehe three componenG,
Cora andCyy rs:

Ce — resources used for the initial transmissionfen@L. We specify the number of
resource units for a single transmissiornSsye.

CoLa — resources used for retransmission on the DL. Specify the number of
resource units for a single transmissiorSgy.

CuLrs — resources used for feedback on the UL. We sp#oef number of resource
units for a single transmission By, rs.

The total resources used,is the sum of the initial transmission, retransioiss and
all bandwidth allocated for the feedback channklsTs given below.

C=Cg+Cpa+Cy_rs

—el) el N e gl N ) (5.9)
=SpLe +SDL,AZ R +/]SUL,FBZ N
= =

The resources used for feedback as a proportitineotfotal resources used, up to the

n" frame is,
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0 ZN(J)

C
= - : (5.10)

C . . : . :
S+ 4> R +15 o SN
j=3 j=1

We find a lower bound for this ratio astends to infinity. The validity of this

approximation will be investigated in the followisgction with a numerical example.

Cur _ PASI po (5.11)
IimnCﬂoo HFJSS)L’E + p/]SSIZ,FB +apSI(D|)L,A .

It is fair to assumé&p g and S 4 are an equal number of symbols since both values
are related to DL transmissions by the BS. We dallow modulation schemes to be
changed during the process of retransmitting a gtaddased on this we simplify
(5.11) further.

CUL,FB _ 1

'S ( j(m 0 )e1 (5.12)

DL,E L,FB

5.3.3 Optimal Selection ofa and A

These two parameters are closely linked and onéohae fixed to calculate the other.
More precisely the number of contention slots as=igby the BS will determine the
value ofa. If A is increased arbitrarily by the BS, we may achiaveery small
collision rate in contention at the expense of blaadwidth used on the contention
slots. It is obvious from (5.12) that the propanti@f feedback bandwidth is
proportional toA, and inversely proportional tek + 1, wherek is a constant. Our
requirements here, are to obtain a satisfactorg ot packet completion while
reducing overheads for feedback.

We assume the DL packet error rptean be accurately estimated by the BS
so that it will be known what percentage of packetsbe erroneously received. iif
packets were transmitted on the DL andf those were received with errors by the
SSs we can assume tmatSSs will contend for feedback slots in the follogvframe.

If there areM feedback slots provided by the BS, using the thexroccupancy
(Johnson and Kotz 1977) we can find the expectetibeu of slots withr SSs
transmitting, (5.13).
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.a, = M(r:f J(ﬁjr(l—ﬁjnﬂ (5.13)

As per the C-ARQ scheme all SS with receive ermits transmit NACKs using

contention. A value of more than 1, implies two or more stations transngt
feedback in the same slot. This is a collision aden Then the expected number of

collisions during the feedback contention period e,
Elnc]= > ra,
r=2

np-1 "
=n, —n (1—Mij

Hence the expected proportion of successful feddibamnsmissionsa, which is

(5.14)

referred to a3 hroughputin (Sung-Min and Jae-Hyun 2005) is,
a= n - E[nc]
(5.15)
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Figure 5-10\nin for a range of; values and 4 different values.
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For a given (or required), the minimumi (Ayin) value can be found as the ratio of
contention slots per contender. The expressioMfa obtained from (5.15).

_ 1 : (5.16)
- n [1-aY (v "1j]
The of (5.16) is plotted in Figure 5-10. Our interésst in the initial section of the
curves which represent a few tens of erroneouptieces.
We can also find an approximate upper bodnd,p (such thatminup > Amin
for all n;) by finding the limit ofiyn.asn; tends to infinity.
|fnn:1l?fgo ) ﬁ. (5'17)
Now we compare the overhead in the standard fe&dbalteme, and our
proposed scheme. Consider (5.5) and (5.12). Loaextldack overhead is achieved in
the proposed scheme when the condition in (5.18tisfied.

A< (5.18)
Feedback overhead proportion vs p for various o« and A
|:|5 M~ - - - I - - - - - -~ |-~ rr - - - -~~~ -“r-raTrrr--===-= aATTTTITTTITTrTrAaTr al
—— =080, A=4
04511 —— =085 =6
g4l 5 o=080,a=10
S| (TP a=085A=20) 0
T3 e e e

-----------------------------------------------------------------

Feedback overhead proportion

107 107

Faclet error rate, p

Figure 5-11 Feedback overhead proportion for geafp values and: values.
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5.3.4 Analytical Comparison of Performance

We selectr from 0.95 to 0.80 (95% to 80% throughput on thetention feedback) to
evaluate the feedback overhead for this scheme.optimal value ofr should be
calculated dynamically but here for simplicity dfet analysis we use these fixed
values. As can be seen in Figure 5-11 the overbeed increases with the packet loss
rate. This can be expected due to the fact thaB&® feedback scheme only sends
NACKs which use a contention channel. Higher thekpta loss rate, the more
NACKs need to be sent and more contention oppdrésnigiven. However the
overhead percentage remains at a lower value tarot the standard schemes. This
is also using approximations f@r which give values that are larger than actually
required. Wherp is less than 18 the overheads used is approximately 10% which is
very much lower than the standard. p£0.1 we can still keep the overhead
percentage below the threshold of the standardsehley using a lowex value. This
however increases the time taken to reach thenetjievel of completion determined

by the QoS parameters of the flow.
Frobability of completion by Frame n
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Figure 5-12 Probability of completion of C-ARQ scohe against the elapsed frame
number. 3 differenp values are shown.
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Frobability of Completion by Frame n
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Figure 5-13 Probability of completion of stand&®Q scheme against the elapsed
frame number.

We compare the time required in frames to reaclr@io level of successful
delivery. In real-time flows the application is ablo cope with a relatively high
packet loss rate as long those delivered are domatls minimal latency.

In Figure 5-12, if we assume a packet delivery gotee of 99% (Hattingh
and Szigeti 2004), 6 frames are requiredl=1.85 andp=0.1 at an overhead of 24%.
The standard scheme requires 4 frames in the sdoaian with an overhead of
33%, Figure 5-13.

The results summarized in Table 5-1 show that obemme is more efficient
for most of the reasonable packet error rates. $haded rows represemka
combinations where the efficiency is less thandbheent method. Although a 10%
packet loss rate is considered here it is onlycfunpleteness sake. A step down in
burst profiles will be done (initiated by the BS thee SS) according to the IEEE
802.16d so that data transfer occurs in a moreiefii manner.

Table 5-1 The overhead percentage and frame detaynmarized for a few p values
and 3 selected values.
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99% delivery delay(frames)

P a,\ Overhead %
0.001 0.85, 6 0.3 1
0.90, 10 0.5 1
0.95,20 1 1
0.01 0.85, 6 3 3
0.90, 10 5 3
0.95,20 9 3
0.1 0.85, 6 26 8
0.90, 10 35 7
0.95,20 51 6

5.4 Simulation Study

A simulation study has been done to verify the affeness of the proposed ARQ
scheme. We build upon the functionality of the basmulation model, described in

Chapter 3, to accommodate the modifications of GQAR

5.4.1 Simulation Scenario

The scenario is defined as follows.

* 100 users spread out within the cell with uniforenia density.

» Traffic flows are from sources external to the ee#la. There is a constant bit
rate (CBR) flow to each of the 100 users. The pasize used is consistent
with the interpacket interval and header sizes 6o flow.

* Interpacket durations of 20 ms, 30 ms and 40 msiarelated. There are two
implications due to the interpacket duration.

We use a data stream of 8kbps. As the duratioreases so does the packet
size. Certain users, depending on the burst prafileneed more OFDM symbols to
receive the packet. The lower the modulation schémee higher the number of
symbols and vice versa. In our simulated cell ubsileng to one of the highest 4
burst profiles. At 20 ms and 30 ms SS using thédsg 3 burst profiles can receive
the packets using one OFDM symb®g (= 1,Cp A = 1,CyLrs = 1). This represents
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80% of the cell area. The SS using the lowest lprodtle will require two symbols to
receive a packet of the same si@g € 2,Cp . a = 2,CuLrs = 1). This represents 20%
of the cell area. When the interpacket interval46f ms is used these cell area
percentages are changed to 21% and 79% respeciwthlya larger area of the cell
requiring two symbols per packet.

The other effect is that the number of availabserfes in which to recover a
lost packet changes. At 20 ms there are 4 frantafovery while at 40 ms there are
9 frames. At the same time, longer recovery peraaisse more jitter. However the
larger the packet the more important each one is.

* Overheads per frame are continuously recordedlanchean value is
calculated for a 20 minute period excluding thasrant period at the
beginning of the simulation.

» Packet drop rates of 0.001, 0.005, 0.01, 0.05 ahdr@ simulated.

0o values of 0.8, 0.85, 0.9 and 0.95 are simulatadhtida is calculated based
on these.

* The system uses a TDD frame structure with a frdamation of 4 ms.

5.4.2 Assumptions and limitations

* A packet will be retransmitted by the BS if a resfue received from the SS
(NACK) as many times as possible until the nexkpaof the flow becomes
available, ready for DL. The maximum number ofaeimissions depends on
the interpacket duration.

» Packet drops at the SS are artificially introduaethe MAC layer by a
random packet error generator just as they arevextérom the PHY. We
apply the errors only to data packet of the flowlemtest. All management
type packets such as ranging, dynamic serviceiadftihange/deletion and
map messages will not be subject to packet drdpus.makes it easier to
isolate the performance of C-ARQ.

* Ranging is carried out at the time a SS powersnaitlaen every 10 seconds.

* The aggregate packet loss rate of all the SSimaistd by the BS and a
moving total of possible erred packets with a windize equal to the
interpacket gap is used to calculate the numbeowfention slots for NACK
feedback.

« The UL is assumed to be error free.
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Packet error rate
14 Feedback overhead proportion of stahsizheme compared with the C-

ARQ scheme. (a) 20 ms interpacket duration (b) 30nterpacket duration (c) 40 ms

interpacket duration.

Figure 5
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5.4.3 Simulations Results

The simulation results show the feedback overheadentage for the combinations
of the test matrix detailed in the Simulation Scensection.

The subplots (a) and (b) show an equal overheatkptge for the standard
scheme. This is the expected behaviour as per. (B®)results for all three test cases
follow the form of Figure 5-11 as given in the gisid section.

1002

99.9) -

99.8) -

99.7} -

99.6 -

995 -

99.4| -

99.3 | -

-—-A-- Stadard scheme

Throughput as percentage of source rate

99.2 - —A— 41=0.80 T
—8— 4 =0. l L
99_177 a 085 ) P
—6— =0.90 1 L
99 . ; ; ; ; . | | | L
10 10 10

Packet loss rate

Figure 5-15 SS Throughput as a percentage of sdtaffic rate for standard scheme
compared with the C-ARQ scheme.

The throughput as a percentage of source traffic lwa interpreted as the
completion rate of delivery. C-ARQ shows almost998.rate of completion for
packet error rates up to 5%, Figure 5-15. It shdndchoted that the standard scheme
performs better than C-ARQ in terms of completiater This is however at the
expense of a comparatively much higher overheadessribed in previous sections.
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5.5 Conclusion

In this thesis we have analyzed the ARQ scheme ims¥dMAX in the context of
downlink real-time flows of small packets such @3/pbIP. Irrespective of the packet
error rate of the link, a substantial proportion tbé bandwidth is used for the
feedback messages. On the uplink it is not possibbencatenate packets of different
subscriber stations. Transmitting many small packetkes the feedback process
very bandwidth hungry and inefficient. However witith ARQ, we cannot guarantee
any level of QoS. To improve on this without sdcifg performance we have
proposed a contention based negative acknowledgeif®@ (C-ARQ) scheme. The
defining difference between this scheme and mahgretas well as the standard
scheme implemented in WIMAX, is the feedback medran Subscribers who
received erroneous packets contend to send feedbattle base station. We have
analytically proven the viability of this schemeterms of overhead bandwidth usage
and rate of completion. The analysis has been at@@with simulations which show
a very good performance improvement. It has beewsltthat for packet error rates
lower than 10%, our scheme is more efficient atakpense of a small increase in

delay.
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Chapter 6

Contention Based Access for Best Effort
Traffic

According to the standard (IEEE 802.16 WG 2004y fdasses of scheduling have
been defined on the UL. Of these, UGS and rtPSeamsed to schedule uplink real-
time traffic such as VolP and streaming variable nadeo. Lower priority traffic
such as file transfer and web browsing (e.g. FTdPHRTP), would be serviced as BE
traffic. On the DL, the BS has the responsibilifysoheduling the packets so that they
reach the SS before the expiration deadline. Thisoarse depends on the type of
service flow the packets belong to, and whetherBSecan differentiate these flows
based on fields in the network layer or transpayelr headers, or pattern matching of
the payload itself. BE traffic being of the lowestiority means that only the
remaining bandwidth (BW) after servicing all highgrority flows will be allocated
to it. WIMAX employs a contention based method wakponential backoff to
facilitate multiple access for BE traffic. BW regi® need to be sent to the BS using
contention. This adds overhead in the form of cutid@ slots and latency due to
collision and backoff. To guarantee a certain leMesuccess in contention, the BS
needs to allocate a suitable number of contentlots Sung-Min and Jae-Hyun
2005).

We concentrate on analysing the service of BE flowsr Fixed WIMAX,
while reducing contention overheads and BW wasthge to underutilization. The
rest of the chapter is organized as follows. Anraesv of the operation of the BE
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service class is given followed by a Markov Chaiodel. Next, we provide an
approximate throughput analysis of TCP bulk trandfews using the BE class.
Simulation results and validations of the model @s® provided, as well as results

showing the application of this analysis to inceeafficiency for TCP based traffic.

6.1 Previous Work on Contention Based Access Techniques

Here we list some of the most widely used MAC peote which have comparable
contention resolution techniques, namely IEEE 8DZWi-Fi) and Data-Over-Cable

Service Interface Specification (DOCSIS).

6.1.1 IEEE 802.11 Contention Resolution

In the 802.11 protocol, the fundamental mechanisnadcess the medium is the
distributed coordination function (DCF), which igandom access scheme, based on
the carrier sense multiple access with collisiomidance (CSMA/CA) protocol.
Retransmission of collided packets is managed douprto binary exponential
backoff rules. The standard also defines an optigaént coordination function
(PCF), which is a centralized MAC protocol ablestgpport collision free and time
bounded services.

DCF describes two techniques to employ for paalegtsimission. The default
scheme is a two-way handshaking technique callesit keccess mechanism. This
mechanism is characterized by the immediate tresssam of a positive
acknowledgement (ACK) by the destination statioporu successful reception of a
packet transmitted by the sender station. Expiiatismission of an ACK is required
since, in the wireless medium, a transmitter candetermine if a packet is
successfully received by listening to its own traission. In addition to the basic
access, an optional four way handshaking technikp@yn as request-to-send/clear-
to-send (RTS/CTS) mechanism has been standardBaeéore transmitting a packet, a
station operating in RTS/CTS mode “reserves” thendel by sending a special RTS
short frame. The destination station acknowleddesreceipt of an RTS frame by
sending back a CTS frame, after which normal padka&tsmission and ACK
response occurs. Since collision may occur onlyhenRTS frame, and it is detected

by the lack of CTS response, the RTS/CTS mechaalbws increasing the system
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performance by reducing the duration of a collisimhen long messages are
transmitted. As an important side effect, the RTI8Gcheme designed in the 802.11
protocol is suited to combat the so-called probleimHidden Terminals (Bianchi,
Fratta et al. 1996), which occurs when pairs of ileatiations are unable to hear each
other. This problem has been specifically consdiere (Kai-Chuang and Kwang-
Cheng 1995; H. S. Chhaya 1997), which, in additstadies the phenomenon of
packet capture.

In the literature, performance evaluation of 80Zha% been carried out either
by means of simulation (Kanjanavapastit and Lamdf@003; Yang 2003; Bruno,
Conti et al. 2005; Khanna, Gupta et al. 2005) omgans of analytical models with
simplified backoff rule assumptions. In particulacpnstant or geometrically
distributed backoff window has been used in (Wanand Yin 2005; Amjad and
Shami 2006) considered an exponential backoff édhito two stages (maximum
window size equal to twice the minimum size) by éymg a two dimensional
Markov chain analysis. In (Bianchi 2000), an extegymsimple model that accounts
for all the exponential backoff protocol detailsdaallows to compute the saturation
(asymptotic) throughput performance of DCF for bo#itlandardized access
mechanisms (and also for any combination of thenvethods) has been devised. The
core contribution of (Bianchi 2000) is the analgtievaluation of the saturation
throughput, in the assumption of ideal channel dtans. The analysis, assumes a
fixed number of stations, each always having a elakailable for transmission, i.e.,
saturation conditions where the transmission queue of eachiostas always

nonempty.

6.1.2 DOCSIS Contention Resolution

The Data-Over-Cable Service Interface Specificati@able Television Laboratories
Inc 2007), is a communication protocol designed Fogh-speed packet-based
communications over cable television communicatietworks, but which can also
form the basis of wireless communication systems. the user end of the
communication system a headend is linked to sevewatomer Premises Equipment
units (CPEs) through several communication linkse hieadend acts as a distribution

hub into a wide area network for the CPEs to whicls linked. Each CPE may
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manage more than one service flow. In a cable itgvcommunication network the
headend, communication link, and CPE are a Cablédeho Termination System
(CMTS), a coaxial cable, and a Cable Modem (CM)eetively. In a wireless
communication network the headend, communicatioky nd CPE are a BS, a radio
channel, and a SS respectively.

Under DOCSIS, the headend transmits Bandwidth Atioa Map (MAP)
messages on a regular basis to all CPEs to whishlinked. A MAP message is a
management message that the headend uses to amranoh@llocate transmission
opportunities to the CPEs. This is similar to th&AMmessages used in WiMAX. A
section of the frame is dedicated for broadcast tygndwidth requests, in which case
any CPE may transmit a request, for any serviog.flthe CPE calculates a random
offset based on parameters communicated to it eyhtradend. After expiry of the
random offset the CPE transmits a request for baitbvior a data-transmission for a
service flow. The request indicates the numbernytédremaining in the transmission
gueue of the service flow. The random offset isessary to minimize request
collisions between different CPEs transmitting &g in response to the same
broadcast-type Request IE. When the headend receéhee request, the headend
attempts to schedule the requested data transmisgithin the interval between
transmission of the next two MAP messages (the K&® period). If the requested,
data transmission can be accommodated within thé MAP period, the headend
alerts the CPE that the request was granted usbDgta Grant IE in the next MAP
message. If the request for transmission canncadoemmodated within the next
MAP period, the headend alerts the CPE that theesigis pending using a zero
length Data Grant IE (referred to as a Data Graendihg IE) in the next MAP
message. When the headend receives a request f@Pfathe head unit must send
either a Data Grant IE or a Data Grant Pendinglthé CPE in the subsequent MAP
message. This procedure of explicit success natifin is in contrast to the method
used in WiMAX.

If requests from more than one CPE arrive at tlegleed simultaneously, the
requests will collide. All of the requests will blest, unless the headend is
implementing a capture effect in which case all boé request will be lost. The

headend does not detect the lost requests, ahdrefare unable to send a Data Grant
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IE or Data Grant Pending IE to a CPE whose requastlost. When a CPE does not
receive a Data Grant IE or a Data Grant Pending ltie MAP message subsequent
to the transmission of the request, the CPE restizat a contention arose and that its
request was lost. According to the truncated bireagonential back-off algorithm,
which is used by DOCSIS, the CPE must double itskdi® window after every
contention failure. The CPE continues this contentresolution method until it
receives a Data Grant IE or Data Grant PendingalEjaximum number of retries
have been attempted (at which point the packetatdé @5 discarded), or the CPE
receives a unicast-type Request IE in which tostrahthe payload. Work has been
done to analyse through simulation the contentesolution scheme in terms of
access delay and attainable throughput, (Heyaimesigee and Prabhu 2002; Jianxin
and Speidel 2003; Wei-Tsong, Kun-Chen et al. 206&ixther analysis has been
carried out in similar fashion using Markov chai(Seung-Eun, Oh-Hyeong et al.
2006; Kai-Chien and Wanjiun 2007).

6.2 Analysis of Best Effort Service Class in WiMAX

In this section we provide a detailed descriptibh@w the BE service class operates.
A two dimensional Markov chain model is used touaately reflect the contention
mechanism described in the standard. Based on #ikaV model we have produced
a mathematical model to analytically express chbaveglability to SSs, efficiency of

access, and latency.

6.2.1 Detailed Operation

The operation of the BE class can be broken dowto iwo area, (1) the process of
transmitting a bandwidth request (BW-REQ), and {23 process of contention
resolution in the case of collision of the transedtBW-REQ.

6.2.1.1 Requesting Bandwidth

As stated before, the BE class is based on a domterbased request-grant
mechanism. There are two contention methods destrin the standard. The
mandatory method is based on non-subchannelizatpable equipment, while the

optional method requires the BS as well as SSe &ubchannelization capable.
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Channel descriptors

MAP messages Contention slots

Frame n Frame n+2

Successful Collision Unused

Figure 6-1 Contention slots in a frame. Collisiamsl successes can be randomly
distributed in the contention region. Some slotsam unused.

When a packet becomes available to be transmittékdeaSS MAC layer it
will be queued in the appropriate queue dependmgsolP precedence. All SSs will
receive the broadcast part of the frame which @osteamong other frame
information, the UL-MAP. The SS will scan throudghetUL-MAP for an element
known as the ‘REQ Region-Full' which is signifieg kthe Uplink Interface Usage
Code of 4 (UIUC = 4). This region consists of conien slots. The width of a slot (in
time) is explicity communicated to all SSs by tB& using the Uplink Channel
Descriptor (UCD) message. The SS randomly pickbtaosit of those given in the
frame and transmits a BW-REQ PDU. A BW request PBltonstructed with a
preamble and a 6 Byte bandwidth request MAC headhbich includes the CID
(which uniquely identifies the SS and the UL floar)d the aggregate BW required in
Bytes. No payload is included in this message.

No sensing of the medium is done as in Wi-Fi. iitemtion was successful, it
is implicitly made know to the SS by a BW grantndied by a ‘Data Grant Burst
Type IE’ in the UL-MAP, which contains the BasicOCbf the SS. This IE contains
the start time and duration in OFDM symbols of @llecation. It is now up to the SS
to transmit its PDU within the specified allocatioBW-REQs received through

contention will be serviced as per delay requirameri the flow or agreed upon
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values of maximum latency, although for BE traftics ultimately depends on the
available BW after higher priority traffic has besgrviced.

6.2.1.2 Contention Resolution

The SS considers the contention transmission ibsip data grant has been given
within BW-REQ timeout period (denoted by T16). T8& shall now increase its
backoff window by a factor of two, as long as itless than the maximum backoff
window. The SS shall randomly select a number witts new backoff window and

repeat the deferring process described above.

This retry process continues until the maximum nemnbe., Request Retries
for bandwidth requests and Contention Ranging efior initial ranging) of retries
has been reached. At this time, for BW-REQs, thdJPdDall be discarded. The
maximum number of retries is independent of theiahiand maximum backoff
windows that are defined by the BS and is set byBS.

For bandwidth requests, if the SS receives a unRaguest IE or Data Grant
Burst Type IE at any time while deferring for ti@$D, it shall stop the contention
resolution process and use the explicit transmmsspportunity.

The BS has much flexibility in controlling the cention resolution. At one
extreme, the BS may choose to set up the RequekbB&tart and Request Backoff
End to emulate an Ethernet-style backoff with gsaxiated simplicity and distributed
nature, as well as its fairness and efficiencystould be done by setting Request
Backoff Start = 0 and Request Backoff End = 10h@ UCD message. At the other
end, the BS may make the Request Backoff StartRagliest Backoff End identical
and frequently update these values in the UCD mgessa that all SS are using the
same, and hopefully optimal, backoff window. The@essage also contains the
following parameters relevant to the contentiorcpss.

Request Backoff Startcw,,, Initial backoff window size for contention,

expressed as a power of 2 in the range of 0-15.

Request Backoff Endcw,,, Final backoff window size for contention,

expressed as a power of 2 in the range 0-15.
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p/(2™W¢)

p/2™Wo)

Figure 6-2 Two dimensional Markov chain for th@tmmtion and backoff algorithm
used in REQ Region-Full type contention. Stateditaons occur with frame
transitions, except from the TO states which wolhain in integer number of
idle/wait frames.
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6.2.2 Markov Chain Model

We develop a two-dimensional discrete time Markbaic to accurately model the
contention resolution process described above. T®higiven in Figure 6-2. The
notations used are defined as follows.

p — probability of a collision during contention

W — initial backoff window which is given bg©¥m

TOgwrn— BW-REQ time out state aftef"rcontention attempt. Since state
transitions take place on the frame transitions #tate actually represents multiple
states. We have given an expanded view of thisgarg 6-3.

The SS randomly chooses the number of frames thkoffatom the range
[0,Wp-1]. After each unsuccessful request, the conteniimdow is doubled, up to a
maximum valueW is the window for the'l retransmission of the BW-REQ. Once a

BW allocation is received the window is reseWg

6.2.3 Mathematical Representation of Markov Model

The state{s(t) b(t} in the model are define as followst) is the backoff stage of a

bandwidth request at tinte This is equal to the number of collisions sufteby the

request so farb(t) represents the backoff counter at tim#/hen the backoff counter

is decremented to zero the SS may send/resendetheest. In Bianchi’'s model
(Bianchi 2000) the behaviour of a single statiomdelled using a Markov chain and
the stationary probability that a station transmits in a generic time slatbtained.

The state transition probabilities are definedmy, k | iy, ko} where,

io = S(t())

ko = bt

L= s +1) (6.1)
k, =b(t +1)

We define the individual transition probability gims.

P{o k| IDLE }=w,,  kO[ow, -1

PLi, k| TOpwry }= PW, iDL My ], kO[O, W; -]
P{i, k|i,k+1}=1, i 0L mya ], kO[oW, 1] (6.2)
P{IDLE|i,0}=1-p,  i0[0, My 1]
P{ IDLE | myay,0}=1
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Figure 6-3 The states which make upsl@n are shown here. The BS could service
a received request in the immediately followingrieaor, any frame before the T16
timeout, depending on BW usage at the time. Thagpmoximated by (b) in which all
received BW requests are serviced in the next framds the T16 timeout period
expressed in frames

As in (Bianchi 2000), letbix, where iOfo,m) and kof[o,w;), be the stationary

distribution of the chain.
= im P{ st)=1,b{) =K} 6.3)

In addition, for everybio state there argr statesc;; where the SS waits to be
serviced. Figure 6-3(a) gives the accurate statgrdm and Figure 6-3(b) gives the
approximation used for the analysis, which is #ilhtequests received in a frame are
serviced in the following frame. We substitute,

Go=Bo (6.4)
G,j=PGpo » JD['-nf _1]
wheren; is the number of frames a SS waits in idle modeaf@16 to expire, i.e.,

n; = ceil (TlG/Tf). In other words states; are idle states. Imposing the normalizing

condition on all the states and expresdingn terms ofb; o, we get
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Z{(l P+pn)bo+ ZQ kJ (6.5
i=0
;((1 p+png). pboo"'pboo 2+1j
This gives,
oo = 2(1- p)1-2p) 6.6)

(- 2p)+ pvpl-(2p)"1+ 20 p+ pog J-2p)fL- p™)

We can now express the probability that a SS tréaesaBW-REQ in a frame,
7. As any transmission occurs when the backoff cuistequal to zero, regardless of
the backoff stage;,is given as,

m 1_ pm+l
r=»>by= bo,o(—
2, -

_ 2~ 2p)fL- p™)
(L-2p)Wp, +2)+ pWp[L- (2p)™] + 2L~ p+ pin; Ja-2p)L- p™?)

wherem is the retransmission limit. If we assume infinmi&tries, the above equation

(6.7)

can be simplified to,
2

(Wo +1)+ pWo > (2p)' +2(1-p+ pny)

i=1

7=

(6.8)

The assumption that the maximum retry limit is aofinite value can be justified
because in the case where a SS has been unsutoediséupasn times it would not
be productive to simply drop the head-of-line pacwed move onto the next one. The
probability of success will not improve by attenmgtito obtain BW for the next
packet instead of the current one. The summatiothé& denominator cannot be
simplified further becausge= 0.5 does not give us a finite solution.

If ns, nc andF represent the number of successful contendershauof total
contenders and number of BW-REQ slots, the numbesuocessful contenders is
given as (6.9), see (Sung-Min and Jae-Hyun 2008)dohnson and Kotz 1977).

h = nc(l-%j%_l 6.9)
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We can find the value of; such thahs is maximized for a given value bt

no=-1/Inf1-L 6.10
) J//( Fj (6-10)

Numerically this is approximately equal 8 So when the number of competing
stations is equal to the number of contention slth® number of successful

contenders is at a maximum.
n,=F (6.11)

This is the optimal value af. in terms of resource usage or contention succemses
frame. The maximum number of successful statiomsbmapproximated as shown

below based on the linear curve fittirtg.is the constant of proportionality.

F-1
1
Ng max = F[l_E\J

ns,max = F'Cf

(6.12)

C, =037
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Figure 6-4 Analytical values for the number of mmaxm contenders and successes
compared with the approximatiog = F.
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The approximation given in (6.7) can be justifieg the plots given in Figure 6-4.
While the number of optimum contenders shows ateohsffset of %2 the number of
maximum successes is equal for intents to the acallyalue.

As stated before, if is the probability of a station transmitting a BREQ in
any given frame, the number of contenders in amgrgirame i times the number

of active stations.
Ne =N, T (6.13)

Heren, is the number of active stations.

— >
n n+1 n+n; n+k n+k+1
e T16-—------ I e e
Tf dback_off dtx_req dsucc
Time (frames )m——-
[] Success B UL Data [l coliision

Figure 6-5 .Components of total delay in the cotivendelay.

6.2.4 Delay Analysis

The contention delay experienced by a SS condistaincomponents. These are
1) Thedackofrperiod,dpack off
2) The idle/wait period, T16qe
3) The time between the T16 timer expiration and bagip of backoff period,
O
4) The time between transmitting a successful BW-REBQ lzeing granted BW,

dSUCC

The mean contention deldyin seconds is given as:
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dc = E[dback_ off + didle + dw + dsuc

dc = E[dback_off ] + Edige] + E[d,,] + E[dgied ' (6.14)

d, = f)V\é)Tf + i ppn—l{Tzf [ZWO (2min(n—l Mmax) — 1) +n- 1] + (n - 1)1-16}
n=2

Assuming an infinite number of retries apdt 0.5 we can obtain a bounded finite

value for the average contention delay as

D PTW, T,+2T (T
d,0™re - p\;VOTf + Fl) f2 04 ;(1 1)6 —[Tf+TfW0+T16J (6.15)
-2p -p

where,p=1-p andT;. is the frame duration. M6 is T16 expressed in frames, the

delay in number of frames is,

1+2n
d.; 0BT~ Mo , o, fl6—(1+W0+nf16j : (6.16)
’ 2 1-2p 2@-p) (2

The minimum number of frames between requests,

n’f :dC,f +k5 . (6.17)

Hereks is the fixed delay in frames required to process service the request. This

gives the maximum number of active stations thatleasupported as,
n,SS: ns,maxx(dc,f + ks) . (618)

The average packet rate per station (packets pendgon the UL is,

1

R T e, k) (6.19)

6.2.5 Validation of Markov Chain Model

The Markov model described in the previous secitornalidated by means of the
WIMAX simulator for QualNet 3.9.5. Unless otherwistated the parameters used are
given in the following table.
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Figure 6-6 Conditional collision probability (p) a transmitted BW-REQ is show for

different numbers of contention slots in a frame.
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Figure 6-7 Probability of transmitting a BW-REQarirame is shown for different
numbers of contention slots in a frame.

Table 6-1 Parameters used in the simulation amanialysis.

Wo 2
Ts 4 ms
T16 4*Ty= 16 ms

A0 e
—A— 8§ slots

10 slots
—H&— 15 slots
20 slots
10 slots sim
20 slots sim

30+

Total access delay

Total active stations

Figure 6-8 Total access delay in frames for défemumbers of contention slots in a
frame.

We attempt to verify that the model is able to eotly calculate the
conditional probability of collisionp, which is a fundamental parameter of the
system. Figure 6-6 gives analytical results for fodferent values of contention slots
per frame, and the simulated results for two vald€sand 20 slots). No restrictions
have been placed on UL or DL bandwidth availablee fietwork loads range from
approximately 15% to 85% utilisation. The SS arsuaged to have a non-empty

transmit buffer at all times. This is achieved lmniguring a CBR traffic source at
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each SS with a very high packet rate. In the sittarlave use an interpacket interval
of 5 ms. The DL is not congested and the only Dddles due to routing, ranging and
dynamic service MAC messages. The probability ¢h&S will transmit a BW-REQ
in a given framey, is obtained from the same simulation and ploiteéigure 6-7.
This plot also shows a close likeness betweenithelation and the analytical results.
The access delay obtained from the analytical m(&lé#), is compared with
the access delay from the simulation model. Tharpaters are unchanged from the
previous case. The results match up extremely \taB. also clear that a near linear
relationship exist between the access delay andtingber of active stations for a

fixed set of parameters and contention slots.

6.3 Throughput of TCP Based Flows

In the preceding sections we have modelled the eotioih resolution process
mathematically. Here we use the model to predietRh throughput of a TCP based
traffic flow. TCP being a reliable transport proddd is clear that the UL access rate
and delay will have a direct effect on its DL thgbiput.

6.3.1 Approximate Steady State Throughput

In steady state we may assume that the data peatkedbn the DL is approximately
(2-R) twice the packet rate on the UR)( which gives a maximum MAC layer
throughput per statiofmay (6.20). Herd®DUmax is the maximum PDU size that can
be transported across the service. This assumigtizaised on TCP based traffic flows
using a delayed acknowledgement scheme, whicleisdmmonly used configuration
(Stevens 1994). This scheme is recommended by RR22 and RFC 2581 as the

acknowledgement scheme which should be used.

Thax = 2[RPDU

max max

(6.20)

The maximum values of throughput, number of frafesveen requests, successful
stations per frame etc are mean values. We wouydatxhe packet rate to fluctuate
about the mean. So in order for this model to bled vihe system would need to
provide a dynamic number of slots for DL packetiieatively a fixed number of

data slots on the DL with a buffer at the MAC layell have the same effect. In
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practice the amount of bandwidth allocated to Biwf is dependant on bandwidth
used up by higher priority flows.

Considerx downlink traffic flows. k is the amount of resources (weighted
number of OFDM symbols) for a data packEgf,, is the number of contention
opportunities required to givesuccesses with a failure ratepfThe total number of
resources per frame used foDL flows, is the sum of the DL, the UL (feedbaekjd

the contention slots, (6.21).

Sedl = kx+§+ Fa/2p (6.21)
Total used resources needs to be less than themaexavailableS,a.x which gives

X
makaX+E+Fx/2,p (622)

S

From (6.9) we get

-1
In(d
Fx/2,p = |:1_ GX{%J} y (623)

which can be closely approximated by a linear i@tahip for a giverp.

Using the model defined by equations (6.8), (6.16)18) and (6.23) we are
able to predict the required number of contentiotsgor a given DL packet rate and
estimate the maximum number of active SSs thatbeasupported. The number of

active stations is

_x/2

n =—
a,max p T

(6.24)

Equations (6.23) and (6.24) are both functiong,of and solving them numerically
we find an approximate value farwhich is the DL packet rate (and approximately
twice the required UL success rate).

We can use the above analysis to dimension theermysGiven a certain
amount of resources we need to partition it for BRéUL such that the DL packet
rate (hence the throughput) is maximized. Convgrgelen a required DL packet
rate,x, we need to allocaté such that the achieved valueois as close as possible
to the required value while keeping resource udagecontention overhead at a

minimum.
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6.3.2 Model Validation — Simulation Scenario

The IEEE 802.16d MAC layer has been coded for thulation package QualNet
3.9.5 as described previously. We use a 256 subc&®FDM physical layer using a
TDD frame structure. The frame duration is 4 ms &@%DM symbol duration is
12.51s. The base station is connected via a wired bn&rt Ethernet subnet on which
reside FTP servers which act as data sources.ifpligty we have placed all the
SSs close to the BS so that they all use the sapdelation scheme. If required to be
more realistic the SSs could be placed spreadnatliiei cell and the factdrin (6.21)
and (6.22) can be a weighted average based on &8 asing each modulation
scheme.

The simulation is run for a duration of 10 minutesth a varying number of
active SSs from 20 to 60. The total available fradneation for BE traffic has been
limited to 1 ms of the full frame duration of 4 nmsorder to introduce throughput
saturation at the BS. The network links which pdevbackhaul to/from the cell are
not under congestion. This facilitates our assuomptf the relationship between

downstream and upstream packet rates.

5457
5 L
%
2 45
=
= I
3 4
3 _
W 358t
%
W
o
S 3 —&— gup 10 slots
W —— then 10 slots
25T —=— exp 15 slots
——then 15 slots

2 L L 1 L L
20 25 30 35 40 45 a0 55 B0
Number of active stations

Figure 6-9 Average number of BW-REQ received lgyBl$ with 10, 15 contention
slots. (exp — experimental, theo — theoretical)
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Figure 6-10 Average number of BW-REQ receivedh®yBS per SS with 10, 15
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Figure 6-11 Average MAC layer throughput on the &lthe BS with 10, 15

contention slots. (exp — experimental, theo — thical)
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Figure 6-9 shows the average number of BW-REQswveddy the BS in a
frame. The number of BW-REQs received from indiad&Ss is given in Figure
6-10. This is the mean value over the number av@actations. The theoretical results
match very closely with the simulation results.Uf&6-11 shows the MAC layer DL
throughput at the BS. The predicted values are yawslightly more than the
experimental values because the model does notiriek@ccount the time taken for
routing related transmissions, and periodic rangiagied out by the SSs (Ranging is
initially done when a SS joins the cell and theriquically to maintain link quality).
Occasionally when packets are lost due to buffezrftawws along the transport
network, TCP would go into recovery phase and tlew start. During these times
the delayed acknowledgment scheme is not used.sifhgle TCP approximation
does not take this into account. This also conteibuo the theoretical throughput
being higher than the experimental throughput. Kéwe less, the results produced by
the analytical model can be deemed to be accurate.

6.4 Throughput of UDP Based Flows

UDP is an unreliable transport protocol which does use any feedback from the
receiver. The UL and DL flows are independent of another unlike in TCP based
flows. This makes the analysis less complex. Thepdtket rate will be equal to the
contention success rate. UDP is mainly used fotrdnesport of real-time traffic. We
have in previous chapters, discussed in depth absuig WiIMAX for real-time

services.

6.5 Adaptive allocation of Contention Bandwidth

An attempt has been made to regulate TCP based tRaFftc by dynamically
adjusting the number of contention opportunitiesaiframe. The BS implements a
controller which can feedback either the throughpumber of successes or number
of DL packets per frame or any such parametertimoprocess. Our simple moving
average filter on the number of received BW-REQsaghit is able to maintain a high
utilization of downlink resources while using thanimum number of contention

slots. The goal of this exercise is to adjust thenber of BW-REQ slots in order to
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control DL throughput and to use the minimum numb&BW-REQ slots for a
required throughput, i.e., not waste BW througbadting too many BW-REQ slots.

6.5.1 Simulation Scenario

Consider the case where BW for BE traffic on the iBlimited. If the BS has prior
knowledge of the number of competing stations iergvirame, the number of
contention slots can be selected in order to mairaa optimal number of successes,
which will in turn dictate the number of UL packefs stated above we assume TCP
based FTP file transfers. The number of successesjrn limits the number of
acknowledgements sent back to the server nodedimgson the external network,
Figure 6-12.

It is advantageous to control the traffic flow toetBS in this way. Else,
packets will be dropped due to buffer overflow apgrtive queue management
techniques such as random early detection (REDg. Glerhead increases when a
packet loss is detected at the SS due to DUP-AG@Kgsent for every subsequently
received packet, and not every other packet ad usemn using delayed ACKSs.

FTP servers

SSs
FTP clients

External network

WIiMAX BS

O

Figure 6-12 Simulation setup showing FTP servacsdients.

WhenF = 15 the average BW-REQs per frame received a@8e more than
4, for more than 20 active SSs. i.e., the rate ©K4 is more than half the rate of the
data packets (maximum data packets is 8 packetérgo@e in this scenario). This

causes the servers to send data too fast and qteedmslid up and packets to be
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dropped. We use a simple moving average filtelhemumber of BW-REQs received
in previous frames and attempt to maintain the ldtket rate as close as possible to
half the DL packet rate at the BS. Other methoda$ @1 dynamically modifying the
T16 value,Request Backoff Staand Request Backoff Engarameters depending on
cell load can be considered viable. These valudisbeinotified to the SSs through
the UCD broadcast message. Enough time for appeigign8 full sized packets is
given to the DL in each frame. This assumptionasda on 25% of frame time being
allocated to BE traffic.

At 50 s into the simulation 20 SSs begin FTP sesswith their external
servers. At 100 s a further 10 SSs start FTP sessfd 150 s the last 10 SSs join in.
We allow a maximum of 15 contention slots. Basedh&¥ values obtained from the
model, the DL packet rate is maintained as clos@assible to 8, while using a

minimum number of contention slots.

6.5.2 Simulation Results

In our simulator we have implemented a 100 poifD(ths window) moving average
filter at the BS for received BW-REQs, i.e., foretlhast 100 frames. A simple
controller is used to regulate the number of camenslots in a frame in order to
maintain an UL packet rate of approximately 4 pé&er frame. This would imply 4
TCP acknowledgements per frame. If we assume alv@Breach steady state, then
the average DL packet rate will be approximatepa8kets per frame.

From equations (6.20) to (6.24) it can be calcdldteat for an average of 4
uplink packets withn, = 20, 30, 40 (number of active stations), we nEed 22.9,
12.8, 11.6 (contention slots).The simulator maigahe number of contention slots
based on the moving average of the number of BW-SREQeived. The mean value
of the number of contention slots in Figure 6-18reas well with the calculated

values.
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Figure 6-13 Shows the number of contention slotsrgby the BS. At 50 s the first
of 20 FTP servers begin downloading data. At 18@aext 10 begin, and at 150 s

the last 10 begin transferring.

seconds
Figure 6-14 Shows the number of DL packets andrtbeing average of received

BW-REQ at the BS.
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The deep drops in the DL packet rate are due togierranging and routing
overhead, Figure 6-14. Other than those drops,gbdlckoughput has been maintained
at very close to maximum of 8 packets per secortk packet rate has a direct
correlation to throughput. A utilisation in the ggn0%-100% is directly comparable
to a packet rate of 0 — 8 packets per second. Bpmaper second implies a maximum

utilisation, i.e. maximum throughput.

6.6 Conclusion

Contention based access is a very important parasfy MAC protocols to service

low priority traffic with a dynamic load. This prales a means of sharing limited
bandwidth among a large number of stations in ehststically fair method. We have
shown that some similarities are present in theElBB2.11 distributed coordination
function and the DOCSIS standard random accessoahetith the contention based
access in IEEE 802.16d. In this chapter we haveepted an analytical model for the
mandatory contention mechanism of IEEE 802.16d.aAalytical model has been
developed using discrete time Markov analysis. W@ dimensional Markov chain

includes all states a subscriber station goes tfiranl its request/backoff procedure.
Any state in the chain represents a stage in tlokdbaprocess. We have made
allowance for ‘idle’ states when a subscriber wéits the base station to grant it
bandwidth. This analysis differs from previous wadrk that there is no explicit

acknowledgement to the subscriber of failure. Tiisourse is a characteristic of the
standard.

From the Markov chain model we have derived exjpoassfor access delay
and access rate. From theory of occupancy we herreed analytical expression for
the number contenders, the number of successes fiven number of contention
slots and active stations. Optimal values of thEameters have been derived based
on increasing contention success for a fixed numdfercontention slots. Our
simulation scenario has shown that the analysi&gsirate in terms of collision rates
and access delay. The analytical expression nebd mumerically solved to produce
values which are then compared with correspondimput from the QualNet3.9.5
WIMAX simulator.
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In addition to a general scenario we have invesadyahe ability to predict
throughput of TCP based downlink traffic flows wugsithe model. Our TCP model is
only accurate enough to model steady state TCP dking the delayed ACK scheme.
The comparison of analytical and simulation ressiitsws much promise. An attempt
has been made to regulate TCP based FTP traffidyloamically adjusting the
number of contention opportunities in a frame. Bi&implements a controller which
can feedback the throughput, number of successasnoiber of DL packets per frame
or any such parameter to into the process. Our mgoaverage filter on the number of
received BW-REQs shows it is able to maintain ahhigilization of downlink
resources while using the minimum number of comeanslots. We suggest as future
work a controller that takes into account the rotnqatime (RTT) of the TCP flows

in order to better regulate the number of slots.
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Chapter 7

Polling Based Access for Best Effort Traffic

In telecommunication systems, traffic such as tiilnsfer, e-mail, peer-to-peer and
web browsing (most traffic transported using TCRuld be serviced as low priority
best effort traffic. On the downlink the base smatihas the responsibility of
scheduling the packets so that they reach the shbsstations before the expiration
deadline. This of course depends on the type ofceflow the packets belong to and
whether the base station can differentiate thesesflbased on information available
in the packet headers or pattern matching of thgopd itself. Best effort traffic
being of the lowest priority means that only thenagning bandwidth after servicing
all higher priority flows will be allocated to i©On the uplink bandwidth requests need
to be sent to the base station using contentiors atids overhead in the form of
contention slots and variable latency due to dolisand backoff. We have proposed
using an enhanced version of the nrtPS services diasFixed WIMAX, as an
alternative to contention based access for lowrgyidraffic. The wireless resource
utilization is improved and overheads are greatiuced in bulk data transfer as well
as bursty traffic scenarios.
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Figure7-1 The process of allocating granted BW, to needyections by the SS.

7.1 Overview of Polling Mechanisms

Polling is the process by which the BS allocatasdadth to the SSs, specifically for
the purpose of making bandwidth requests. Thesealbns may be to individual
SSs or to groups of SSs. Allocations to groupsafnections and/or SSs actually
define bandwidth request contention IEs. The atlona are not in the form of an
explicit message, but are contained as a seriéSsoWithin the UL-MAP. Polling is
done by the BS on a SS basis. Bandwidth is alwegaested by the SS on a CID
basis, and bandwidth is allocated on a SS bases.SBithen apportions the received

BW among the connections, Figut4.
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Figure 7-2 The process of unicast polling of aaB8 the information exchange

between the BS and the SS.

7.1.1 Unicast Polling

When a SS is polled individually, Figure 7-2, n@koit message is transmitted to
poll the SS. Instead, the SS is allocated, in theMAP, bandwidth sufficient to
respond with a BE-REQ. If the SS does not need Wwltl, the allocation is padded
by transmitting a known null sequence of bits ortfaynsmitting a PDU with a MAC
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header and a payload of zeros. SSs that have e &S connection of sufficient
bandwidth, shall not be polled individually unlgksy set the ‘Poll Me’ bit (7.1.3) in
the header of a packet on the UGS connection. §dniss bandwidth over polling all
SSs individually. Unicast polling is normally dooa a per-SS basis by allocating a
Data Grant IE directed at its Basic CID.

7.1.2 Multicast and broadcast

If insufficient bandwidth is available to individilya poll many inactive SSs, some
SSs may be polled in multicast groups or a broddoals may be issued. Certain
CIDs are reserved for multicast groups and for dceat messages. As with
individual polling, the poll is not an explicit megge, but bandwidth allocated in the
UL-MAP with the appropriate UIUC and CID. The difémce with unicast polling is
that, rather than associating allocated bandwidth an SS’s CID, the allocation is to
a multicast or broadcast CID.

The information exchange sequence for multicast larwhdcast polling is
shown in Figure 7-3. When the poll is directed atwdticast or broadcast CID, an SS
belonging to the polled group may request bandwilihing any request interval
allocated to that CID in the UL-MAP by a Request IE order to reduce the
likelihood of collision with multicast and broadtapolling, only SSs needing
bandwidth reply. They shall apply the contentiogotation algorithm as described in
previous sections to select the slot in which ém$mit the initial bandwidth request.
Zero-length BW-REQs shall not be used in multicadtroadcast Request Intervals.

The SS shall assume that the transmission has wemrtcessful if no grant
has been received in the number of subsequent UR-Wh&ssages specified by the
parameter Contention-based Reservation Timeouh ®Witame-based PHY with UL-
MAPs occurring at predetermined instants, erronddusMAPs may be counted
towards this number. If the rerequest is made nmuéticast or broadcast opportunity,
the SS continues to run the contention resolutigordghm. The SS is however, not
restricted to issuing the rerequest in a multicasbroadcast Request Interval. The
effects and different applications of these two hnds have been discussed in
(Lidong, Weijia et al. 2007)
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Figure 7-3 The process of multicast/broadcasimph group of CIDs or SSs.

7.1.3 PM bit Usage

SSs with currently active UGS connections may lsetRtM bit (This it one of the bits
in the Grant Management subheader and will be degtin detail in a following
section) in a MAC packet of the UGS connectionniicate to the BS that they need
to be polled to request bandwidth for non-UGS catiaas. To reduce the bandwidth
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requirements of individual polling, SSs with activéGS connections need be
individually polled only if the PM bit is set (of the interval of the UGS is too long to
satisfy the QoS of the SS’s other connections).eCthe BS detects this request for
polling, the process for individual polling is uskedsatisfy the request. The procedure
by which an SS stimulates the BS to poll it is shaw Figure7-4. To minimize the
risk of the BS missing the PM bit, the SS may bet ibit in all UGS MAC Grant
Management subheaders in the uplink schedulingviaite

‘/'T'\

Bit Usage
N S

Piggybacking No Attempt
&BW Stealing ~— | piggybacking &
exhausted? BW stealing first

A

Yes

UGS Packet
available?

Set PM=1in
Grant
Management
subhgader

v
' ™

‘5{ Done

AN S

Figure7-4 Poll Me bit usage by SS to inform the BS of palrequirements.

7.2 Operation of the Best Effort traffic class

As stated previously, the BE class is based on rdaenotion based request-grant
mechanism. When a packet is queued to be senetB®h the SS randomly picks a
slot out of those given in the frame and transmiBW request. No sensing of the
medium is done like in Wi-Fi. If contention was sassful, BW is granted by an
entry in the UL-MAP (uplink map message, transmdithg the BS once every frame)
which contains a connection identifier (CID) unidioethat SS. If a BW grant is not
received within a BW request timeout period (TOBWRg SS defers contention as
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per a truncated binary exponential back-off withmaimum contention window
CWhin. The back-off window value gives the number ofrfess to back-off, regardless
of how many request opportunities are availableaoh frame. Once the BW request
is received by the BS it will be serviced as pelagle@equirements of the flow or
agreed upon values of maximum latency, althoughHB#r traffic this ultimately
depends on the available BW.

7.2.1 Contention without Piggyback Requests

In order to analyse the performance of the BE BWQREervice queue we need to
define the arrival and departure processes of stgué&he arrival process is due to a
SS successfully transmitting a BW-REQ to the B&egithrough contention, polling
or piggybacking. The departure process is how t8es8rvices the BW-REQs in the
gueue. Similar analysis using Markov Modulated BaisProcesses (MMPP) have
been carried out in (Ganesh Babu, Le-Ngoc et @120uscariello, Meillia et al.
2004). However this analysis does not involve miaagbf the individual sources but
an aggregate receive process at the BS.

Using F contention slotsn. (out of a total ofn,) active stations contend to

transmit BW-REQ to the BS. For a givag the number of successesisI[ 0, ng ] »

where

nsmax={ LA (7.1)
’ F-1 n,>F

If psis the probability of a contention slot havingyohe BW-REQ transmit
during it (probability of contention success)

SHE SN

The probability of having none or more than one BREE in a contention slot
(unused or collision) is- p, . Using the above we can say that,

nsmax n n, -n
o[ i e v

S

This is also the distribution of the arrival prosesf BW-REQs at the BS

request queue. The mean of this process is given, by, .., x ps. Let the arrival

process A(n)=a, be the number of requests received by the BS anhdrn.
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al[ a8y, Whereagin and amax are the lowest and highest possible number of

requests received. This distribution is given b3).7

0.35

——10 slots—
0.3+ 4
—20 slots—

Figure7-5 Probability distribution ohs. Shows the two possible scenariosrgax
given in (7.1), (1) when the maximum contenderBlisand (2) when the maximum
contenders is more than 20.

The departure process depends on the rate at whiecBS can allocate BW
(or frame time, we have used the term BW in thisseghroughout this thesis) for the
BW-REQs. The transmission time depends on two factbhese are (1) the packet

size and (2) the UL burst profile of the user. Hé tdeparture process is given by
B(n) =b,and b is the number of requests serviced by the BS ie @mame,
bD[ bmm,bmax], wherebn,in and bmax are the lowest and highest possible number of

requests served. The lowest comes about whenealetjuests are for packets of the
maximum size at the lowest burst profile. Similatg highest comes about when all
the requests are for the smallest packet sizeeatitthest burst profile. Burst profiles
(of which the modulation scheme is the most impurggarameter) are related to
signal quality of the link between the BS and aegi6S. We can assume that SSs are
uniformly distributed within the cell, and that tipeoportion of SSs using a given
burst profile is equal to the proportion of theatatell area in which the given burst

profile is useda.. The distribution of packet sizgss, can be obtained by observing
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the traffic flow for a sufficient period of time wdh includes short term fluctuations.
Let us assume that the service distribution, PRR$ approximately known and that
its mean is given by, . The expected packet sizgpg is found from the distribution

of the packet sizes, whepes denotes thé™ packet sizesy,, denotes symbols per

packet andy; gives the proportion of the cell covered by theburst profile. This
leads to the UL and DL service rates, (7.4).

E[ps = X (ps (P(ps))

Elspp] = Z{ = an] 2 }

i (7.4)
B
E[Ny ] = % = HpuL
pp
BW,
E[Np. ] = E[SDL] = HppL
pp

We define the queue by processwhere X(t)=x gives the length of the
gueue at timé. With the frame structure of WiMAX it is more apriate to consider
discrete time procesX (n) = X, where n is the nth frame. From the batch arrivial a
departure processes described above we can seth¢hBW-REQ queue at the BS

can be modelled by a discrete time Markov chaire iaximum length of the queue
is Q. Then,

X(n)=min[X(n-1)+ A(n), Q]- B(n) . (7.5)
We need to use thmin function because contention based BW-REQs aréveztat
the beginning of the UL subframe, before any BW-RE®e serviced. Any overflow

of the queue (dropping of requests) occurs at tini®. The number of dropped

requestsD( n)=d,, is given by,

D(n)=maxX(n-1)+ An)-Q,0] . (7.6)

At the beginning of the frame the queue lengthiwsags less than or equal to
Q-b,,, . However it could reach the maximum length dutimg contention part of the

frame.
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Matrix P is theQxQ state transition probability matrix where eachredatp;;
is the probability that the queue length changeshirto j by the end of the frame;;

can be defined in terms of probabilities from tHRB ofa, andby.

Prb-a<i-j) , j=0
Prb-a=i-|) , (j#0)and
(i<Q-a)
b, ={Prb-a=i-j) - (7.7)

Pr@>Q-i)xPrb=Q-j)

The final probability terms such ep-a=i-j)can be calculated from the
PDF ofb-a. Whenj=0 (7.7) gives us the empty queue state probabilitibile when
(1#0) and >Q-a) it gives the probabilities of states where onemmre BW-REQs
have been dropped due to the queue being full.

The steady state probability vector of the queyesan be obtained (Stewart
1994) by solving,

n=nP andZni =1. (7.8)

Then the probability of dropping a BW-REQ is,
Q
pg =[5 xPr@a>Q-i)] , (7.9)
i=0

with the expected number of drops per frame giwen b

Q
Eld]=3 [ xPra>Q-i)x|a-(@-1)] . (7.10)
i=0

The expected queue lengtre[x]=Yiz, and mean waiting time
E[T,]=E[x] /u, are easily obtained. The total access delay istine of (1) the time
spent in backoff due to collisions or drops of BW®s, and (2) the time spent in the
BW-REQ queue. Since there is a possibility of maongpsecutive collisions and/or
drops, it is likely that a small proportion of S8suld experience long access delays.
The access delay due to contention and the bapkatedure was detailed in Chapter
6, section 6.2. If a single SS is considered, dutie access delay (time between two
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consecutive BW grants) all other SSs should beicmvonce on average. So the

number of active SSs should be equal to,

Eln, ] = Elng] * E[Taa. ¢ | (7.11)
whereT,q s denotes the total service delay in frames. Sinedetft hand side of (7.11)
is a function ofns, whenn, is known we can numerically solve fog (as done in
Chapter 6).

The UL packet rate per SS ig[r,, (|, which can be used to estimate the
throughput, using the expected value of packetssirethe UL. In the case of a DL

TCP based flow, the DL packet rate can be assuméd toughly twice the UL rate.

Using the expected value of DL packet size, wethan estimate the DL throughput.

7.2.2 Contention with Piggyback Requests

We consider the situation where the SS is alloveegiggyback bandwidth requests
along with the transmitted payload on the UL. Tisisaccomplished via the Grant
Management Subheader which is inserted in to the BBtween the MAC header

and the payload. The operation of this is descrhmtdw.

Table7-1 Grant management subheader format

Syntax Size Notes

Grant Management Subheader() {

if (scheduling service type == UGS) {

SI 1 bit

PM 1 bit

reserved 14 bits Shall be set to zero

1
!

else {

PiggvBack Request 16 bits

7.2.2.1 Grant Management Subheader
The Grant Management (GM) subheader is two bytdésnigth and is used by the SS
to convey bandwidth management needs to the BSs $tbheader is encoded

differently, based upon the type of uplink schealservice for the connection (as
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given by the CID). The use of this subheader isndéfin (IEEE 802.16 WG 2004).
The Grant Management subheader format is showrabieT’-1. The capability of
Grant Management subheader at both BS and SS isnaptHere Sl is the Slip
Indicator bit which alerts the BS of the growthtibé SDU queue at the SS. PM is the
Poll Me bit which advices the BS to poll the respecSS. The combination of these
two bits is used in the UGS service class. In taise, we use the GM subheader for

nrtPS flows which utilize all 16 bits to convey thmount of BW required to the BS.

|:|A(t)

\ - X(t) >
T
IAp(t) >

/ / UL packets

Piggyback request

')
~

A

Figure7-6 The BW-REQ queue process showing the arrivalggeof BW-REQs
through contention and piggybacking.

7.2.2.2 Analysis of Queuing Model

Consider the case where BE can use piggyback requédse queue process which is

depicted in Figur&-6, can now be given by,
X (n)=min[X(n-1)+ A(n), Q- B(n)+ A, (n) (7.12)
Ay(n) is the additional component which representsntin@ber of piggyback
BW-REQs received in the current frame. The resthef terms in the expression

remain unchanged from the previous sections. Thmebeu of piggy back requests

received in a frame can be at most equal to thebeuwf UL packets received in that

frame,0< A (n) < B(n). Under saturated conditions, it can be assumetcetrery SS
will have a non-empty transmit queue. This implieat A (n)=B(n) and that the

gueue growth depends @én). None of the piggybacked requests will be dropaed
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they will take up queue space created by servittirdhead of line requests. When the
gueue overflows only the contention based REQs élldropped. This introduces
unfairness by allowing a SS with a BW-REQ alreadyhie queue a better chance of
getting another REQ into the queue. Since theeepsssibility of many consecutive
drops (and collisions) it is likely that a smalbportion of SSs would experience long
access delays or data rates which drasticallyatet over time. We would however
expect the aggregate cell throughput to be clos¢héopeak value and have an
approximately equal per SS throughput inltreg term

Under saturated conditions, the elemgniof the state transition probability
matrix P are now given by,
={Pr(a= im0, <Q (7.13)

Prazj-i), j=Q

In a saturated system there will be no shrinkinghefqueue which means all

(|

elements;j wherej<i are zeros. As in the case without piggybackingcae solve
(7.8) to find the steady state probability vectbrcan be seen that for any non-zero
values ofa, the queue will keep growing until it is full. Sbet steady state Expected

length of the queue i® with a waiting time of[T,,| = Q/u, for successful entrants. If

the maximum queue lengtky, is less than the number of active stations, t&Se
already having a BW-REQ in the queue have an adganas they will be able to
continuously transmit data through piggybackinge Timlucky SS to not have a BW-
REQ in the queue when it reaches the full statéexperience longer access delays
which will be dependant on the flow of traffic tther SSs and the random backoff

based contention resolution process.

7.3 The Non-Real-Time Polling Service (nrtPS)

It can be seen that most of the widely used aceetsologies for wired as well as
wireless networks have more delay/throughput avgateduling classes for higher
priority flows. In terms of service class definitiand basic operation of these classes,
WIMAX has many similarities with Data-Over-Cableree Interface Specifications
(DOCSIS), including similar polling mechanisms. 3hs due to the WIMAX Mac
layer being based on DOCSIS. PCF of 802.11 has leemtioned in previous
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sections as well. In this section we provide anysma of the operation of the nrtPS
service class and investigate the use of nrtP8rtoce low priority BE traffic.

7.3.1 Operation of nrtPS

The nrtPS class is designed to support delay-tiledata streams consisting of
variable sized data packets for which a minimunadate is required, such as FTP.
The nrtPS offers unicast polls on a regular bagsch assures that the uplink service
flow receives request opportunities even duringvoet congestion. The BS typically
polls nrtPS connections on an interval on the oafesne second or a few hundred
milliseconds. The mandatory QoS service flow patansefor this scheduling service
are:

* Time Base

* Minimum Reserved Traffic Rate

» Maximum Sustained Traffic Rate

» Traffic Priority

* Request/Transmission Policy
The Request/Transmission policy specifies what lohdlynamic access is allowed
when the poll based bandwidth is insufficient @& golling frequency is too low.

Using the same notation used for the BE queue weehthe nrtPS request

gueue as below.
X(n)=X(n-1+[4,, 0| X(n-1) <n,]-B(n)+A,(n) (7.14)
Where/, is the expected number of polls per frame apds the piggyback
receive process such théts A (n) < B(n . [X, ylzl means that iz is true, the value

of the expression i else the value g

The number of polls per second for all active etsi is n,/T,, and
A, =n,T; /T, . HereT, is the poll period in seconds aiigis the frame duration. To
sustain all stations at the minimum packet rateicvirs at least equal to the rate of
polling,

H4, >n, /T, and
(7.15)
Q>n,,
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must be satisfied.
The state transition probability matiikis QxQ as before, and its elements are

defined as follows:

PrB(n)=Ay(n)>i+A,] , j=0i<sn,
P = PrA(M-B(n)=j-i-A,], j>0i<n, . (7.16)
PriA,(N)=B(n)=j-i] , i>0i=n,

From above when=n,
0, i#]j
= _ 7.17
=l o (717)
This implies that once the queue length reacheswill remain at that value as long
as the system is saturated.
The packet rate per second per SS is,

—_ M
R " (7.18)

with an expected waiting time in the queuegpf,|=1/R, which is also equal to the

mean access delayE[].

The amount of overheads used in nrtPS is muchthess contention based
access. The only overhead is for the Dynamic Serdddition (DSA) message sent
at the start of the flow and the BW-REQ opportwsitgiven to SSs which do not have
data to send. Unlike in contention based access d¢ldss can provide a more
consistent data rate with fewer fluctuations.

7.3.2 Comparison of Real-Time and Non-Real-Time Polling &vice

The rtPS class is designed to support real-timeicgeflows that generate variable
size data packets on a periodic basis, such asng@itctures experts group (MPEG)
video, (Ganesh Babu, Le-Ngoc et al. 2001). Theiseruoffers real-time, periodic,
unicast request opportunities, which meet the fforeal-time needs and allow the SS
to specify the size of the desired grant. This iservequires more request overhead
than UGS, but supports variable grant sizes fanmaph data transport efficiency.

In order for this service to work correctly, thedrest/Transmission Policy
setting shall be such that the SS is prohibiteanfrasing any contention request

opportunities for that connection. The BS may issniEast request opportunities as
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prescribed by this service, even if prior requasescurrently unfulfilled. This results
in the SS using only unicast request opportuniiiesorder to obtain uplink
transmission opportunities (the SS could still ussolicited Data Grant Burst Types
for uplink transmission as well). All other bits thle Request/Transmission Policy are
irrelevant to the fundamental operation of thisesitling service and should be set
according to network policy. The key service IEs #ire Maximum Sustained Traffic
Rate, the Minimum Reserve Traffic Rate, the Maximumtency and the
Request/Transmission Policy.

Optimisation of the rtPS service class has beenadjhie of discussion in (Ben-
Jye and Chien-Ming 2006; Zhang, Li et al. 2006)akhaim to minimize access delay
to provide a UGS-like service with variable sizamgr A work on queue aware BW
scheduling for a polling based broadband accesemysvas done in (Niyato and
Hossain 2005; Niyato and Hossain 2006). The maiphasis in this work was the
modeling of traffic sources at the SS, and progduh timely feedback to the BS of
gueue status which would in turn help the BS toeddle more intelligently. The
applicability of schemes, with such high OH, woirgractice only be viable for high
priority flows such as real-time video. Low laten@verse channel error feedback
was assumed in the above work as well as by th®ei{Hyogon, Sangki et al. 2005;
Ben-Jye, Yan-Ling et al. 2007). The rtPS serviessglin contrast to nrtPS, is a higher
value service with stricter QoS guarantees. Itlemarcthat UGS and rtPS target the

interactive voice and video space of the serviezspm.

7.3.3 Disadvantages of nrtPS

1) Once an nrtPS allocation is granted by the BS tleer® way to end it when
an idle period is detected. No procedure has beénedl for notification of
the end of a flow or end of an SS’s life time.

2) Some small packets can actually be transported smgle OFDM symbol.
Since the allocation for the unicast poll is at imam one symbol wide, it is
more effective to use it for an SDU with a piggykaequest tagged on. nrtPS
is not flexible enough to do this.

3) In addition to the polls, bandwidth is required foontention because the

request/transmission policy of nrtPS allows the &Ssontend for BW. How
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long a SS waits for a unicast poll (if it waitsal) before it decides to use
contention is also not specified in the standandthis case how the polling
scheme adapts to a received contention based BW-RE®@pen to
interpretation.

4) During periods of inactivity the polling service lstill continue to provide
polls at the preset frequency. This is a wasteWf&hd adds to the OH of the

scheme.

7.4 Enhancements to nrtPS

In order to utilize nrtPS as a substitute for catin based access for dynamic BW
requirements, the disadvantages given previousgd e be addressed. We have
enhanced the way the request/grant mechanism dumsctiThe resulting polling
scheme is referred to as ‘Enhanced nrtPS’ or eésnftém this point forward, not to
be confused with the service class ertPS definetien2005 standardlEEE 2005).

The enhancements are detailed in the followingsest

7.4.1 Adaptive Poll Period

In order to minimize BW wastage during idle perigte polling period is adaptively
increased based on a truncated exponential alguritlet the default polling period
be given byT,q After a certain number of idle polls the pericdd increased by
multiplying it by a (« > 1). Once the period reaches a maximum valuénttrease is

truncated7.19)

T, =min@" Ty 4, Tp max) (7.19)

If the SS has no data to send on the uplink (Uyilit send a dummy packet
consisting of a generic MAC header or a BW-REQ MA€ader with a zero bytes
request. These messages keep the connection alivg delatively short idle periods,
Figure7-7. Consider the process of web browsing where inébion is transferred to
and from the SS in bursts which are followed byique of inactivity where the user
reads downloaded information. The speed by whidah pbll period is retarded

depends on the value of
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Figure7-7 The proposed modifications to nrtPS to save BWhdudle periods and

to discontinue the connection during extended peleods when the SS is offline. The
grey bars denote BW-REQ opportunities, the hattdaed denote keep alive messages

and the taller bars denote data packets.
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Figure7-8 The enhanced nrtPS poll procedure from the S&'spective.
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Figure7-9 The e-nrtPS process flow diagram from the BSispective.
TH_DEC_POLL, TH_DISC_IDLE and TH_DISC_DEAD are tieeshold values
used for bandwidth saving algorithm.
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The BS which plays the master roll continuously itws the BW usage by
the SS. During an idle period in which the SS haglata to transmit on the UL the
SS will transmit a dummy packet. The BS incremeaantsidle counter for every
consecutive unused unicast BW-REQ transmit oppaytuwwhen this counter reaches
a threshold (given as TH_DEC_POLL) it will beginregard the poll period (7.19) of
that SS or CID. Once the poll period reached a mari allowed value the retarding
shall be stopped and the poll period held at thate:

At any time during the process if a BW-REQ is reedi by the BS using the
poll or using the PM bit of another connection itlle counter in initialized and the

poll with the default period is resumed.

7.4.2 Active Management of Polled Connections

During extended idle periods, the BS will transaiDSD-ACK. This signifies the
end of the connection. As shown in Figare, the BS will take this course of action
due to two reasons.

1) The BS may receive dummy packets for an extendaddef time. Once the
IDLE counter reaches a threshold the connectiohtraihsit in to a terminated
state. We denote this threshold as TH_DISC_IDLHs Threshold should be
set high enough so that there are no unnecessdrirexjuent connection tear
downs. Conversely, the threshold should not beldoge so that the system
will not make any gain from the additional overhead

2) The BS may not receive any transmission at alltifi@at connection, which
causes the DEAD time counter to be incrementede@ritireshold is reached
the connection is terminated. This threshold isotketh by TH_DISC_DEAD.
If there is no activity at all on a connection, 88 may assume the SS has lost
connectivity. This threshold does not need to be ae high as
TH_DISC_IDLE because of this reason.

The next time (after a BS initiated connection teation) the SS needs to
send data on that particular connection, it needssé contention to send a dynamic
service addition MAC message (DSA-REQ) to the BBoJreceiving this message,
the BS will reactivate polling with the default ef. No extended handshaking is
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required. The SS can also piggyback a grant managesubheader with the PM bit
and the appropriate CID. The BS upon receipt of thill restore the poll for that
connection.

Receiving any transmission for the particular CIil veset the DEAD time
counter. Receiving a BW-REQ will cause a resethef IDLE counter as well as the
DEAD time counter.

7.4.3 BW-REQ Substitution with Small Packets

In an OFDM based system we have discussed the mmiBW allocation being an
integer multiple of OFDM symbols. When a unicasl @ allocated to a SS if the
size of the payload to be transmitted would fibithe BW-REQ slot the SS may
transmit the payload with a grant management sudarea

A practical example would be downlink (DL) datansérs using FTP for
peer-to-peer networking. In this case the UL wilbnsist mostly of TCP
acknowledgements which are small packets. If then8&ds to transmit a larger
packet it can send a BW-REQ as per normal behaviGompare the proposed
method with the UGS service class which offers Bihgs with minimal delay. This
enhancement is a SS side modification which ontuires the BS to be able to
receive a PDU of unexpected UIUC. This will serggdduce overheads even further

and minimize access delay by bypassing the BW-R&£ e

7.4.4 BW-REQ Queue Management

The customary T16 timers used for BW-REQ timeoued#on will not be used in
our implementation. The uncertainty of the BS rexteiving the BW-REQ due to
poor signal quality is nullified by having the BSopide strict retransmission
opportunities in immediately following frames. TB& does not need (nor will it be
allowed to use contention) to contend for BW tasérait data, if there exists an active
connection.

An nrtPS allocation will be given to a SS only iB&/-REQ for the same CID
does not already exist in the BW-REQ queue. Thidccbappen if the SS has in the
few preceding frames been serviced and sent uggylpacked BW-REQ which is
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now at a certain position within the queue. Whem timer expires for the next poll
the BS will find the above said BW-REQ and igndre poll.

These two conditions prevent the BS receiving adapdé BW-REQs for the
same CID, and same payload. Piggybacking will lebksd by default for e-nrtPS. So
the queue length at most (and in most condition$l) be equal to the number of
active subscribersy, i.e., there will only be one BW-REQ for a giveniRS SS in the
BW-REQ queue.

The proposed request/transmission policy for eSirtlB not to allow
contention for data transfer but only for managemeressages. Management
messages such as DSX messages may use any BW-&E@itropportunity and will
be given preferential treatment by being queuea separate queue, and serviced in a

strict priority basis by the BS.

7.5 Comparison with Contention Based Access

We compare e-nrtPS based access with contentied & access to see how the
efficiency, throughput and access delay vary umliféerent traffic conditions in both
the UL and DL directions. The three basic scenares

* DL bulk data transfer

* UL bulk data transfer

* DL bursty (HTTP) data transfer.
The simulations are carried out using a fixed WiMAMnulator developed for the
simulation package QualNet3.9.5. We use a 256 subc®FDM physical layer and
a TDMA frame structure with a frame duration of 4.mJL/DL partitioning, the
number of contention slots, queue lengths etc cansdt as required. Adaptive
modulation and coding is enabled as default. The &8 uniformly distributed within
the cell area with the BS in the centre. We havasele 25% of the frame time (1 ms
of the 4 ms frame) for UL data transfer. This imlga the contention period and initial
as well as periodic ranging regions in all simalasi. Unless specifically stated the

poll period used is 100 ms.
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Figure7-10 Number of active users calculated from (14) fiffiecent values of
contention success. The data tips simgand na fon,=10, 20, 30, 40 and 60. A cubic
spline interpolant is used to estimate the valwwa/éen the plotted points.

In order to evaluate our analytical and simulatioodel against the standard
BE access method firstly we need to obtain theidigions of the various aspects of
the queuing process, namely PBEPDFp) and PDF4,).

Figure 7-10 gives the curve oh, vs ng for the parameters specified in the
scenario. The foundy values are used to calculate the analytical UL &id
throughput in section3.5.1 and 7.5.3 These values are also used to feed into the
analysis to produce the PDEY which in the general terms of our analysis isegias
the arrival process of BW-RE@,

Figure 7-11 shows a comparison of the analytical PRJ{ith the values
obtained from the statistics of a simulation runhwi20 active SSs for a period of 5
minutes using 20 contention slots. The two distidns are extremely well matched.
As explained previously a saturated system is asdumtere the PDEy) is identical
to the PDR4), i.e., the PDFYy).
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with simulated.

In this scenario there will be two packet sizes. Bgtes for TCP
acknowledgements and 1030 Bytes for data, inclusfvihe Mac layer header. For
ease of comparison the cell considered is “smaith wll SSs using the highest four
burst profiles. Equation (7.4) is used to calculdite mean service rate and service

distribution for each simulation scenario.

7.5.1 Bulk Data Transfer — Down Link

We investigate the performance of the e-nrtPS sehamd compare it to the
contention based access method for DL FTP transfees analysis matches well with
the DL throughput for both schemes, as seen inr€igi2. The e-nrtPS scales down
well and can allow high per-user data rates everafemall number of users. This
contrasts with the data rate achieve by the coioiertased scheme with a low
number of users. As the system load increasese-tm@PS scheme suffers slightly
while the contention based scheme improves. Theoredor this small drop in

throughput is due to the IP queue at the BS bewagwhelmed by the incoming

traffic. This in turn has a slowing down effect ®@P which isn’t taken into account
in the analysis. A certain amount of BW is alsodszkfor the polling process which

reduces the amount available for the DL.
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With 10 contention slots the bottle neck is the bhamof successes, which in
turn is implicitly the number of TCP Acknowledgent®i(ACKs) that the system can
accept. Our model produces results which match wigitl the simulation. However,
in the 20 slot case the bottle neck is no longercitntention process. Instead it is the
maximum number of packets that can be served orDtheUnder the simulation
scenario the maximum number of DL packets thathmmserved is 8. So for any UL
packet rate more than 4 packets per frame, we wexpéct the DL to saturate and be
the point of the bottleneck.

In order to compare the OHs of the two schemes avmalize the number of
BW-REQ slots by the DL throughput. This gives a maetdf ‘slots per Mbps’. The
curves given in Figur&-13 for 10 slots and 20 slots, show a significantlgh@r OH

when compared to the e-nrtPS scheme.

7.5.2 Bulk Data Transfer — Up Link

Next we look at the throughput for UL bulk datansgers. For the UL we do not

consider HTTP flows as it would be uncommon for 88sost HTTP servers.

UL tput
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Figure7-14 Comparison of simulation and analytical resustsUL throughput under
increasing loads using FTP as the transfer protocol
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Figure7-15 Normalised OH (BW REQ slots/frame/Mbps) for eA8tand contention.
Simulated increasing load using FTP as the tramst#ocol.

Figure7-14 shows the increased throughput with the e-nrtP®rse. The per-
Mbps overhead is shown in Figurels. An increase of throughput is achieved in the
20 slot case over the 10 slot case. However thehewds have proportionally
increased as well. In terms of frame time, the bgad is between 20%~40% of the
time allocated for UL in our scenario. Polling basccess can utilize all available

bandwidth and shows better scalability than comerttased access.

7.5.3 Bursty Traffic — Down Link

As stated previously we only consider HTTP based Wisty traffic flows. The
simulations shown in following section are from fyerspective of a single SS as well
as of a cell as a whole using standard nrtPS asedeby the standard and e-nrtPS as
per our proposed modification.

As the poll period is increased the average thrpugtior a single station
drops, Figurer-16. The simulation is run for a duration of 30 mirsuteith the same
sequence of HTTP flows, varying the poll periodwen 20 ms and 500 ms. The
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BW saving enhancement gradually drops the pollogeto 500 ms during inactive
nrtPS Tput for 1 SS for different poll periods
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When the application has been idle for a long ehduge period for the BW
saving enhancements to come into effect the latéorcyhe first packet of the flow
could be as much as the maximum poll period. Wihig feature is the main reason
for the low overheads and high BW saving in e-nriPiS also the only draw back.
This increase in “starting latency” is the cause tfte drop in throughput seen in
Figure 7-16. When cell aggregate throughput is compared th&eoction based
scheme with 20 slots is slightly ahead. This higheformance comes at the expense
of almost 20 times more overheads, Figi8. These types of flows are the lowest
priority for any ISP which makes it extremely imfzont to reduce overheads.

The main consideration in this section is DL bur$isoughput. However we
have included the UL throughput in Figut€a7. The reason for this is that any TCP
based flow being bidirectional, depends on both the as well as the DL. The
e-nrtPS enhancements directly affect the UL flowiolwhimplicitly affects the DL
flow. This explanation also applies to all precgdiiCP based traffic throughput
plots.
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7.5.4 Mix of Bulk and Bursty Traffic

In order to gauge the performance of e-nrtPS witth ltypes of traffic we simulate a
cell with 60 SSs communicating simultaneously. JOtlmse are HTTP clients

downloading data from 30 servers on an externahetul20 are downloading data
from 20 external FTP servers and the other 10 pleading FTP data to external
clients. 2 ms (50% of the frame time) has beenasgte for all these flows with a
minimum of 1 ms set aside for the UL subframe. fadk polling period of 100 ms is

used for e-nrtPS while 20 contention slots are dsethe contention based method.

The results are given in Table 7-2.

Table 7-2 Simulation results for aggregate thrquglior mixed traffic type case.

Metric Throughput Throughput Throughput
Contention e-nrtPS % increase
(Mbps) (Mbps)
Aggregate Values

Total UL T'put 2.178 8.072 270 %

Total DL T'put 7.601 8.468 11.4%
Per SS Values

UL FTP T’put 0.163 0.681 318 %

DL FTP T’put 0.251 0.319 27 %

DL HTTP T’put 0.0375 0.0358 -4.5 %

Except for the HTTP client throughput (which shaawdrop of less than 4.5%)
all other metrics show a much better performanspeeally the UL throughput. The
reason for a lower HTTP throughput is due to the B&Ving enhancement made to
the e-nrtPS scheme. Note that the UL FTP throughggtegate increase for the cell,
is less than the sum of throughput increase forS&8k combined due to some

redistribution of OHSs.

7.6 Conclusion

Best effort traffic has always been serviced usiheglowest priority service classes in
most MAC protocols. In previous chapters, we haveeddetailed analysis on the
performance of the BE service class, in terms efuthderlying contention resolution
technique employed by fixed WiIMAX. In this chaptée queuing and de-queuing
processes have also been taken into account aaadytical model created to form a
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more complete picture of the BE class. While theme minimal QoS guarantees for
BE traffic, the amount of overhead is very higheTdgoal has been to enhance the
polling service to be able to cope with the dynam@source requirements of BE
traffic while at the same time reduce the amounbwrheads so as to be a viable
replacement for contention based access. We haeater the analysis of the arrival
and departure process for nrtPS based access. R&¥ant@ account the behaviour
(service rates, waiting times, dropping rates)haf bandwidth request queues at the
base station to estimate throughput. Using reptasee parameters for fixed
WIMAX, analytical as well as numerical results hdeen generated which we have
compared with simulation results.

Several modifications have been proposed to inerefficiency of the nrtPS
polling scheme. We employ dynamic retarding ofgb# period by the BS when idle
periods are detected. We have also suggested ashtide based scheme for
disconnection of connections and a dummy/keep-ai@asmission scheme. The
simulation model used includes all proposed enharoés which have been built on
top of the IEEE 802.16d standard.

Simulations for bulk data transfer show that e-8rtfas a clear advantage over
contention for BE traffic. More so for UL data tsder with almost a 30% increase in
throughput with much lower overheads and finiteeascdelays. For DL bulk data
transfer the improvement is in the reduction inrbeads, which is significant. For
bursty traffic the contention based access metletbpns slightly better than nrtPS
but at the cost of wasted frame time for contenstois. The analysis done agrees
well with the simulation results. It is clear thaintention based access can produce
high throughput, but at the expense of substarB¥l wasted on overheads.
Comparatively e-nrtPS can produce very high utilira (higher that contention in

most cases) of BW but with minimal overheads.
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Chapter 8

Conclusion

8.1 Thesis Contributions

The relationship between VoIP packet size and baittvefficiency was addressed in
Chapter 4. VolP applications use codecs which sammpress and packetize,
analogue voice into a VolP stream. WIMAX uses arDOFPHY, in which a MAC
PDU uses an integer number of OFDM symbols on tHmla Virtually an entire
OFDM symbol could be wasted, if the packet sizeush that it requires only a few
bits of the last symbol. Hence the efficiency ohthaidth usage is directly affected
by the packet size. This is more pronounced wherpttket size is relatively small,
such as, in VoIP applications. The packetizatideriral determines the packet size.
The effects of the packetization interval on syst&source usage and QoS of the
flow, have been analysed. It was shown that byfebselection of the packetization
intervals for VolP, the number of users can beaased, by minimizing bandwidth
wastage on overheads, and padding of OFDM symbols.

A method of selecting the packetization intervasdzh on, packet loss rate,
bandwidth usage and latency, was introduced. Aaxradlled Usability Factor”, K,
was defined. This is a measure of how suited angpacketisation interval is, to the

prevalent conditions, and the QoS requirements. edv rilexible retransmission



190 Chapter 8 — Conclusion

strategy for UGS flows was also introduced, in ontdefacilitate fast recovery of lost
UGS packets.

Modifications were proposed to the MAC layer operatto be able to change
the packetization interval during UGS service setngd also during periodic ranging
or ranging on demand. This modification can be Bawoodated in the existing
ranging process, and Dynamic Service Addition/Cleahgndshaking process. The
Usability Factor can be quantized, and stored E®lup table, which gives the BS
and the SSs a simple way of selecting an optintahml. A proof of concept was
also given based on a simulation scenario, whidwshpositive results in terms of
increased efficiency.

The importance of VolP as one of the main serwpes over WiMAX, led to
development of an efficient ARQ feedback schemedetailed in Chapter 5. This
specifically caters for small packets in the DLediton. Through analysis of the
standard based ARQ feedback scheme, we have shatynrtespective of the packet
error rate of the link, a substantial proportion tbé bandwidth is used for the
feedback messages. Transmitting many small packetes the feedback process
very bandwidth hungry and inefficient. However waitih ARQ, we cannot guarantee
any level of QoS. To improve on this without sdcnifg performance, we have
proposed a contention based negative acknowledgeiR@Q scheme. The defining
difference between this scheme and many othersyedisas the standard scheme
implemented in WIMAX, is the feedback mechanismb&uibers who received
erroneous packets contend to send feedback toades diation. We have analytically
proven the viability of this scheme in terms of tead bandwidth usage, and rate of
successful packet delivery. The analysis has be#idated with simulations, which
show a very good performance improvement. It han tshown that for packet error
rates lower than 10%, our scheme is more efficient.

The performance of the Best Effort service classgisontention based access
was analysed in Chapter 6. Best effort traffic rbayof low priority in terms of QoS,
but it is the most important component of a tramspetwork in terms of quantity.
Traditionally, most PMP MAC protocols service BEffic using contention based
access. This provides a means of sharing limited\walth, among a large number of
stations in a stochastically fair method. An arehlt model for the mandatory

contention mechanism of Fixed WiIMAX was createdngsdiscrete time Markov
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analysis. The two-dimensional Markov chain includdisstates a subscriber station
goes through in its request/backoff procedure. Atate in the chain represents a
stage in the backoff process. We have made allosvdioc ‘idle’ states when a
subscriber waits for the base station to granaitdwidth. This analysis differs from
previous work in that there is no explicit acknosdement to the subscriber of
failure.

From the Markov chain model we have derived expoassfor access delay
and access rate. From theory of occupancy we herreed analytical expression for
the number contenders, the number of successes fiiven number of contention
slots and active stations. Optimal values of thE@ameters have been derived based
on increasing contention success for a fixed numdfercontention slots. Our
simulation scenario has shown that the analysiedsirate in terms of collision rates
and access delay. The analytical expression nebd tmmerically solved to produce
values which are then compared with correspondiotpud from our WiMAX
simulator.

In addition to a general scenario we have invesjahe ability to predict
throughput of TCP based downlink traffic flows ugithe model. Our TCP model is
only accurate enough to model steady state TCP dking the delayed ACK scheme.
The comparison of analytical and simulation ressiftsws much promise. An attempt
has been made to regulate TCP based FTP traffidyloamically adjusting the
number of contention opportunities in a frame.

In Chapter 7, we investigate using nrtPS as amrative to contention based
access for Best Effort traffic. Analysis of the tamtion resolution scheme for Best
Effort traffic shows that, while bandwidth can beyided to SSs on demand, the
system overheads are high. The goal has been tmeatthe polling service, to be
able to cope with the dynamic resource requiremehBE traffic, while at the same
time reduce the amount of overheads. The analysithe arrival and departure
process for nrtPS was repeated, taking into accthenbehaviour of the bandwidth
request queues at the base station. Using repatisensystem parameters for fixed
WIMAX, analytical as well as numerical results hdaen generated, which we have
compared with simulation results.

Several modifications have been proposed to inereéficiency of the nrtPS

polling scheme. We employ dynamic retarding ofgb# period by the BS when idle
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periods are detected. We have also suggested ashtide based scheme for
disconnection of connections, and a dummy/keepaltvansmission scheme.
Simulations for bulk data transfer show that, theppsed e-nrtPS scheme has a clear
advantage over contention. More so for UL datastiem with almost a 30% increase
in throughput, with much lower overheads and fimiteess delays. For DL bulk data
transfer, the improvement is in the reduction ierneads which is significant. For
bursty traffic, the contention based access metherforms slightly better than e-
nrtPS, but at the cost of wasted frame time forteation slots. The analysis done
agrees well with the simulation results. It is cléaat contention based access can
produce high aggregate throughput, but at the esgeari substantial overheads.

Comparatively, e-nrtPS can produce very high @ilan, with minimal overheads.

8.2 Future Work

Considering the work covered in this thesis, and thovement of the relevant
standards, it would be useful to highlight someufetareas of investigation. For any
QoS service class to fulfil its potential, robustiging, shaping and scheduling is
needed. Methods of cross-layer aware schedulingldhee researched. Optimisation
of TCP over WIMAX would be extremely valuable. Oakso can identify issues
regarding Mobile WiMAX or IEEE 802.16e which wilelthe next logical step. With
a complex OFDMA PHY, subchannel allocation captbsgiand finer sectorisation of
cells, it is important to have efficient schemesrtake the most of these capabilities.
Scheduling becomes three dimensional with spatiarsity. Issues with seamless
handover become relevant in the mobile scenarirdperability between OFDM
based next generation cellular networks, as welWa$-i networks is another area
with potential for research. Due to the increagongularity of WiMAX, time spent in

enhancing it will no doubt be time well spent.
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