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Abstract

This study presents a new rheometry technique which requires a free surface velocity field as an input. By minimising the difference

between observed and simulated data, we show here that it is possible to estimate the three parameters of an assumed Ellis rheolog-

ical law. The dam-break problem is considered here with molasses as the working fluid. The free surface velocity is evaluated by

seeding the free surface with buoyant particles and using particle tracking velocimetry. The parameter identification is successfully

tested with “synthetic” data produced by the numerical model. The parameter identification algorithm is shown to be robust even

when significant noise is added to the synthetic dataset. For true experimental data, the reconstructed flow curve is within 25% of

the actual one, demonstrating the potential of the method for circumstances where standard rheometry does not apply.
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1. Introduction

There are many instances for which a standard rheometer

cannot be used to measure the rheology of a fluid. The fluid

may, for example, be too hot, too dangerous, or in too small

quantity Sellier (2016). An alternative way to measure the rhe-5

ology is therefore required in such circumstances. The idea we

pursue in the present work is that in a flow bounded by a free

surface, perturbations induced by boundary or initial conditions

will be transferred to the free surface. Since the corresponding

transfer function is expected to be dependent on the fluid rhe-10

ology, it is expected that the free surface velocity field contains

information about the rheology and we can therefore use this

as a proxy to extract information about the fluid rheology. Sel-

lier (2016) reviewed earlier studies describing methods to infer

the rheology of a fluid from free surface data. In a recent con-15

tribution, we have shown that it is possible to identify the two

parameters of a power-law rheology by minimising the differ-
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ence between the measured and simulated free surface velocity

field for the dam-break flow problem Al-Behadili et al. (2018).

The power-law rheology is however quite restrictive and is un-20

able to describe the behaviour of many fluids, particularly for

low shear values Myers (2005). In this paper, we therefore aim

to demonstrate that it is possible to extend the methodology de-

scribed in Al-Behadili et al. (2018) to identify the parameters

of an Ellis rheological law which is more versatile since it is25

described by three parameters. The identification process first

requires a good model of free surface flows of an Ellis fluid.

The modelling of the free surface flow of an Ellis fluid has

been the topic of several studies. Gravity-driven flow down

an inclined plane was investigated for plane flow in Weidner30

and Schwartz (1994); Myers (2005) and for three-dimensional

flow in Schwartz and Eley (2002); Kheyfets and Kieweg (2013).

Coating applications have motivated several studies involving

the free surface flow of an Ellis fluid including spin coating

Charpin et al. (2007), dip coating or the related Landau-Levich35

problem for a plane surface Tallmadge (1966); Afanasiev et al.

(2007); Hewson et al. (2009) or a cylinder Roy (1971). Ellis
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rheology was also used to describe the dynamics of a tear film

on the eye Jossic et al. (2009); Braun et al. (2012). The model

we adopted in the following most closely align with the work40

of Schwartz and Eley (2002). The proposed methodology also

requires a reliable means to measure the free surface velocity.

Several contributions have recently demonstrated that it is pos-

sible to measure the free surface velocity with the high resolu-

tion and capture rate that is typical of Particle Image Velocime-45

try (PIV), see Weitbrecht et al. (2002); Meselhe et al. (2004);

Sokoray-Varga and Józsa (2008); Eswaran et al. (2011) for hy-

draulics applications and Berger and Corrsin (1974); Heining

et al. (2012); Landel et al. (2015) for liquid film applications.

The idea behind these flow visualisation methods is to introduce50

buoyant particles at the free surface and track their trajectories

using high-speed imaging. Algorithms that are typical of PIV

or Particle Tracking Velocimetry (PTV) can then be applied to

reconstruct the velocity field. The technique we describe in the

forthcoming section is based on PTV. This paper first outlines55

a description of the experimental procedure and setup for the

dam-break flow problem in Section 2. Next, the mathemati-

cal derivation of the lubrication approximation equation using

the Ellis model, and the corresponding expression of the free

surface velocity is shown in Section 3. Lastly, the lubrication60

approximation model is employed to determine the rheologi-

cal parameters of the non-Newtonian fluid by using parameter

identification in Section 4. Our novel contribution for this paper

is the derivation of the free surface velocity based on the Ellis

model, and the calculation of the rheological Ellis parameters65

using a grid search.

2. Description of the experimental procedure

2.1. Experimental setup

The experiment was designed to obtain the free surface ve-

locity for the dam-break problem. A tank was constructed70

from Perspex and was divided by a removable gate as de-

picted in Figure 1. Images of the free surface were captured

with a 1280 × 1024 px, 30 frames per second, Motion Pro X3

Camera

Gate

Figure 1: Side view of the experimental setup for the dam-break problem,

where the filled in hatched area represents the initial condition of the fluid.

height speed camera with a 55 mm Nikon lens attached. The

camera was located directly above of the tank, at a height of75

1.8 m perpendicular to the free surface. The spatial resolution

recorded by the camera was 0.353 mm/px. Four fluorescent

lights (Phillips 58W/865) were used as a lighting system and

placed around two sides of the tank (with two tubes on each

side). White Acrylic sheets with a thickness of 3 mm, were80

placed along two sides of the tank in order to diffuse the light

and obtain a uniform lighting intensity. The working fluid was

a sugar cane molasses. Initially there was a 12 mm difference in

fluid depth on either side of the gate, with a depth of 20 mm on

the upstream side and 8 mm on the downstream side as shown in85

Figure 4. The fluid surface on each side of the gate was seeded

with buoyant, evenly distributed polystyrene white beads with a

diameter of 1 mm. The experiment was initiated by the removal

of the gate after the fluid pools on both sides of the gate were

observed to be stationary.90

2.2. Particle tracking velocimetry

PTV was used to calculate the free surface velocity from the

images captured by the high speed camera. PTV analysis is a

process in which individual particles are tracked within a fluid,

and the calculations were performed using the software pack-95

age Streams (Nokes, 2014). PTV includes four steps: image

capture and processing, particle identification, particle match-

ing between frames, and velocity field generation. In Streams,

the image sequence represents the starting point of the image

processing. The image sequence includes a series of images.100
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Figure 2: Pathlines of the particles at the free surface for molasses from t = 0.0 s

to t = 27.7 s, directly retrieved from the Streams software.

A total of 2500 frames were captured at 30 frames per sec-

ond in the experiment, and this image sequence was downsam-

pled by a factor of four; yielding a time step of 0.16 s between

frames. The full set of images were downsampled because the

molasses flows very slowly due to its high viscosity. The se-105

lected time step allows the particles to be further apart between

frames and therefore allows for a more accurate description of

the flow field. Next, the particle identification process is used

to identify particles within each frame to obtain a list of parti-

cles with their size, shape, intensity, and location. The critical110

step within a PTV analysis is the tracking of particles between

frames, since this allows calculation of their Lagrangian veloc-

ity. Streams uses an optimisation algorithm to match particles

from one frame to the next. This algorithm identifies correct

matches by minimising a cost associated with every potential115

particle pairs. Once particles have been tracked between frames

and their Lagrangian velocities calculated, the final step within

the PTV analysis is to interpolate these velocities onto a regular

grid, providing the Eulerian velocity field for the flow. The par-

ticle trajectories computed by the PTV algortihm are illustrated120

in Figure 2. More details on the methodology and its applica-

tion can be found in Nokes (2014); Campagnol et al. (2013); ?
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Figure 3: Viscosity of molasses used in the experimentals, as measured by the

Rheometer MCR 301.

2.3. Fluid properties

The rheology of the molasses was measured using a Rheome-125

ter MCR 301. Figure 3 illustrates the mean and standard devi-

ation of three tests for the viscosity of molasses at room tem-

perature (20 ◦C) plotted against the shear rate. The molasses

behaved as a non-Newtonian fluid within the shear rate range

of interest.130

The mathematical expression of the Ellis model is

1
µ

=
1
µ0

1 +

∣∣∣∣∣∣∣ ττ 1
2

∣∣∣∣∣∣∣
α−1 (1)

where µ0 is the zero shear viscosity, τ 1
2

the shear stress at which

the zero shear viscosity has been reduced by a factor of one-half

and α the shear thinning parameter. The fluid is Newtonian for

α = 1 and non-Newtonian when α > 1 (Charpin et al., 2007).

The fluid viscosity µ depends on these three adjustable param-135

eters as shown in Equation 1; and µ is dependent on one vari-

able, the fluid shear stress such that µ = f (τ). This particular

function can be found experimentally from the rheometer data

(Schwartz and Eley, 2002). In order to obtain the Ellis rheolog-

ical parameters of molasses from the rheometer data (Figure 3),140

we developed a MATLAB code which identifies the optimal El-

lis parameters that best matched the rheometer measurements.

This code solved the non-linear least square problem to fit the

rheometer data by varying the three Ellis parameters. The re-

sult from the data fitting code was α = 1.6, τ 1
2

= 271 Pa and145

µ0 = 37.4 Pa s.

Similarly, the Carreau rheological parameters of the molasses
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was also obtained using the MATLAB data fitting code, applied

to the rheometer data. The mathematical expression of the Car-

reau model which was used in this data fitting code was from

Johnston et al. (2004) and defines the dynamic viscosity as

µ = µ∞ + (µ0 − µ∞)(1 + λ2γ̇2)(nc−1)/2 (2)

where µ∞ and µ0 are the limiting viscosities at low and high

shear rates respectively, λ is the characteristic time, γ̇ is the

shear rate and nc is the flow behaviour index of the Carreau

model. After implementing the data fitting code with µ∞ =150

0 Pa s (Myers, 2005), it was found that µ0 = 37.4 Pa s, λ = 2.94

and nc = 0.76 for the molasses. The fluid surface tension of the

molasses was taken to be 0.05 Pa m and the density 1450 kg/m3,

(Miller and Pike, 1993).

3. Description of the mathematical models and numerical155

methods

The Navier-Stokes equations describe the full flow behaviour

by using the conservation of mass and momentum, with the

fluid rheology described in terms of the Ellis model. The lubri-

cation approximation model is a simplification of the Navier-160

Stokes, which assumes negligible inertia, a small aspect ratio

and slope of the flow. Consequently, the outcomes from the

Navier-Stokes model are considered as the benchmark for vali-

dating the lubrication approximation model.

3.1. Model based on the Navier-Stokes equations165

The two-dimensional Navier-Stokes equations for an incom-

pressible fluid can be defined as

ρ

(
∂u
∂t

+ u
∂u
∂x

+ w
∂u
∂z

)
= −

∂p
∂x

+
∂

∂x

(
µ
∂u
∂x

)
+
∂

∂z

(
µ
∂u
∂z

)
(3)

ρ

(
∂w
∂t

+ u
∂w
∂x

+ w
∂w
∂z

)
= −

∂p
∂z

+
∂

∂x

(
µ
∂w
∂x

)
+
∂

∂z

(
µ
∂w
∂z

)
+ ρg

(4)

∂u
∂x

+
∂w
∂z

= 0 (5)

where ρ is the fluid density, µ the dynamic viscosity of the fluid,

g = −9.81 m/s2 the gravitational acceleration and u and w are

the fluid velocities in the x and z directions respectively. The

20mm

8mm

280mm 636mm

x

z

Figure 4: Coordinate system with an aspect ratio of 0.015 (the aspect ratio is

defined as the ratio of the average fluid height and the horizontal length of the

domain).

Navier-Stokes equations describes the motion of fluid and can

be used to model either Newtonian or non-Newtonian fluids,170

depending on which rheological law for µ is employed. The rel-

ative importance of the various forces at play during the flow is

estimated using dimensionless numbers. The relevant ones for

the dam-break flow of interest here are the Reynolds number

Re =
ρU0H0
µ

(ratio of inertia to viscous forces), the Froude num-175

ber Fr =
U0√
gH0

(ratio of inertia to gravity forces), the capillary

number Ca =
µU0
σ

(ratio of viscous to surface tension forces)

and the Weber number We =
ρH0U0

2

σ
where σ is the surface

tension of the fluid (ratio of inertia to surface tension forces).

The average film thickness H0 and the characteristic velocity180

U0 are used in the definition of the dimensionless numbers. The

Navier-Stokes equations were solved using the finite element

software, COMSOL Multiphysics 5.0. The two-dimensional,

transient, laminar two-phase flow model with the moving mesh

interface of COMSOL was used to simulate the traversing fluid185

in this dam-break problem. The full incompressible Navier-

Stokes equations were solved in a domain which was deformed

by the moving free surface using the Arbitrary Lagrangian-

Eulerian (ALE) method. The ALE allows the mesh to conform

to the evolving fluid domain as the free surface transforms over190

time. The Winslow mesh smoothing technique was used for

propagating the interface displacement throughout the domain.

The initial geometry for the computational domain was com-

posed of two adjacent rectangles (representing the fluid pools

on either side of the gate), with dimensions as shown in Fig-195

ure 4. The initial free surface of the fluid was composed of

the top edges of the domain, and the sharp corners at x = 0 mm

were smoothed with 2 mm fillets, in order to avoid remeshing in
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the solution. The domain was discretised with an unstructured

mesh consisting of 1685 triangular elements.200

The simulation was initialised with u = 0 mm/s and p = 0 Pa

throughout the domain. The boundary conditions prescribed for

the fluid phase were: no-slip on the base of the tank, Navier slip

on the two ends of the tank and an external fluid interface for

the free surface. The boundary conditions imposed on the mesh205

were: the base of the tank was fixed in the z direction, the two

ends of the tank were fixed in the x direction and there were no

constraints on the mesh displacement at the free surface. Lastly,

a contact angle of 90◦ was enforced on the two end corners of

the free surface.210

3.2. Model based on the lubrication approximation

The shear stress of the fluid τ is defined as

τ = µγ̇ with γ̇ =
du
dz

(6)

where γ̇ is the shear rate of the fluid. The viscosity is a function

of the shear stress (Schwartz and Eley, 2002), such that

µ = f (τ) (7)

Considering an infinitesimal volume element within the fluid,

the sum of the forces is equal to zero since the fluid does not

undergo acceleration in the lubrication approximation case; due

to the negligible inertia assumption. The force balance leads

to the following mathematical expression (Schwartz and Eley,

2002)

dτ
dz

= −
dp
dx

=⇒ τ =

(
−

dp
dx

)
z (8)

Then from Equation 6 and 7 the shear rate can be expressed as

du
dz

=
τ

f (τ)
(9)

It is clear that from Equation 8, f (τ) = f (z), and this relation

leads to

du
dz

=
τ

f (z)
(10)

Substitution µ = f (τ) = f (z) and τ =
(
−

dp
dx

)
z into Equation 1

yields

1
f (z)

=
1
µ0

1 +

∣∣∣∣∣∣∣∣
(
−

dp
dx

)
z

τ 1
2

∣∣∣∣∣∣∣∣
α−1 (11)

Substituting Equation 11 into Equation 10 and integrating with

respect to z from the substrate (z = 0) to the free surface (z = h),

yields an expression for the horizontal free surface velocity us

which is based on the Ellis model (Kheyfets and Kieweg, 2013)

such that

us =
1
µ0


(
−

dp
dx

)
h2

2
+

(
−

dp
dx

)
hα+1

α + 1

∣∣∣∣∣∣∣∣
(
−

dp
dx

)
τ 1

2

∣∣∣∣∣∣∣∣
α−1 (12)

The corresponding vertical free surface velocity will be

ws =
∂h
∂t

+ us
∂h
∂x

(13)

Conservation of mass requires that

∂h
∂t

+
∂Q
∂x

= 0, Q =

∫ h

0
udz (14)

The velocity and flux expressions (Equations 12 and 14) are in-

corporated into the momentum and conservation equations to

obtain a time-dependent partial differential equation, which de-

scribes the free film thickness h with

∂h
∂t

+
∂

∂x

−px

µ0

h3

3
+

hα+2

α + 2

 |px|

τ 1
2

α−1
 = 0 (15)

For low Reynolds number and unidirectional flow with small

aspect ratios, Equation 4 reduces to

∂p
∂z

= ρg =⇒ p(x, z, t) = ρgz + f (x, t) (16)

The boundary condition of the pressure at the free surface is

p(x, z, t) = −σ
∂2h
∂x2 (17)

Integrating Equation 16 with respect to z, subject to boundary

condition Equation 17, yields

p(x, z = h, t) = ρgh + f (x, t) = −σ
∂2h
∂x2 (18)

=⇒ f (x, t) = −σ
∂2h
∂x2 − ρgh (19)

=⇒ p(x, z, t) = −ρg(h − z) − σ
∂2h
∂x2 (20)

Equations 15 and 20 represent the lubrication approximation

based on the Ellis model which is an approximation of the

Navier-Stokes equations.

The equations in the lubrication approximation model were

also solved numerically with COMSOL. A smoothed step func-

tion was used to describe the initial free surface level for the
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dam-break problem. The first step was to calculate the free

surface level h(x, t) by solving Equation 15, and then the free

surface velocity was computed using Equation 12. In order

to solve the lubrication approximation equations in COMSOL,

Equations 15 and 20 were rewritten in a standard form for the

solver, with the coefficients matching

ea
∂2u
∂t2 +da

∂u
∂t

+∇·(−c∇u−αu+γ)+β·∇u+au = f , u = [h, p]T

(21)

where the solution was based on two dependent variables h and

p. A zero flux boundary condition was applied at both ends of

the computational domain, with

∂h
∂x

= 0 and
∂p
∂x

= 0 (22)

3.3. Verification of the lubrication approximation model215

The time-dependent lubrication approximation equations

based on the Ellis model (Equations 15 and 20) were validated

against the Navier-Stokes solution of the dam-break problem.

The domain was divided into 200 quadratic elements (one-

dimensional), with a total length of 916 mm for the lubrica-220

tion approximation model. For this verification case, the non-

Newtonian fluid employed was Polyethylene oxide; with the

Ellis rheological model parameters α = 3, τ 1
2

= 20 Pa and

µ0 = 15.25 Pa s, and for the Carreau model µ0 = 15.25 Pa s,

λ = 1.18 s and nc = 0.41 (Myers, 2005). In the simulations,225

the surface tension σ is taken to be 0.05 Pa m and the density

ρ = 1450 kg/m3.

Figure 5 shows the comparison between the solutions ob-

tained for the lubrication approximation and the full Navier-

Stokes equations at three different times; namely 0.5 s, 5 s and230

10 s. The agreement between the lubrication approximation

and the Navier-Stokes for the film thickness over time is good.

However, there is a small discrepancy between the models be-

cause the lubrication approximation contains several assump-

tions, yielding an approximation to the Navier-Stokes equa-235

tions. These assumptions are that the inertia terms are neglected

and that the aspect ratio of the fluid layer must be sufficiently
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Figure 5: Polyethylene oxide film thickness along the tank over time for two

different numerical models (Lubrication approximation and Navier-Stokes).
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small. A similar comparison between the lubrication approxi-

mation and full Navier-Stokes models was performed in (Mor-

ris et al., 2017) for Newtonian fluids.240

The absolute error percentage δ between the two models was

calculated as

δ =

(
1
L

∫ L

0

|h(x, t)LA − h(x, t)NS|

h(x, t)NS
dx

)
% (23)

where h(x, t)LA is the film thickness for the lubrication approxi-

mation and h(x, t)NS for the Navier-Stokes model. The absolute

error percentage at 0.5 s, 5 s and 10 s time is 0.75 %, 0.51 % and

0.42 % respectively. These errors reduce over the duration of

the simulation because the effect from the different initial con-245

ditions diminishes over time; a step function at the gate was

applied with smoothing for both the lubrication approximation

and the Navier-Stokes models in order to ensure a smooth, con-

tinuous free surface height. Figure 6 shows the corresponding

horizontal and vertical components of the free surface velocity250

6



calculated according to Equations 12 and 13, respectively. This

figure confirms that the vertical velocity component is signifi-

cantly smaller than the horizontal one which is measured and

used in the parameter identification algorithm. Using 0.01 m/s

as the characteristic velocity U0, we find the viscosity given255

by Equation 1 to be µ = 7.45 Pa s and the corresponding di-

mensionless numbers Re = 2.72 × 10−2, Fr = 2.70 × 10−2,

Ca = 1.49, and We = 4.06 × 10−2. These dimensionless

numbers confirm that inertia is negligible compared to viscous,

gravity, and surface tension forces and viscous and surface ten-260

sion forces are of equal order of magnitude.

4. Parameter identification

4.1. Identification with synthetic data

In this section, we first create a synthetic data set for the free

surface velocity by numerically solving the lubrication approx-265

imation model with prescribed Ellis rheology parameters. A

parameter identification technique is then applied on this syn-

thetic data in order to find the optimal values of, and ultimately

rediscover, the rheology parameters. Two non-Newtonian fluids

were used, namely Polyethylene oxide and Hydroxylethycellu-270

lose; their corresponding Ellis parameters are listed in Table 1.

In order to identify the Ellis parameters, a parametric identi-

fication study was carried out by performing a grid search. The

range of parameters explored in the grid search was 0.1 6 µ0 6

100, 0.1 6 α 6 4 and 1 6 τ 1
2
6 300. An objective function

F was defined for N times and evaluated with the experimental

data using

F(µ0, τ 1
2
, α) =

N∑
i=1

0.5
∫ L

0
(ui

c(x) − ui
m(x))2dx (24)

where um is the measured free surface velocity obtained from

the experiment and uc the computed velocity from the lubrica-

tion approximation (Equation 12). The F was evaluated once;

such that N = 1.275

In order to identify the three parameters of the Ellis model us-

ing the grid search, we first fixed one of the three parameters by

setting it equal to a specific value within the parametric space.

We then implemented a parametric study for the full range of

the other two parameters to obtain the corresponding minimum280

F on this parametric plane. The next step was to select one

of the two other parameters and then fix this parameter and re-

peat the process. This procedure narrowed down the parametric

space until the global minimum of F was reached.

The results from the final three iterations of the parametric285

search is shown in Figure 7 with contour plots, which includes

three minimum F for both fluids. The first comparison is be-

tween µ0 and α, the second is between α and τ 1
2

and the third is

between µ0 and τ 1
2
.

The number of mesh elements in this parametric study was290

229 and the aspect ratio was 0.0152. A smoothed step func-

tion was used to describe the initial free surface level for the

dam-break region of the flow. The Ellis rheology parameters

corresponding to the global minimum of the F was found (re-

constructed case), are listed in Table 1, and agree well with the295

expected values (actual case).

4.2. Identification with noisy synthetic data

The sensitivity of our lubrication approximation model was

evaluated by applying noise for the Polyethylene oxide and Hy-

droxylethycellulose fluids in order to determine the robustness

of the parameter identification process. Artificial noise was

added to the synthetic data and then the parameter identification

process was repeated. The F in Equation 24 can be rewritten to

include this noise component with

F(µ0, τ 1
2
, α) =

N∑
i=1

0.5
∫ L

0
(ui

c(x) − (ui
m(x) + ε))2dx (25)

where the noise is defined as

ε = (umax − umin)Er (26)

where, umax and umin represent the maximum and minimum val-

ues of the free surface velocity respectively, r the percentage of

the added noise and E the random values with −1 6 E 6 1.300

The rheological parameters were then re-evaluated with a

range of percentage of added noise, up to 40 %, for both flu-

ids and compared with the synthetic data without noise; results
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Figure 7: Contour lines for the log of the objective function, log(F), with respect to the rheological parameters, near the optimum solution, obtained from the

parametric study with synthetic data for two non-Newtonian fluids, namely: (1) Hydroxylethycellulose, (a) τ 1
2

= 5 Pa, (b) µ0 = 0.22 Pa s, (c) α = 2; and (2)

Polyethylene oxide (d) τ 1
2

= 20 Pa, (e) µ0 = 15.25 Pa s (f) α = 3.
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Table 1: Actual (Myers, 2005) and reconstructed values for two non-Newtonian fluids for the verification of the parametric identification process.

Fluid Case τ 1
2

(Pa) µ0 (Pa s) α

Hydroxylethycellulose Actual 5 0.22 2

Reconstructed 5.0 ± 0.5 0.220 ± 0.005 2.00 ± 0.05

Polyethylene oxide Actual 20 15.25 3

Reconstructed 20.0 ± 0.5 15.25 ± 0.50 3.00 ± 0.05

Table 2: The Ellis model rheological parameters for the synthetic data cases with added noise.

Fluid Added noise (%) α µ0 (Pa s) τ 1
2

(Pa) Fmin (m3/s2)

Hydroxylethycellulose 0 2.00 ± 0.05 0.220 ± 0.005 5.0 ± 0.5 1.53 × 10−7

2 2.00 ± 0.05 0.230 ± 0.005 4.0 ± 0.5 2.36 × 10−7

3 2.10 ± 0.05 0.250 ± 0.005 4.0 ± 0.5 2.83 × 10−7

4 2.10 ± 0.05 0.230 ± 0.005 5.0 ± 0.5 4.17 × 10−7

10 2.10 ± 0.05 0.230 ± 0.005 5.0 ± 0.5 8.71 × 10−7

20 2.10 ± 0.05 0.230 ± 0.005 5.0 ± 0.5 6.20 × 10−6

40 2.00 ± 0.05 0.270 ± 0.005 5.0 ± 0.5 2.56 × 10−5

Polyethylene oxide 0 2.70 ± 0.05 15.25 ± 0.50 20.0 ± 2.5 2.05 × 10−8

2 2.50 ± 0.05 14.25 ± 0.50 25.0 ± 2.5 2.31 × 10−8

3 2.50 ± 0.05 14.25 ± 0.50 25.0 ± 2.5 2.49 × 10−8

4 2.50 ± 0.05 14.25 ± 0.50 25.0 ± 2.5 3.45 × 10−8

10 2.50 ± 0.05 14.25 ± 0.50 25.0 ± 2.5 1.50 × 10−7

20 2.40 ± 0.05 14.25 ± 0.50 20.0 ± 2.5 5.50 × 10−7

40 2.70 ± 0.05 12.25 ± 0.50 45.0 ± 2.5 2.18 × 10−6

are shown in Table 2. The values of the minimum F are slightly

higher for the larger percentage of added noise. We found that305

the rheological parameters were consistent for all of the added

noise amounts, except for the case with the largest percentage

of 40 %. Therefore, our parametric identification procedure is

insensitive to relatively high noise levels, indicating that our

model is reliable and robust.310

4.3. Identification with experimental data

We experimentally analysed the dam-break classical flow

with molasses as described in Section 2. Figure 8 shows the

variation of the free surface velocity downstream of the gate at

t = 1.33 s after releasing the gate. The velocity magnitude of315

the flow reduces from a peak value at x = 0 mm. This peak

velocity decreases over time and the velocity decays with dis-

tance from the gate. This drop in velocity was caused by the

highly viscous fluid. Given an estimated characteristic veloc-

ity U0 ∼ 0.01 m/s, the corresponding dimensionless numbers320

are Re = 6.66 × 10−3, Fr = 2.70 × 10−2, Ca = 6.1, and

We = 4.06 × 10−2. These dimensionless numbers show, as be-

fore, that inertia is negligible compared to viscous, gravity, and

surface tension forces and viscous and surface tension forces

are equally important.325

Free surface velocity data was used for the identification

process based on the Ellis model, and we found for the mo-
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Figure 9: Evolution of the free surface velocity for the dam-break experiment

using molasses as the fluid.

lasses that µ0 = (34.0 ± 0.5) Pa s, α = 1.10 ± 0.05 and τ 1
2

=

(290.0 ± 2.5) Pa. A summary of the results is shown in Table 3

where a subset of the results near the final solution is listed.330

The transient velocity field based on the Ellis model was sim-

ulated by applying the rheological parameters obtained from

the parametric study into Equation 1. Similarly, the velocity

field based on the rheometer data was simulated by applying

the rheological parameters determined for molasses into Equa-335

tion 1. Figure 10 shows the velocity profiles for several in-

stances of time after the gate has been released, and the agree-

ment between the experimental, Ellis model and rheometer for

the seven velocity profiles is reasonably good. The PTV of the

experiments were not able to capture the peak velocities at 0.4 s340

and 0.6 s. There are some differences between the experimen-

tal and simulated results due to the experimental uncertainties

and the assumptions made for the lubrication approximation

model. A single camera can only capture the velocity in two-

dimensional space, such that the out-of-plane velocity compo-345

nent was unresolved, and therefore the vertical movement of

waves were not measured. For the cases considered here, the

contribution from the vertical component of velocity was neg-

ligible, see Figure 6. The measurement of the fluid level had

an accuracy of 0.1 mm. Furthermore, the measurement of the350

horizontal level of the test rig was measured with a spirit level,

which had an accuracy of 1 mm per 1 m. In addition, the initial

time of the experiment (t = 0 s) is an important factor because

the timeline of the experiment must coincide with that of the

simulation. The time between photographs for the experiment355

was small (0.03 s), which means that the action of pulling the

gate would affect the results; such as the speed of removing

the gate. If determining the time of removing the gate was in-

accurate, for example by 0.1 s, then the timing would be three

frames out. The main assumptions of the lubrication model are:360

neglecting the inertia term from the Navier-Stokes equations,

and using a small aspect ratio and slope.

4.4. Navier-Stokes solution

The Navier-Stokes solver in COMSOL Multiphysics 5.0 has

two inbuilt rheological models: the power law model and the365

Carreau model. The Carreau model outcomes are identical with

the Ellis model in terms of the film thickness, velocity and vis-

cosity profiles (Myers, 2005). Consequently, the Navier-Stokes

solver which is based on the Carreau model was used in the

comparison with the lubrication approximation solver based on370

the Ellis model. After obtaining the Carreau rheological param-

eters from the data fitting code (Section 2.3), these parameters

were used in COMSOL with a numerical setup similar to that

described in Section 3.

The Ellis rheological parameters of molasses obtained from375

the rheometer data fitting solution were used to solve the lu-

brication approximation equation in COMSOL. Firstly, the two

finite element models were solved in order to obtain two film
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Figure 10: Comparison between the experimental data and the computed velocity based on the Ellis model using rheological parameters determined from the

experiment and the rheometer data.
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Table 3: The Ellis model rheological parameters obtained from experimental data of molasses.

Stage Constraint Parameter space Optimum solution

α µ0 (Pa s) τ 1
2

(Pa) F (m3/s2) α µ0 (Pa s) τ 1
2

(Pa)

1 α 1.2 30, 35, ...75 210, 220, ..., 300 3.940 × 10−9 1.2 35 290

2 µ0 0.8, 0.9, ..., 1.7 35 210, 220, ..., 300 3.776 × 10−9 1.1 35 290

3 τ 1
2

0.8, 0.9, ..., 1.7 30, 35, ...75 290 3.776 × 10−9 1.1 35 290

4 α 1.1 30, 31, ..., 39 285, 290, ..., 330 3.586 × 10−9 1.1 34 290

5 µ0 0.9, 1.0, ..., 1.3 34 285, 290, ..., 330 3.586 × 10−9 1.1 34 290

6 τ 1
2

0.9, 1.0, ..., 1.3 30, 31, ..., 39 290 3.586 × 10−9 1.1 34 290

thickness profiles. Secondly, we used the free surface velocity

expressions to obtain two velocity profiles.380

In Figure 11, it is clear that the agreement in both cases is

good. The above comparison process was done by using the

velocity profiles and the film thickness. Another comparison

process was implemented by using the shear rate-viscosity pro-

files. Two data sets were used, namely the rheometer data (Sec-385

tion 2.3) and the parametric identification data based on the

Ellis model (Section 4.2). The rheometer profile was plotted

by applying Equation 1. The three rheological parameters in

Equation 1 was obtained from the Ellis MATLAB code. Sim-

ilarly, the parametric identification profile was obtained from390

using Equation 1 with the Ellis rheological parameters which

were obtained from the parametric study. The outcome of the

above mentioned comparison process is shown in the Figure

12. This figure shows the comparison between the rheometer

viscosity and the reconstruct viscosity profiles. The three rhe-395

ological parameters in Equation 1 were obtained from the Ellis

data fitting code. Similarly, the parametric identification profile

was obtained from using Equation 1 with the Ellis rheologi-

cal parameters obtained from the parametric study. The recon-

structed and actual flow curves are shown in Figure 12. There400

clearly are differences between the two curves especially at low

shear rates where the maximum difference between actual and

reconstructed viscosity is around 25%. For higher shear rates,

the agreement between the two flow curves improves. The dif-

ference between the two curves may be explained by a num-405

ber of factors. Firstly, generating a reliable free surface ve-

locity proved challenging with the experimental set-up. The

bead sparsity made the velocity field under-resolved and noise-

to-signal ratio increased significantly when the flow velocity

decreased substantially degrading the quality of the data. Sec-410

ondly, the flow experiences a limited range of shear rates as

illustrated in Figure 13 where the peak value at t = 0.4 s is

γ̇max = 5.2 s−1. Intuitively, it is therefore clear that the method

cannot possibly probe rheological parameters outside of this

shear rate range. Moreover, the noise-to-signal ratio is highest415

when the velocity is smallest which corresponds to the smallest

shear rates. Hence, we would expect the reconstructed rheology

to be weakest for the lowest values of the shear rate.

5. Conclusion

The free surface velocity for a classical flow, the dam-break420

problem, was measured experimentally using particle tracking

velocimetry. A mathematical model was derived which en-

ables the prediction of the free surface velocity for a given

rheology of the fluid. The mathematical model was derived

from the time-dependent lubrication approximation assuming425

that the rheology can be described by the Ellis model, a three

parameter constitutive equation. From the experimental data

and the mathematical model, the optimal rheological parame-

ters to minimise the difference between the model and the ex-

periment were found. The parameter identification method em-430

ployed was based on a grid search method which involved a se-
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Figure 11: Comparison between Navier-Stokes and the lubrication approximation using the Ellis parameters obtained from the rheometer data in terms of: (a) film

thickness, and (b) free surface velocity, at three different time periods for molasses.
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using the rheometer data and the parametric identification data using the Ellis

model.

quential parametric study. We identified the rheological param-

eters for both synthetic and real experimental data, obtained by

analysing the dam-break problem using molasses. The results

were verified by comparing the experimental free surface veloc-435

ity data with the computed velocity, calculated according to the

fitted rheological parameters. The compatibility between exper-

imental and simulation was good which indicates that the solu-

tion of the parameter identification was valid or a well-posed

mathematical problem. A sensitivity analysis was implemented440

by adding random noise data to the computed free surface ve-

locity, and we found that the robustness of the model was excel-

lent up to 40 % noise. Results with molasses showed promise

with the maximum difference between the reconstructed and
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Figure 13: Shear rate of molasses near where the gate was removed.

true flow curves at around 25%. Justification for these differ-445

ences were provided in the previous section. Notwithstanding

the above limitations and given the fact that in some circum-

stances there are no practical ways to measure the rheology of

a fluid, this method could provide a useful alternative.
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