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Abstract

All transitions in the experimentally designated and numbered Q, B and N bands
(< 4.8 eV) of the electronic absorption spectrum of zinc phthalocyanine (ZnPc) are
assigned on the basis of one-to-one agreement between calculated and experimentally
observed transition energies and oscillator strengths. Each band in this range of the
spectrum represents a ligand-based transition that originates from a combination of
occupied orbitals and terminates in the lowest unoccupied molecular orbital (LUMO,
6eg(π)). Transition energies in the L and C regions (4.8 - 6.5 eV) are harder to capture
quantitatively, due to the partial Rydberg character of some of the excited states,
and so are tentatively assigned here. Most transitions in this range correspond to
excitations from the HOMO or lower-energy orbitals to π orbitals above the LUMO.
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INTRODUCTION

Metallophthalocyanines (MPcs, Figure 1a) are structurally similar to metalloporphyrinoids

(Figure 1b), the chemical building blocks at the heart of important biological processes such

as photosynthesis and respiration.1 They share a range of optical and electronic properties

with porphyrins, including high molar absorptivities, chemically tunable electronic energy

levels, and excited states that are accessible through absorption of visible and ultra-violet

light.2,3 However, their higher thermal stabilities and ease of synthesis make MPcs more

chemically and technologically useful in many respects than their porphyrin analogues.4

Because of their optical properties, MPcs and their derivatives have long been exploited as

dyes, and they currently account for 25% of worldwide organic pigment production.5 More

recently, their electronic properties have been harnessed in more technologically advanced

applications such as organic light-emitting diodes,6–8 organic photovoltaic materials7,9–13,

photo-sensitizing agents for anti-cancer photodynamic therapy14–17, and as MRI contrast

agents18.

(a)

(b)

Figure 1: (a) Metallophthalocyanine and (b) metalloporphyrin molecular structures.
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The demonstrated practical utility of MPcs5 has motivated extensive experimental and

computational studies aiming to relate molecular properties and electronic structure.19–67

Spectroscopically, the late first-row transition metal (Co, Ni, Cu, Zn)33,56 and alkali earth

(Mg)46 phthalocyanines are very similar, with practically superposable electronic absorption

spectra dominated by ligand-based transitions, generally assigned as π → π∗. By way of

example, the ZnPc spectrum24 is illustrated in Figure 2.
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Figure 2: Electronic excitation spectrum of ZnPc in an argon matrix, adapted from VanCott

et al.24

The spectra of MnPc and FePc are quite different from that in Figure 2, with additional

transitions observed below 2 eV.33,56 These transitions involve metal d orbitals with similar

energies to the HOMO and LUMO of the ligand, significantly complicating the ground- and

excited-state electronic structure of these systems. To avoid this additional complexity, pre-

vious theoretical and computational studies have largely focussed on modelling the simpler

cases.

Taking ZnPc as a prototypical example, Gouterman et al. had early success assigning the

Q band and partially characterizing the B band, using a simple four-electron, four-orbital

configuration-interaction model, with ligand π orbitals and orbital energies obtained via

Hückel theory.20

Despite significant advances in computer hardware and quantum chemical software since
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then, enabling an extensive series of semi-empirical (ZINDO)35 and time-dependent density

functional theory (TD-DFT)30,31,41,47,64,67,68 studies, the remaining transitions in the elec-

tronic absorption spectrum of ZnPc have eluded unambiguous characterization and assign-

ment. Representative results from previous computational studies are presented, alongside

experimental data collected in an argon matrix, in Table 1. In cases of near-duplication in

methods and results, exact numerical values and spectral assignments are taken from the

earliest study. ZINDO results35 are omitted because they fail to identify any transitions with

significant intensity in the B-band region.

The first B3LYP results, reported by Nguyen and Pachter,30 have been reproduced almost

exactly by subsequent studies using slightly different basis sets.35,64,68 More recently, the

range-separated CAM-B3LYP and M11 functionals have been used by Theisen et al.,67 but

they do not report results for higher-energy transitions, nor do they comment on whether

they observe the additional low-intensity, symmetry-allowed transitions in and around the

Q- and B-band regions reported in other TD-DFT studies.30,31,47,64,68 The SAOP (statis-

tical average of orbital potentials) functional, using a basis of Slater-type atomic orbitals,

provides an alternative orbital-based approach for achieving range separation. The initial

results reported by Ricciardi et al.31 have been verified in subsequent work.47

From Table 1, not only are the predicted transition energies and intensities strongly functional-

dependent, but there are significant discrepancies between the number of predicted and ex-

perimentally observed transitions in each region. Furthermore, different studies using similar

methods propose alternative mappings between computational assignments and experimen-

tal data. Overall, the assignments of all transitions remain uncertain, except for Q and B3,

which are the lowest-energy computationally confirmed single-electron transitions of each of

the two symmetry-allowed classes (1A1g → 1Eu and 1A1g → 1A2u, respectively, in D4h).

Previous computational studies on the closely related porphins have demonstrated that

multi-determinant methods are essential for describing transitions originating from sets of

near-degenerate ligand orbitals that are well separated from, but clustered together below,

the HOMO.37,69–75 The inaccuracy of excited-state energies for large π systems calculated
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Table 1: Experimental parameters and TD-DFT predictions for the ZnPc electronic absorp-

tion spectrum.

Experiment - Ar matrix24 B3LYP/6-31G*30 M11/6-31G*67 SAOP/STO-TZ+pol31

Band Transition Oscillator Transition Oscillator Transition Oscillator Transition Oscillator

Label Energy Strength Energy Strength Energy Strength Energy Strength

(eV) (f/fQ) (eV) (f/fQ) (eV) (f/fQ) (eV) (f/fQ)

Q 1.89 1.00 2.09 1.00 1.88 1.00 1.96 1.00

Q’ 2.08† 0.08 2.10 0.84

2.87 0.04

3.07 0.07

3.14 0.41

3.28 0.00

3.37 0.02 3.34 0.06

B1 3.71 3.10 3.66 0.41 3.29 0.18 3.50 0.89

B2 3.74 0.10 3.74 0.78 3.82 0.17 3.81 1.57

3.87 0.81

B3 3.99† 0.00 3.93 0.01 4.23 0.00

3.96 0.28

N1 4.41 0.28 4.34 0.46

N2 4.70 0.05 - -

L1 4.88 0.03 5.14 0.03

L2 5.10 0.24 5.19 0.24

L3 5.33 0.25 5.36 0.07

C1 5.62 0.74

C2 5.92 0.06

C3 6.00 2.13

X1 6.89 1.46

X2 7.67 2.03

† Assigned as 1A1g → 1A2u transitions in D4h symmetry. All others are 1A1g → 1Eu .
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using TD-DFT has also been independently established by Grimme and Parac,76 using linear

condensed acenes as model systems.

The aim of the present work is to more robustly and extensively assign the electronic excita-

tion spectrum of ZnPc, by using multi-determinant methods to accurately model its ground

and excited electronic state energies and transition intensities.

METHODOLOGY

The molecular geometry is fixed in a D4h conformation (coordinates available as Support-

ing Information) for both ground and excited state calculations. All electronic states and

molecular orbitals are denoted using D4h symmetry labels, with the latter in lower case. The

ground state is 1A1g and the allowed electronic transitions are 1A1g → 1Eu (polarized in the

plane of the molecule) and 1A1g → 1A2u (polarized along the fourfold axis).

EOM-CCSD77 and CR-EOM-CCSD(T)78 calculations are performed using the GAMESS

quantum chemical program package79. The perturbative triples correction for the latter is

evaluated by directly correcting the completely renormalized EOM-CCSD excitation ener-

gies using the IID variant of the triples correction defined by Kowalski and Piecuch, in a

procedure denoted δ-CR-EOM-CCSD(T),IID.78

Atomic orbitals (AOs) are initially expanded in the 3-21G basis,80 because previous stud-

ies on porphins have shown that excitation energies for this type of extended conjugated

π ring system are not particularly sensitive to the completeness of the AO basis.69,70 All

molecular orbitals (MOs) constructed from this AO basis, except the chemical core, are in-

cluded in the CCSD active space, while the CR-EOM-CCSD(T) active space comprises the

50 highest-energy occupied orbitals and 100 lowest energy unoccupied orbitals for excited

states of 1Eu symmetry. The CR-EOM-CCSD(T) active space is extended to include the 75

highest-energy occupied orbitals for excited states of 1A2u symmetry, as these excited states

are more sensitive to active space completeness.

Basis-set dependence is investigated both by expanding AOs in the more flexible 6-31G*
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basis and by augmenting the 3-21G basis with additional ultra-diffuse Rydberg functions at

the centre of mass (exponents available as Supporting Information). To offset the increased

computational cost, the EOM-CCSD active space is truncated to include only 167 virtual

MOs, in addition to the non-core occupied MOs. For reference, EOM-CCSD/3-21G calcu-

lations are also run in an equivalent active space.

Maintaining computational affordability is the primary consideration in setting active space

truncation criteria, as required when either increasing the complexity of the method from

CCSD to CCSD(T) or the size of the basis set from 3-21G to 6-31G*. We have chosen active

spaces to be as large as possible within computational resourcing constraints.

RESULTS AND DISCUSSION

Benchmarking

Transition energies calculated at different levels of theory are presented in Table 2.

Benchmarking - electronic structure model

Comparing the CR-EOM-CCSD(T)/3-21G and EOM-CCSD/3-21G transition energies re-

ported in Table 2, it is clear that EOM-CCSD systematically overestimates transition ener-

gies. This is most likely due to the inability of the coupled cluster wavefunction to completely

compensate for ground-state orbital optimization bias. Destabilizing the EOM-CCSD/3-21G

ground state by +0.48 eV or, equivalently, stabilizing each excited state by -0.48 eV, would

account for the systematic bias in favour of the ground state, and bring EOM-CCSD tran-

sition energies into good agreement (< 0.15 eV difference) with their CR-EOM-CCSD(T)

counterparts for all states up to and including 1Eu(8).

As an aside, we note that it may not always be practical to perform CR-EOM-CCSD(T)

calculations. In such cases, an empirical offset could be derived by aligning the first calcu-

lated and experimentally observed transition energies. For ZnPc, this would equate to 0.53
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Table 2: Transition energies calculated at different levels of theory; CR-EOM-CCSD(T)/3-

21G with a truncated active space, EOM-CCSD/3-21G in a full active space, and EOM-

CCSD in a range of different basis sets with a truncated active space.

Transition CR-EOM- EOM- EOM - EOM- EOM -

Symmetry CCSD(T)/ CCSD/ CCSD/ CCSD/ CCSD/

Label 3-21Ga 3-21Gb 3-21Gc 6-31G*c 3-21G+Rydc

1A1g→1Eu(1) 2.09 2.42 2.49 2.39 2.45

1A1g→1Eu(2) 3.93 4.34 4.31 4.29 4.29

1A1g→1Eu(3) 4.07 4.52 4.53 4.45 4.47

1A1g→1A2u(1 )† 4.11 4.57 4.6 4.86 4.7

1A1g→1Eu(4) 4.38 4.82 4.85 4.71 4.8

1A1g→1Eu(5) 4.47 5.06 5.09 4.94 5.04

1A1g→1Eu(6) 4.72 5.3 5.36 5.02 5.31

1A1g→1Eu(7) 5.22 5.7 5.77 5.58 5.72

1A1g→1Eu(8) 5.66 6.16 6.2 6 6.16

1A1g→1A2u(2 )† 5.82 6.85 6.23 6.44 5.86

1A1g→1Eu(9) 6.16 6.95 6.97 6.71 6.54

1A1g→1Eu(10) 6.43 7 7.01 6.83 d

a Active space includes 50/75† highest energy occupied MOs and 100 lowest energy virtuals

b Active space includes all MOs, except the chemical core

c Active space includes all non-core occupied MOs and 167 lowest energy virtuals

d Could not obtain converged solution for this state
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eV. Reassuringly, the computationally- and experimentally-derived corrections are similar.

The agreement between empirically corrected EOM-CCSD/3-21G transition energies and

their CR-EOM-CCSD(T) counterparts deteriorates for transitions to higher excited states,

especially 1A2u(2 ) and 1Eu(9). This implies that these different electronic structure models

have different sensitivities to basis set incompleteness and active space truncation.

Benchmarking - basis set and active space incompleteness

Overall, the results presented in Table 2 support previous observations that excitation en-

ergies for porphinoid ring systems are not particularly sensitive to the completeness of the

atomic orbital basis.69,70 Increasing the basis set from 3-21G to 6-31G* changes the transi-

tion energies by 0.18 eV, on average, stabilizing the 1Eu excited states and destabilizing the

1A2u excited states in approximately equal measure.

Caution is required when interpreting these results purely in terms of basis set incomplete-

ness effects, because although these EOM-CCSD calculations were carried out equivalently

sized active spaces, there is no guarantee that that active space composition is the same. It

is likely that the 6-31G* active space contains less virtual orbitals of 1A2u symmetry, and

more of 1Eu, compared to the equivalent 3-21G active space. The truncated 3-21G active

space has, in turn, been benchmarked against an untruncated 3-21G active space, giving

very similar results – within 0.07 eV – for all transition energies except 1A1g→1A2u(2 ).

The 1A1g→1A2u(2 ) transition energy is particularly sensitive to both atomic orbital ba-

sis completeness and coupled-cluster active space composition, and these effects cannot be

clearly deconvoluted. From the results presented Table 2, we can conclude only that any

particular calculated 1A1g → 1A2u(2) transition energy may be in error up to 1 eV.

The computationally intensive nature of equations-of-motion coupled cluster calculations

means that there is no simple way to resolve the uneasy tension between including more

atomic orbitals in the underlying basis set, or including a more complete set of molecular

orbitals in the coupled cluster active space. However, because the basis set incompleteness
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error is systematic and relatively small, we have chosen to employ the 3-21G basis set in

order to use the most complete active space in the coupled cluster calculations.

Benchmarking - Rydberg functions

It is substantially easier to assess the limitations of the 3-21G basis in describing Rydberg

excited states, by simply augmenting the atomic orbital basis set with additional ultra-

diffuse “Rydberg” functions at the molecule’s centre of mass. These additional orbitals do

not change the composition of the active space, because they are substantially higher in

energy than the valence orbitals and so fall into the set of orbitals excluded from coupled

cluster excitations. Therefore, they simply provide the flexibility required for the existing

active space orbitals to expand into the Rydberg region.

Results from restricted active space EOM-CCSD/3-21G calculations both with and without

Rydberg functions (Table 2) clearly show that only the three highest-energy transitions are

to excited states with substantial Rydberg character.

Assignment of experimental spectrum

Assignments for all transitions, except Q’, in the Q, B, N, L and C regions of the experimental

spectrum, are presented in Table 3.

Assignment - Q, B and N regions

Assignments of transitions within the Q, B and N regions are based upon close correspon-

dence between calculated and experimentally observed transition energies, and can be made

with a high degree of confidence because excited state energies are relatively insensitive

to basis set incompleteness in these regions. These assignments are further supported by

qualitative agreement between calculated and observed transition intensities, reported as

normalized oscillator strengths in Table 3.

Individual bands within the Q, B and N regions correspond to transitions that originate from
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Table 3: CR-EOM-CCSD(T)/3-21G predictions of electronic band origins and EOM-

CCSD/3-21G normalized oscillator strengths and principal excitations.

Experiment CR-EOM-

Ar matrix CCSD(T)/ EOM-CCSD/3-21G

3-21G

Band Transition Oscillator Transition Oscillator

Label Energy Strength Energy Strength Principal excitations∗

(eV) (f/fQ) (eV) (f/fQ)

Q 1.89 1.00 2.09 1.00 2a1u(π)→ 6eg(π)

Q’ 2.08† 0.08

B1 3.71 3.10 3.93 2.61 {3a2u(π), 4a2u(π)} → 6eg(π)

B2 3.74 0.10 4.07 0.54 {2b1u(π), 4a2u(π)} → 6eg(π)

B3 3.99† 0.00 4.11† 0.02 2eu(σ)→ 6eg(π)

N1 4.41 0.28 4.38 0.98 {4a2u(π), 3b2u(π)} → 6eg(π)

N2 4.70 0.05 4.47 0.37 {3a2u(π), 3b2u(π)} → 6eg(π)

L1 4.88 0.03 4.72 0.24 2a1u(π)→ 7eg(π)

L2 5.10 0.24 5.22 0.44 {3b2u(π), 1a1u(π)} → 6eg(π)

L3 5.33 0.25 5.66 0.27 1a1u(π)→ 6eg(π), 2a1u(π)→ 8eg(π)

C1 5.62 0.74 5.82†,‡ 0.02 2b1g(σ)→ 4b2u(π)

C2 5.92 0.06 6.16‡ 0.12 5eg(π)→ 3b1u(π)

C3 6.00 2.13 6.43‡ 1.66 2a1u(π)→ 7eg(π)

X1 6.89 1.46

X2 7.67 2.03

∗ 2a1u(π) = HOMO, 6eg(π) = LUMO, see Figure 3

† assigned as 1A1g→1A2u transitions, all others assigned as 1A1g→1Eu.

‡ partial Rydberg character not accounted for here.
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orbitals at or below the HOMO and terminate in the LUMO, as per the dominant excitation

amplitudes (coefficients > 0.25) listed in Table 3 and illustrated in Figure 3, based upon the

Hartree-Fock molecular orbitals shown in Figure 4. All are ligand-based π → π transitions

of 1A1g→1Eu symmetry, except for B3, which involves σ → π excitations and is of symmetry

1A1g→1A2u.

In agreement with previous computational studies,30,31,35,47,64,67 the Q band can be described

essentially as a single-electron 2a1u(π)→ 6eg(π) excitation from the HOMO and the LUMO.

Both the HOMO and LUMO are energetically well separated from other orbitals, so the

excited state is predominantly single-reference. The B3 band at 3.99 eV, previously assigned

as a 1A1g → 1A2u transition on the basis of experimental data,24 is confirmed as the lowest

energy 1A1g→1A2u transition of the system.

All other excited states within 4.8 eV of the ground state have significant multi-determinant

character, involving excitations to the LUMO originating from a set of occupied π orbitals

clustered together at energies significantly lower than the HOMO. There is little to no cor-

respondence between the state assignments provided here and results from previous DFT

studies.30,31,35,47,64,67 Only in this study does the number of predicted transitions within each

region match experimental observations.

Tentative Assignment - L and C regions

Of all bands in the L and C regions, only the C3 band can be unambiguously assigned, based

upon transition intensity data. As shown in Table 3, it is the second most intense transition

in the spectrum, both computationally and experimentally. The fact that the transition en-

ergy is overestimated by 0.43 eV is explained by the inability of the EOM-CCSD(T)/3-21G

model to completely capture the Rydberg character of this excited state.

The remaining transitions cannot be unambiguously assigned, due to uncertainties in cal-

culated transition energies and oscillator strengths. The most straightforward assignment

simply preserves the EOM-CCSD(T)/3-21G energy ordering, as shown in Table 3.
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Figure 3: Energy-level diagram illustrating dominant excitations in the formation of ex-

cited electronic states of ZnPc, according to EOM-CCSD/3-21G calculations based upon

HF/3-21G reference orbitals. The orbital labels and energies refer to the Hartree-Fock MOs

illustrated in Figure 4. Excitations with coefficients > 0.45 are indicated in bold, between

0.30 and 0.45 using unbroken lines, and between 0.2 and 0.3 using dashed lines. 1A1g→1Eu

transitions have square labels, while 1A1g→1A2u are circular.
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the electronic absorption spectrum. Orbitals increase in energy up the page. The 6eg(π)

orbitals form the doubly-degenerate LUMO and the 2a1u(π) orbital is the HOMO.
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However, we have previously established that the σ → π transition of symmetry 1A1g→1A2u

denoted C1 in Table 3, may overestimated by up to 1 eV. Taking this uncertainty into ac-

count, an alternative assignment may be arrived at by matching patterns of predicted and

observed transition intensities, while preserving the ordering of states within each symmetry-

allowed class. In this case, the σ → π transition would correspond to band L1, with the

assignments for all other transitions offset accordingly (L1 → L2, etc).

Despite the ambiguity in transition assignments, this is the first computational study to yield

the correct number of transitions within each experimentally-designated spectral region. In

effect, the C3 assignment book-ends the L and C regions, ensuring a one-to-one mapping be-

tween calculated and observed transitions. It is also the first time that detailed assignments

have been proposed for transitions within the C region.

With the exception of the transition we have denoted C1, all remaining transitions in the

L and C regions may be categorised as π → π transitions of symmetry 1A1g→1Eu, in ac-

cordance with experimental observations.24 Further, all transitions in the C band involve

excitations from orbitals below the HOMO to orbitals above the LUMO (Figure 3 and Table

3), and demonstrate a substantial degree of Rydberg character (Table 2).

We do not attempt to model transitions in the X band, which are probably of predominantly

Rydberg character.24

Discussion - the Q’ band

The origin of the Q’ band has long been the source of significant speculation in the literature.

Magnetic circular dichroism data indicate that this region contains both a vibronic side-band

of the Q transition and an additional electronic transition. However, recent computational

results suggest that Q’ is well-modelled exclusively as a vibronic side-band of Q.67

We have not identified any possible spin-singlet excited states, symmetry-forbidden or oth-

erwise, in the correct energy region. Therefore, in agreement with Theisen et al,67 we can

rule out the hypothesis that Q’ corresponds to a orbitally symmetry-forbidden transition

15



‘borrowing’ intensity from a symmetry-allowed transition purely through vibronic coupling.

However, it remains a possibility that an additional electronic transition arises due to inter-

section between the singlet Q state and the lowest excited triplet state. Conclusively ruling

such a transition in, or out, would require consideration of both spin-orbit and vibronic

coupling effects.

CONCLUSIONS

High level ab initio methods are required to accurately model the electronic absorption spec-

trum of ZnPc. Using δ-CR-EOM-CCSD(T)-IID/3-21G, we have unambiguously assigned all

transitions, except Q’, in the Q, B and N regions of the spectrum, and have tentatively

assigned all bands in the L and C regions. Importantly, and unlike previous DFT stud-

ies,30,31,35,47,64,67 we demonstrate a one-to-one correspondence between number of predicted

and observed transitions in each region, along with qualitatively correct intensities. To ob-

tain quantitatively correct results, it will be necessary to both increase the completeness of

the atomic orbital basis and concurrently increase the extent of the coupled cluster active

space. This remains a daunting computational challenge.

The assignments provided herein for ZnPc will also apply to other metal phthalocyanines

with the same spectroscopic signature; those whose metal d orbitals are well separated en-

ergetically from the ligand HOMO and LUMO. For MPcs with metal d orbitals that have

energies near the HOMO-LUMO gap, the multireference problem becomes acute and is likely

to require even more sophisticated electronic structure models.
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