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Abstract— When a frame transmitted over an error-prone link  not consider slack chunks for the moment). A frame is formed
is hit by bit errors, it is re_transmitted entirely, despite the fact by appending all the chunks to a frame header of size o
that often only a few_ bits are erroneous. _In this paper we bits, and the overall frame has siz’e+L-(c+h) > o04s+h
propose to not use a single checksum covering all data bitsib bits. The receiver behaves as follows: if it detects an error
multiple checksums covering only parts of a frames data bldc . :
(a chunk). In case of a retransmission only the chunks with a in the frame header (which has a separate checksum), the
wrong checksum are retransmitted. We show analytically tha frame is discarded and the transmitter has to retransmit the
for high bit error rates and a time-invariant binary symmetr ic  full frame. If the header is correct, the receiver checksheac
channel this approach can give significant advantages in ters of o, 1 separately and buffers the correct chunks. If all &Bun
goodput over the traditional scheme using only a single ch&sum . . .
per frame. In addition, we propose a simple scheme for adaptiy '€ correct, the receiver delivers the frame to its uppesriay
the chunk size to the current channel conditions and present and sends dinal acknowledgementf not all chunks are
first results for this, indicating that for bad channel conditions correct, the faulty chunks are indicated to the transmittién
close-to-optimal goodput is achieved. an incomplete acknowledgemefithe transmitter retransmits
only the faulty chunks. For example: if the first frame has
L = 8 chunks and the receiver receives five out of eight,

Almost all Automatic Repeat reQuest (ARQ) protocols [1]t requests the missing three chunks. This has the beneficial
[2] rely on checksumso let the receiver decide about theeffect that the retransmission frame is much smaller, coesu
presence of transmission errors. If the checksum is wrdrgg, less energy, produces less interference, is less likehbit
receiver provides the transmitter with appropriate feelba errors and reaches the receiver with smaller delay. However
which triggers a frame retransmission. This kind of protscothe intermediate checksums impose a higher overhead, which
is also used in wireless LANs (e.g. in the IEEE 802.11 WLANnay eat up any gains in goodput for small bit error rates.
standard [3]), which sometimes have to cope with high bit In this paper we describe the ICF scheme in some more
error rates. detail and compare it to the HDTF schemes applied in the

In case of transmission errors often only a few bits al&EE 802.11 wireless LAN (full frames, fragmented frames)
erroneous, but in a frame retransmissédinbits are transmitted with respect to the maximum achievable goodput under a sim-
again, including the correct ones. This paper introducesth ple time-invariant binary symmetric channel. It shows uatth
called intermediate checksum framing sche(€F), which despite its increased overhead ICF can reach a significantly
attempts to rescue most of the correct bits and to restriagher goodput for high bit error rates (which occur fregiyen
retransmissions only to those parts of a frame where biterran wireless LAN environments) than what could be achieved
actually occured; a similar idea is briefly sketched in [4lwith any of the IEEE 802.11 HDTF schemes. On the other
The rough idea is as follows: if there are bits of user hand, under good / ideal channel conditions the overhead of
data, protocols with conventional header/data/trailaming the ICF scheme leads to a smaller goodput than that achevabl
(HDTF) schemes put a headeralits in front of the user data, with HDTF. Therefore, we introduce a simple scheme for
and a trailer ofh bits behind the user data. The header miglaidapting the chunksizeto the current channel conditions and
carry source and destination address, frame length infilsma show its ability to adapt to different channel conditionse W
and further control information, while the trailer consisf the note that the notion of goodput refers to the framing ovetdhea
frames checksum. Thus, the overall frame has sizes + h. needed to transmit one bit of user data. Other error source
In case of a retransmission all of these- s + & bits have to like collisions are not taken into account. Additionallyew
be transmitted again. In contrast, in the ICF schemesthger note that maximizing goodput is equivalent to minimizing th
data bits are partitioned intb chunks each having a raw size energy expenditure.
of ¢ bits, to which a checksum df bits is appended (we do The paper is structured as follows: in the following Section

I. INTRODUCTION



I we describe the system model used in this paper and proviteader containsfaame lengthor f | field, which indicates the
a more detailed description of the operation of both the HDTdverall frame length in bit.The extended header contains two
and ICF schemes. In Section Il we compare the goodput different fields: thechunk sizeor cs field indicates the size
both schemes analytically for a channel with independent loif a full chunk in bits (or larger units like bytes, words, @ic
errors and constant bit error rate. Following this, we pméseexcluding the chunk checksum, while theader checksumr
in Section IV a simple scheme for adapting the chunk sizecs field contains a checksum covering both the common and
to the current channel conditions, and show its performanegtended headers, but none of the chunks in the frames data
for simple examples. After briefly reviewing related work irpart. The receiver can infer the number of chunks contained
Section V, the paper is concluded in Section VI. in a frame and the size of slack chunks from bothftheand
cs fields.
Il SysTEM MODEL The ICF scheme works as follows: after accepting a request

For the purposes of this paper we consider a simple systegfsize s bits from the upper layers, the transmitter fragments
consisting of two stations calledansmitterandreceiver and  this into chunks of size (stored in thecs field) and an ad-
a communications channel in between them. The transmittﬁﬁoneﬂ slack chunkFor each chunk a checksum is Computed
consists of alata sourcegenerating blocks of user data havingind appended to the chunk. The initial frame is constructed
s bits size, and a protocol engine, which implements the serfebm all chunks. Let us first assume that the receiver reseive
and-wait protocol [2] along with either the ICF or HDTFa frame with a correct header checksums and a new
scheme. The receiver generates acknowledgement frames gé§lience number. The receiver can infer the total number of
delivers the received data in-sequence to its upper ldyers. chunks needed for the user request from the initial frame and

The precise operation of the HDTF scheme used in thifiocates a number athunk-buffersaccordingly. The receiver
paper is as follows: a block afbits of user data is transformedchecks all chunks from the initial frame separately and espi
into a frame by prepending a headercbits and appending all those with a correct checksum into the respective chunk-
a trailer of h bits. For example, in generic frames of theyuffer. If some chunks are missing, the receiver sends an
IEEE 802.11 wireless LAN [3], [5] the checksum field hasncomplete ackrame. This contains basically a bitmap where
a width of h = 32 bits and a MAC header of = 240 bits each bit indicates the state of the respective chunk-hudfer
(without considering the header of the physical layer). Weero bit indicates that the corresponding chunk is stillsinig,
consider two different modes for HDTF, similar to what isyhile a one bit indicates that the receiver received the khun
supported in [EEE 802.11: HDTF with and without fragmencorrectly. If all chunks are received correctly, the reeeiv
tation. In the mode without fragmentation thebits of user sends dinal ackframe. If the receiver receives a retransmitted
data are encapsulated into a single frame and the transmitfgme (i.e. it receives a frame with an already seen sequence
performs retransmissions until the receiver sends an inateed number), it copies the correct chunks to their respectivmkh
acknowledgement (which is a positive acknowledgementh(iffer and generates the appropriate acknowledgemertte If t
final acknowledgement) or the maximum number of trials hagansmitter receives a final ack, it may start to process the
been exhausted. However, for the purposes of this paper méxt user request (with a new sequence number). In case of
assume the maximum number of trials to be unlimited. In t% incomp|ete ack, the transmitter prepares a retransomissi
mode with fragmentation (henceforth referred to as HDTKrame containing only the missing chunks. If the receiver
FIR) large frames are fragmented into a number of smallgfils to acquire bit synchronization or if the header check-
frames (according to a predefinfedgmentation thresholdto  sumhcs is wrong, the receiver keeps quiet. Therefore, the
improve the probability of successful delivery of a fragmentransmitter needs mechanisms to detect the absence of an
Each fragment has a full header ofbits and is transmitted acknowledgement frame, e.g. based on timers. In this case th
until it is successfully received or the maximum number ef r@ast transmitted frame (either initial or retransmittearfie) is
transmissions is exhausted. After the receiver has suodigss repeated completely.
received all fragments, these are reassembled and thd!imgsul For the checksums we assume that both the HDTF scheme
data block is delivered to the upper layers. and the ICF scheme use the same kind of checksufyg-

Before presenting the ICF scheme in some more detail, W@l checksum algorithms are parity bits, Cyclic Redunganc
discuss the frame headers for the HDTF and ICF schemehecks (CRC)'s [6], [7] or the Fletcher checksum used in TCP.
We distinguish between theommon headeand theextended |n the IEEE 802.11 WLAN standard CRC'’s are used. For the
header The common header contains all those fields Whi%rposes of this paper we do not require any Speciﬁc kind of
both the HDTF scheme and the ICF scheme have in comme@Recksum, however, for simplicity we assume the checksum
e.g. source and destination address, control fields etcifSpeto be perfect, i.e. the residual error probability is neiblig

cally, we assume that the common header contasenaence  Although not necessary for the protocol, we assume hence-
numberor seqgno field which helps in distinguishing new
frames from retransmitted frames. Furthermore, the commofThis information can also be part of the physical layer heatie in
the IEEE 802.11 WLAN with DSSS PHY, or can be inferred from gap
1we note that nothing in the proposed ICF scheme preventg nsime than  surrounding a frame.
two stations, and furthermore ICF is not tied to send-ani-Wastead, it can 3An interesting aspect would be to shorten the checksum iltRescheme
also be integrated with the Goback-N or Selective-Repea® ARotocols. if the chunk size is small.



forth that the channel has zero propagation delay, whithat the receiver receives the header correctly whileut of

is a reasonable assumption for wireless LAN environment® chunks are received in error is given by:

Furthermore, in the following analytical and simulatioasked ,

evaluations for simplicity we assume that only bit errorg-ha’ (%> 232, ¢ h. ')

pen, packe’F losses due to failure to acquire bit synchrtiniza =(1-p) - (M) (1-(- p)c+h)k ((1- p)c+h)M*’“

is not considered. k

which is due to the independence assumption for the bitgrror
and the binomial distribution. We give the state transition
matrix governing the process(,, ), .y, for the special case of

In this section we compare the ICF and the HDTF schemgs— 4, the extension to a generalis quite straightforward:
with respect to the achievable goodput and the required

I11. ANALYTICAL EVALUATION FOR A
TIME-HOMOGENEOUSBINARY SYMMETRIC CHANNEL

number of packets, other performance measures are not con- 1 0 0 0 0
sidered. For analytical tractability, we restrict to thenple r(0,1) 11— 0 0 0
case of a time-homogeneous binary symmetric channel (BSC) P=1r02) r12 1- 0 0 ®3)
with a fixed bit error probabilityp (i.e. all bit errors occur r(0,3) r(1,3) »(2,3)  1- 0

independently and with the same bit error rate). For the HDTF r(0,4) r(1,4) r(24) rG4) 1-
scheme withs bits of user datap bits of header and bits of where the first row corresponds to state 0, the second row to
trailer / checksum, the frame error probabiliyis given by: state 1, and the last row to state 4, and the constant panamete
P=1—(1—p)ptsth have been suppressed frortk, M;p, ¢, h, o). Furthermore,
the entriesl— are chosen such that the respective row sums
The numberTy; prr of necessary frame transmissions unt#lp to one. We will denote the entry in theth row and;-
successful reception is a geometric random variable with column of P as [[P]];; = p;;, and the entry in thé-th

parameterP, and: row andj-th column of the matrix poweP” is denoted as
1 [P, = pgz.). In generalP is an(L+1) x (L+1) stochastic
ETuprr] = T p= (1 —p)~(otsth) matrix.

The first interesting performance measure is the expected
The goodput for the HDTF scheme can be characterized @smber of framesE [T;cr] needed by the ICF scheme to
the ratio of the size of the user data and the expected numBggcessfully delives = ¢ - L bits of payload. It is convenient

of bits needed to successfully deliver them: to use the survivor representation of a discrete randonalvtari
G(s) = s s — p)lots+h) @ N with rangeNj [9, p.181]:
- ElTuprr)-(0o+s+h)  o+s+h

N _ N E[N]=) Pr[N >l
It is straightforward to find the optimal size of user data P

which maximizes the goodpu(s) for a given bit error rate In our case we can write:

p:
—(o+ ) 1 E[Ticr] =

Sopt (D) B) " 2log(1 - p) @) Pr [one or more steps are neetled
/(0 + h)log(1 — p) ((0+ h) log(1 — p) — 4) + Pr [two or more steps are needed

+ Pr[three or more steps are neefled

It is a little bit more complex to obtain the goodput of the
+ Pr [four or more steps are needed

ICF scheme. The basic tool for this is the development of a
time-homogeneous discrete time Markov chain (TH-DTMC) +..
describing the evolution of the transmission obits of user =
data. We assume an overheadobf> o bits, L > 1 chunks, = 1+ Z(l —PriX; =0]Xo =L])
furthermore each chunk consists ©bits user data bits plus 2;2
h bits for the chunk checksum. The overall frame size is thus - 1+ Z(l [P ps11)
o+ L-(c+h)>o+s+ hbits (if s = L-c). For a single = ’
user request, we introduce the state variabjeas the number .
of unacknowledged chunks after theth frame transmission, As a first showcase, we compaeT;cr] andE [Trprr)

. ) for transmission ofs = 1000 bits of user data. We have
clearly we haveX, = L. The receiver discards a frame

. . . usedh = 16 bits for each checksum, the common header
completely, if the header checksum is incorrect, which leagp . _ . . '
with probability 1 — (1 — p>o'_ The probability that a single is of o = 100 bits length, while the common and extended

; N . .. header sum up to’ = 116 bits. For the ICF scheme we have
chunk is erroneous is given dy- (1—p)**. The probability, used fixed vaFues of — 250 and L — 4. For the HDTE

4In [8] it is shown that frame losses due to lack of bit synchzation are scheme we have assumed the Val’la!’\t WI'FhOUt segmentation
a major source of frame errors. and reassembly. The results for varying bit error ratare
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Fig. 1. Expected number of frames needed to transmit 10800bipayload Fig. 2. Expected number of frames needed to transmit 1080obipayload
vs. the bit error rate, the HDTF scheme uses a single frame wita- 1000,  vs. the bit error rate for the ICF and the HDTF-F/R schemes, using optimum
the ICF scheme uses= 250, L =4 frame / chunk sizes

shown in Figure 1 as a log-log-plot. It can be seen that fiame size, the ICF scheme needs significantly fewer frames
increasingp we haveE [Typrr] > E[Ticr] and the order for error ratesp > 1074,
of magnitude of the difference increases with increagings ~ As a third comparison, we present results for the optimum
an example, fop = 0.004 we haveE [Typrr] ~ 88.6 and achievable goodput for the ICF and HDTF schemes for varying
E [Trcr) = 8.7. Therefore, if the transmitter has no chance tbit error ratep. For the HDTF scheme, the optimal goodput
select a good frame size for data transmission and the chariedirectly determined from Equation 1 picking the optimal
has high error rates, the intermediate checksum approach §@me size determined from Equation 2. The other parameters
give dramatic improvements in transmission efficiency. ~ are o = 100 bits andh = 16 bits. For the ICF scheme
In the second step, we compare the ICF scheme with tifee optimal goodput is (at least in principle) obtained by
HDTF scheme with fragmentation and reassembly (see Sectisnunting for each possible execution the number of bitstspen
1), termed HDTF-F/R. The best use of HDTF-F/R is made ffor it, and summing over all possible executions, weighing
the size of a frames data part is chosen according to Equatigich execution with its probability. An efficient compubati
2, since this choice maximizes the goodput by minimizingrocedure was developed, however, the details are omitted d
the frame retransmission probability. Again, both scheares to lack of space. The computations were carried out using
faced to the task of transmitting= 1000 bits of user data over o’ = 116 andh = 16 bits, and the chunk size is determined
a channel with bit error rate. The HDTF scheme is allowed from Equation 4. In Figure 3 we compare the achievable
to pick the optimum frame size¢ = min{s,,:(p), 1000} and goodput for both schemes for bit error rates between10~°
for this frame sizeF [Ty prr| is computed and multiplied andp = 10~2 and for different values of., thus making the
with the needed number of frames (ignoring rounding to initial frames in the ICF scheme larger. The following psint
the next integral number). As for the ICF scheme, we have ae remarkable:
decide about the optimal chunk size, which can be shown tos The ICF scheme gives significantly better optimal good-

be given by: put than the HDTF scheme for error ratesl0—*
« The goodput of the intermediate checksum scheme tends
Copt(P) = _h h(hlog(1 —p) —4) (4) to increase withl, but the advantage becomes smaller as
2 4log(1 —p) L becomes larger.

This chunk size optimizes the goodput of a single chunk: ¢ The ICF scheme has its biggest advantagespfer 2 -

Jeth 1073...3- 1073 (for p = 0.002 we have: goodput of

H(c) = c-(I-p (5) HDTF = 0.335, goodput of ICE= 0.5) while for even
c+h larger p the curves move closer together. Accordingly,
With this relationship,L is determined as: we can observe in Figure 2 that for largerthe curve
1000 for the ICF scheme has a larger slope than the curve
= : for the HDTF scheme. An explanation for this is that
[mm{copt(p), 1000}—‘

we have used = 100 and o’ = 116, which was done
andc as %, again ignoring the need to round to the next to account for the extension header needed by the ICF
integer. The result is shown in Figure 2. It can be seen that scheme. Therefore, gs becomes larger, the additional

even if the HDTF-F/R scheme is allowed to pick the optimum  retransmissions caused by the larger header tend to eat
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and accordinglyﬁ gives the estimated success probability
pc to transmit a chunk correctly. The chunk error probability
is then estimated als—p¢c. For a BSC channel the relationship
) between the bit error rate and the chunk error ratée — pc

is given by:

1—pc=1-(1-p*"

optimum achievaple googdput

which can be solved fop as:
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. . . , However, practical experimentation with known channel-con
Fig. 3. Comparison of the optimum achievable goodput foHBE F scheme

(With s = sopt(p)) and the ICF scheme for differedt andc = copt (p) ditions showed that a more accurate estimate is given by:
1
p= 1 o pé+}L+o’
up the gains of the ICF scheme. which can be explained by the fact that all frames for a
request have a header of sizebits which for the first and
IV. MAKING THE SCHEME ADAPTIVE subsequent retransmission is shared between only a small

In the previous section we made the unrealistic assumptiggTber of chunks. In addition, errors in the header leadss lo
that: a) the channel bit error rate is constant; and b) it am ©f @ll the contained chunks. The actual adjustment algorith
to the transmitter, which can choose the optimum chunk Bfauires a fixed > 1 and adjusts the chunksizeonly within
frame size. In practice, however, neither of these confitie S°Me PouNds,;, a”dcmc,wr' the initial chunlk SIZ€ I€initial -
true. We could always choose a small chunk size. This mby/rthermore, ifX (n) = L’ then we choose’ = c;,q.. After
give close-to-optimal goodput for high bit error rates, tart adiusting the chunk size the history is cl.ea?ed. ,
small rates significant bandwidth is wasted. In this section V& discuss some experiments with this adaptation scheme.
we propose a simple adaptation scheme, which gives aimdBe results are obtamed using S|mylat|ons. The simulator
the optimum goodput for high error rates, reasonable gopdpt§eS the OMNet++ discrete-event simulation package [10]
for low error rates and which uses only information readil@nd iS validated by comparison with the analytical results
available: no additional information from the hardwaréglia oM Section Il We have choseh = 16, o' = 116 ,
received signal strength indicator) is used. Cmin = 2+ h = 32, Cax = 100-h = 1600 andcinitiar = 300.

Our starting point are Equations 5 and 4, which allow to find/e have set to 3600 bits and new requests are generated
the optimum chunk size for the instantaneous bit error pate €VeTY 10 milliseconds. The channel bandwidtis 1 MBits,
Therefore, the transmitter has to estimat@o do this, it keeps the history depth is: = 10 and we considered two constant
for a given chunksize’ a history of outcomes(t;, L', r;, w;), bit erro_r rates ofp = 0.0_01 andp_: 0.00001. Forp = 0.QQ1
where an outcome belongs to a single user request to trandti OPtimal chunk size is 118 bits and fop = 0.00001 it is
s bits of user data. The history is required to have a certdin 1256 b_|ts. The evolution of_the.chunk5|ze over the flrst_ 100
depth for performing the adjustment algorithm. This degth PECONdS is shown for = 0.001 in Figure 4 (the corresponding
either specified by a fixed numbeof entries, or by restricting f19ure forp = 0.00001 is omitted due to lack of space). The
the entries to belong to a time window. For simplicity, wd°!lowing points are remarkable:
choose the first approach. For outcoime; denotes the time e« Forp = 0.001 the actual chunksizes have only a compara-

instant where the final ack is received, denotes the nominal bly small variance (coefficient of variation ef 0.2) and
number of chunks I/ = s + ¢), r; > L’ denotes the a mean value of 126 bits, which is close to the optimal
number of actually transmitted chunks, ang denotes the chunksize of 118 bits. Therefore, it is not surprising that

number of actually transmitted slack chunks, which occur if the achieved goodput of 0.643 is close to the optimal
L' mod ¢ # 0. The proposed scheme assumes that channel goodput of 0.646.
errors occur independently with a constant rate during the

time spanned by the history entries. Therefore. the numbe?We made the implicit assumption that all history entriesehttve same
f trial . inal hunk ' Iw ight. However, one can argue that old entries are usetesshat entries
of trials needed to transmit a single chunk can be modelgghid be weighted according to their age. However, in thaluetions

as a geometric random variable: with parametempc. We  discussed in this paper we have assumed a periodic trafficesauith 100

have E [TC] — L If we haven entries in the history and Hz, and the setting: = 10 means that the history entries are at most 100
pc ’ milliseconds old when they are considered for adjustihgBut clearly, for a

if X(n) =137 r isthe mean number of actual chunksractical implementation a more sophisticated scheme gt
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when only a few bits are erroneous. We have shown that in
case of a static binary symmetric channel and comparably hig
error rates as they might occur in wireless channels, the ICF
scheme delivers significantly better user data goodputitiean
traditional HDTF scheme. In addition, the ICF scheme can be
easily incorporated into other ARQ protocols than send-and
wait.

However, since wireless channels are time-varying and
typically unknown, the right chunk size cannot be staticall
configured. Therefore, we have developed a simple scheme
for adapting the chunk size to the current channel condition
Despite its simplicity (only readily available informatids
taken into account) the adaptation scheme achieves atese-t
optimum goodput for high bit error rates, for small bit error
rates the results are still satisfactory.

There is a lot of room for further research. One important
topic is the behavior of the ICF scheme and the adaptation

scheme for different types of wireless channels, e.g. when
errors occur in bursts. Another important topic is to inigege

« Forp = 0.00001 the mean value of the actual chunksizegther adaptation schemes and to incorporate the effects of
is 1343 bits, as compared to the optimal value of 1256C-
bits. The coefficient of variation of the chunk sizes is
~ 0.3, therefore, for smallep the chunk sizes are more (1] H. Liu, H. Ma, M. E. Zarki, and S. Gupts, 'E ol saies 1

. : . Ly, H. Ma, M. E. Zarkl, an . Gupta, rror controi es for
Yanable thar_] for largep. The actually achieved QOOdpqt networks: An overview,MONET — Mobile Networks and Applicatigns
is 0.94, which three percent less than the theoretical vol. 2, no. 2, pp. 167-182, 1997.

optimum of 0.97. [2] D. Haccoun and S. Pierre, “Automatic repeat requestThe Communi-

. . . . . . cations HandbookJ. D. Gibson, Ed. Boca Raton, Florida: CRC Press
The main advantage of this simple estimator is that it uses ;|ggg press, 1996, pp. 181-198.

readily available data and that its computation costs ai& qu [3] The Editors of IEEE 802.11EEE Standard for Wireless LAN Medium

moderate, the computation time of the mean Va}ﬂén) is ?gggss Control (MAC) and Physical Layer (PHY) specificaidsiov.

basicallyO(n). [4] P. Lettieri and M. Srivastava, “Adaptive frame lengthnowl for im-
proving wireless link throughput, range and energy efficyenin Proc.
INFOCOM 1998 San Francisco, CA: IEEE, 1998, pp. 564-571.
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In this paper we have introduced the idea to use intermediate
checksums in large frames to avoid loss of many correct bits



