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Abstract

Data compression is well known as a transformation of data tra�c that is able to greatly
increase the data rate in a network, and as the cost of processing power decreases compres-
sion is becoming more and more widely used for this purpose.

In this paper, we look at the statistical properties of this transformation, studying
changes in the probabilistic characteristics of packet sizes caused by compressing packets
transmitted under three di�erent network protocols (TCP, IP, and Ethernet) and using three
di�erent compression algorithms. The analysis is performed on real data tra�c recorded in
a local area network environment. Our aim is to provide network designers with a model
of compressed data tra�c that could be useful in modelling and performance evaluation of
telecommunication networks.

1 Introduction

Measurements of real data tra�c have been widely recognised as an important aid in perfor-
mance modelling, design, and development of telecommunication networks. Newly emerging
services and new applications of data communications demand more exhaustive measurement
studies to provide foundations for the development of high speed telecommunication networks
of the next century. A survey of pre-1988 publications on data tra�c measurements was pre-
sented by Pawlita [12]. Most of the research activity reported on is either user- or system-
oriented and emphasises the dependence of data tra�c on network architecture and/or com-
munication protocols. Little attention has been given to studying the in
uence of various data
transformations on the statistical properties of data tra�c.

Data compression, used to reduce data storage requirements and to increase the e�ciency
of data transmission, has many applications in telecommunication. For example it is used in
facsimile services [6], Usenet electronic news [7], and the PCTERM system [1], as well as with
the V.42bis [14] and MNP protocols.

We focus our attention on data compression as a stochastic transformation of data tra�c.
An important feature of this transformation is the e�ect it has on the distribution of packet
sizes. The in
uence of compression on characteristics of data tra�c in a local interactive
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data communication system was reported in [10]. In this paper, we present the results of
exhaustive studies of data tra�c in a local area network, and its characteristics before and
after data compression by three di�erent compression algorithms (described in Section 2). The
measurement experiments and the environments in which they were performed are described
in Section 3. Experiments were designed to assess the e�ects of the compression method
used and the level of the protocol stack at which compression was applied. Characteristics of
uncompressed and compressed data tra�c are presented in Section 4.

2 Data Compression

Applying data compression in a communications environment provides a means of trading
channel bandwidth for computing power. A system using compression is less demanding on a
network, but requires more processing from the devices at each end. There are various levels of
tradeo�, ranging from simple compression methods that are very fast but do not reduce the size
of the data by much, to very complex methods that require a lot of computing resources, but are
able to reduce the amount of data by a considerable amount. Computing power is generally
improving at a greater rate than communications bandwidth, so more complex compression
methods are becoming viable.

At present data compression is used mainly in wide area networks. Data being transmitted
between di�erent cities and countries is often compressed because substantial cost savings can
be made. At a more local level, compression is becoming common in modems (particularly
where the V.42bis and some of the MNP protocols are supported) because it enables higher
data rates to be achieved over telecommunication lines. If this trend continues, one can expect
to see compression applied in local area networks.

Currently, fast compression methods are used in order to keep the cost of compressing data
low. In our work, three compression methods (Hu�man, Compress , and PPMC ) have been
evaluated as transformations of data tra�c at the packet level in a local area network. The
three methods are representative of the most popular approaches to compression. The �rst
two are already commonly used in protocols such as V.42bis and MNP. The PPMC method is
currently too resource-intensive to be suitable, but will become viable for many applications in
the near future as processor power and memory become cheaper.

The Hu�man method is an adaptive Hu�man code that uses Gallager's method [5] for
adapting the code tree. The code for each input byte is determined from the relative frequency
of that byte in the prior text so that more common symbols get shorter output codes, and rare
symbols get longer output codes.

The Compress program is a Ziv-Lempel variant, based on Welch's LZW method [15]. LZW
constructs a \dictionary" based on the previously coded text. The string of text that is about
to be coded is located in the dictionary and is replaced with a code to represent its location
in the dictionary. This method usually gives slightly better compression than Hu�man coding
because it takes account of some correlations between character occurrences.

The PPMC method (Prediction by Partial Matching, method C) is a variation of a method
proposed originally by Cleary and Witten [4] and re�ned by Mo�at [9]. The PPMC method



\predicts" a forthcoming character using a probabilistic model. The model is constructed
using the prior text, so the decoder is able to construct the same model. To code a character,
the compressor takes the preceding n (most often three) characters, and obtains the relative
frequencies of characters that have occurred in the context of those n characters earlier in
the text. This provides a probability distribution that is used to code the next character
using arithmetic coding [16]. If the estimated probability of the next character is zero, then a
special \escape" character is transmitted, and the compressor shifts down to a context of n� 1
characters. This continues until the character is eventually coded, using no context at all if
necessary. In practice, many characters are coded with high probabilities, and so add few bits
to the output. This leads to a very economical coding, usually signi�cantly better than that
achieved by Hu�man or Compress . For more details of these methods, the reader is referred
to Bell, Cleary and Witten [3].

3 Description of Measurement Experiments

As already mentioned, in this paper we are interested in the changes in distributions of packet
sizes caused by data compression in a local area network.

Data tra�c was recorded in a LAN in the Computer Science Department of the University
of Canterbury. The LAN consisted of 12 Sun workstations and about 60 X-Terminals, all
connected by two Ethernet segments. One of the Suns was the departmental �le-server and
was the bridge between the two Ethernet segments. Some of the other Suns had local disks,
but most are diskless.
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Figure 1: The TCP/IP protocol stack.

Nearly all tra�c on the departmental Ethernet segments results from use of the DARPA
Internet protocol suite, whose major transport protocols are TCP (a reliable byte-stream pro-
tocol) and UDP (an unreliable datagram protocol). The experiments described in this paper
are based on analysis of the TCP/IP protocol stack, as shown in Figure 1. Results including
an analysis of UDP packets will be published in [11].

Messages passed to TCP are split into packets of less than 64kb1 and a TCP header of at

1 In practice, Sun's TCP implementation splits the message into pieces that should not be fragmented when



least 20 bytes is prepended to each packet. Each TCP packet is passed to IP, which forms one
or more IP packets each with an IP header of at least 20 bytes and passes them to the Ethernet
layer. Finally, the Ethernet interface extends each IP packet by adding an Ethernet header
and trailer before transmitting it.

To perform our experiments we collected from our Ethernet segments large numbers of
packets, typically 750,000 or 1,000,000 at a time. The collection periods were spread out
over a working day so that we obtained a representative sample of packets on the network.
We repeated the experiments six times between April and October 1993. In the interests of
privacy and data security the raw data was stored in encrypted form and discarded as soon as
was practical.

Analysis was performed at the Ethernet, IP and TCP levels, requiring construction of IP
and TCP packets from the Ethernet packets recorded. The IP level data was processed to
remove all IP packets that contained UDP packets. This processing was not entirely accurate,
but we estimate that in the worst-case less than 0:7% of the UDP packets could have escaped
removal.

By compressing with three di�erent compression methods the data portions of the Ethernet,
IP and TCP packets, we simulated the e�ect of introducing compression at various levels of
the TCP/IP protocol stack. At each level, the headers of the packets were not compressed,
although the data portions contained the headers of upper layer packets. The lengths of
the uncompressed and compressed data portions of the packets were stored and the packets
discarded. The next section discusses our analysis of the statistical properties of these lengths.

4 Data Analysis

Typical distributions of packet sizes before and after compression by the Hu�man, Compress
and PPMC algorithms are shown in Figure 2. Arrows point to the largest packet size recorded in
each case. One can see that in all cases we dealt with typical multimodal distributions observed
also in previous studies of LAN teletra�c [2, 13]. Also, it is clear that for all data compression
methods used the packet size distribution was 
atter than that of the uncompressed packets,
while the range of packet sizes after compression became wider.

Data compression is usually characterised by a compression ratio de�ned, in this case, as the
ratio of the mean packet sizes before and after compression. To analyse the changes in statistical
characteristics of data tra�c caused by compression, we analysed the �rst three moments of
the empirical distributions of packet lengths: the mean value, variance (or, equivalently, its
square root, i.e. standard deviation), and third central moment. These results were used to
determine the coe�cient of variation (the ratio of the standard deviation and the mean) and
the coe�cient of skewness (the ratio of the third central moment and the cube of the standard
deviation).

crossing the network. When transmitting over Ethernet, TCP packets are no larger than 1460 bytes, so that

when a 20 byte TCP header and a 20 byte IP header are added the packet will �t exactly into a 1500 byte

Ethernet packet.
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Figure 3: Real data tra�c. N = No compression, H = Hu�man, C = Compress , P = PPMC

hand, one can also see that the better the compression the larger the coe�cients of variation
and skewness of compressed packet sizes. While these e�ects of compression were typical for
all samples of data tra�c that we collected, there are instances where changes of standard
deviations, or coe�cients of variation, had di�erent character (see, for example, the standard
deviation at the IP and TCP levels under Compress in Figure 3, or the coe�cient of variation
at the TCP level under the same method in Figure 4). Closer investigation of these cases led
us to the conclusion that the data tra�c recorded in these cases was \contaminated" by data
that was already compressed. To support this thesis, Figure 5 shows the e�ects of compression
on pre-compressed data tra�c. This com�rms that the anomalous behaviour could be caused
by already compressed data.

Our results con�rm previously reported �ndings that coe�cients of variation greater than
one are typical for data tra�c in LANs [8]. Our results show too that the coe�cients of skew-
ness, both before and after compression, can assume larger positive values than the coe�cients
of variation.

This indicates that packet sizes both before and after compression can be modelled by the
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Figure 4: Real data tra�c. N = No compression, H = Hu�man, C = Compress , P = PPMC

same class of probability distributions with coe�cients of variations greater than one, that is,
a discrete homologue of the class of (continuous) hyperexponential distributions.

This was con�rmed by �tting mixed Erlang distributions to our experimental distributions
of packet sizes [11], leading us to the conclusion that compression of data tra�c at the packet
level in local area networks reduces the mean value and variance of the packet size distribution,
but the resulting probability distribution remains in the same family of distributions with
coe�cients of variation and skewness greater than one.

5 Summary

In this paper we have considered the statistical properties of data compression as a transfor-
mation of data tra�c in a local area network environment. Data tra�c was measured at three
di�erent levels of the network architecture and three di�erent compression methods were as-
sumed. The results reported in this paper reveal new features of data compression in a network
environment and should help to develop more precise models of data tra�c.
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Figure 5: N = No compression, H = Hu�man, C = Compress , P = PPMC
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