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Abstract

Global warming and increasing atmospheric nitrodeposition are ranked as
second and third most important global drivers mfdlversity loss. Widespread
species losses have deep implications for the ifumog of ecosystems, the delivery
of essential ecosystem services and their resdiet@w future environmental
perturbations.

There is growing recognition that interactions bestw species play a crucial
role in determining the response of ecosystemsldbat) environmental changes.
Moreover, evidence of synergistic effects betwedoba change drivers has
prompted numerous calls to integrate multiple devén ecological research.
Nevertheless, empirical studies assessing the impatemperature and nitrogen on
communities at multiple trophic levels are largalysent. This thesis explores the
effects of temperature and nitrogen on a tri-tropBystem comprising plants,
herbivores and natural enemies. The first chagtews impacts of the drivers on the
composition and phenology of an herbivore communityie second chapter
highlights changes in biomass under the treatmantisree trophic levels. The third
chapter explores, for the first time, the impactstemperature and nitrogen on
quantitative food webs. Finally, the last data ¢bapses body size as an important
species trait to gain insights on the mechanisrasiog shifts in food web structure.

The key findings of this thesis were i) trophiceirgctions largely mediated the
effects of both global change drivers ii) In partar, strong bottom-up effects
determined the system response, with herbivorgoneng positively and
consistently more so than plants and parasitoig&uticular. However, iii) this
contrasting response was not explained by a phgitalomismatch. iv) Food-web
structure responded to the changes in composifiberbivores and parasitoids, but
shifts in interaction structure did not affect tiesilience of the food. However,
temperature and nitrogen impacted host-parasitmd-fveb structure by altering the
response of parasitoid species to host densitysaedstructuring, which is likely to
bear consequences on host-parasitoid co-evolutidritdaure food-web architecture

and stability. Finally, v) we found frequent, notidétive interactions between the

Vil



global change drivers. We conclude that co-occgr@mperature and nitrogen are
likely to alter food-web structure and overall eggsiem balance, with increasing

herbivore dominance likely to have important imations for ecosystem functioning
and food-web persistence.
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CHAPTERI

Introduction

1.1 A perspective of climate change in ecological research

It is only in recent times that the term “climateaage” is debated by the public
and not only specialist scientists. Although soroepsics still “don’t believe man-
made global warming is settled in science enou§htl Perry, US elections 2012
Republican candidate, cited in Hymas; 2011) readetades of research have
generated the prevailing understanding and sensewofership of this global
problem. The correlation between human activitied eimate change was first, and
unsurprisingly, suggested by meteorologists. A @deam Reuters “Web of
Knowledge” database reports studies on regionalatic changes as far back as the
early 1900s, with at least 11 studies between 1&08® 1920 (and there could
conceivably be more, as many early studies camnmtrialsed on such databases). It s,
however, not until the 1950s that scientists begansistently inferring human
influence on the world’s climate, from a geophybmearspective (Plass 1956).

Despite the well-known importance of abiotic fast@uch as climate for
determining species distributions and the niche s@Rthal 1953, Bary 1964,
Kolosova 1975, Thorp and Hoss 1975) ecologists wkrnser than meteorologists to
embrace climate-change research. For example, itoriaddated 1965 by Paul S.
Martin, entitled “The Current Consensus on Clim&titange” (Martin 1965) refers
to the growing agreement among atmospheric scisntigt human activities are
affecting the global climate. With regards to egylothe author contends that any
“... ecologist with a taste for theory will find fulineasure in the meteorologists'
attempts to unravel the cause(s) for climatic ckeamgccording to one school the
warm-up of the last 60 years might be attributeantan, through industrialization
and increased slash-burn agriculture, both actingatse the C@ content of the
atmosphere and thus to increase the atmospherenigvase effect”. He further

implies that atmospheric climate change publicatimommend themselves to an



often neglected corner of the ecologists’ bookshdtideed, although ecological
climate change research has increased exponenbady the last few decades
(Figure 1.1), Martin’s somewhat visionary statembatl to wait nearly 40 years
before titles such as “Ecological responses tonteckmate change” (Walther et al.
2002) and “A globally coherent fingerprint of clitmachange impacts across natural
systems” (Parmesan and Yohe 2003) were publishetl rapidly established
themselves among the most cited papers in ecologesearch. Nowadays,
understanding, predicting and mitigating the effeon the biosphere of global
environmental change (GEC), with climate as a k&yed, is now widely recognized

as one, if not the, major challenge in ecology (W&l et al. 2005).
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Figure 1.1 Publication report (source: ISI Web of Knowledge) in the category “Environmental
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Sciences and Ecology” matching with “global warming” as keyword, for the period 1960 to
2010. The same search using “climate change” as keyword yielded ca. 48,176 studies between

1960 and 2010; 41,871 of these were conducted between 2000 and 2010.

1.2 How does climate change affect us?

Global ecosystems are undergoing rapid change aadyntwo thirds of the
services provided by nature to humankind, such rasigion of food and water,
disease management, climate regulation, and aEsémgoyment, are found to be in



decline worldwide (Chapin et al. 2000, M.E.A 2006az et al. 2006, Fargione et al.
2008). Human activities since industrialization @daghanged ecosystems more
rapidly and extensively than during any compargleleod of time in human history,
largely to meet rapidly-growing demands for foodgsh water, timber, fiber, and
fuel (M.E.A 2005). This has resulted in a substnand largely irreversible, loss of
biodiversity (Pimm and Raven 2000). These changestsystems have contributed
to substantial net gains in short-term human weilp and economic development
(Raudsepp-Hearne et al. 2010), but such gains bese achieved at growing costs
in the form of the degradation of many ecosystemices (M.E.A 2005). Evidence
of GEC as a consequence of anthropogenic activétiaew widely accepted (Sala et
al. 2000), and the degradation of ecosystems omolden significantly during the
first half of this century (IPCC 2002, M.E.A 2005kcologists are therefore
challenged with understanding the mechanisms throwdich GEC influences
species, communities, ecosystem functioning, amsexquently, the delivery of
services on which we all depend (Chapin et al. 2000

A major research theme within ecology has suggethed the rates and
stability of ecosystem functions such as produtgtistrongly depend on biodiversity
(McCann 2000, Loreau et al. 2001, Hooper et al5200onsequently, the effects of
GEC on biodiversity have become an ongoing cemdnac in ecological research.
Biodiversity is rapidly declining world wide (Leakeand Lewin 1996, Pimm and
Raven 2000), and numerous studies have demonstatedically that GEC has
played a major role in this decline (Thomas e2@D4, Botkin et al. 2007). Sala and
colleagues (2000) ranked the top five GEC driverstarms of their threat to
biodiversity as: land use change (loss and fragatiemt of natural habitats), climatic
changes, deposition of anthropogenically-fixed agén, biotic invasion and
increasing atmospheric GOAIl of these drivers are predicted to become more
important as human exploitation of the environmeoteases over short time scales,
and this is likely to accelerate the ongoing lokbiodiversity throughout the world
(Thomas et al. 2004, Dobson et al. 2006).



1.3 The multiple axes of real-world complexity

1.3.1 Biodiversity and the importance of interactions among species

Decades of biodiversity research, led to growiniglewce that species diversity
per seis crucial, but not the sole parameter determimind maintaining the stability
of natural ecosystems. In particular, ecosystenilgtais strongly interconnected
with the multitude of biotic interactions among sigs (McCann 2000, Bascompte et
al. 2006, Suttle et al. 2007, Okuyama and Hollaf08). Biodiversity can both
affect and respond to the strength of biotic irdBoms, whereas biodiversity loss can
be at the same time a cause and consequence ajeshan ecosystem processes
(Hooper et al. 2005).

The role of biotic interactions in ecosystem fuooing, and their response to
GEC, have traditionally received less attentiomtiéodiversity (McCann 2007),
with much of it only in recent years (Tylianakisat 2008). This historical lack of
research focus probably stems from difficultiegjuantifying changes to interactions
compared with species abundances or richness.g¥#ial environmental changes
are expected to affect interactions among all asgas, through direct effects on
phenology (Root et al. 2003, Encinas-Viso et allZ0 physiology (Chown and
Gaston 2008), distribution range (Parmesan et 8991 Thuiller et al. 2008),
behaviour (Stokes et al. 2004), the physical emvitent in which interactions take
place (Laliberte and Tylianakis 2010), and indiatfitness (Memmott et al. 2007),
or indirectly through cascading responses of troghiuucture (Barton 2011).

Different trophic levels have been shown to reaitekntly to climate change
(Voigt et al. 2003) to the extent that predatorypaad plant-herbivore interactions
have been disrupted by warming (Parmesan 2006HieStion multitrophic food
chains have shown that changes in plant resouraktyyumediated via herbivores,
can cascade up to the predator level (Fox et a80,1%9e Sassi et al. 2006,
Bukovinszky 2008, van Nouhuys and Laine 2008). &@dperformance can also be
affected directly by GEC drivers, and this may haegere consequences for their
ability to control herbivore populations (Stiremah al. 2005, Wilmers and Getz
2005). In turn, plant primary production has impatt implications for food
production and carbon sequestration (Luo 2006, Rei@l. 2006b), but a net benefit



to herbivores may signal future increases in pegbreaks, which could arise
through changes to the system stability (HaddadX199

Integrating ecological interactions into global oba research is therefore
recognized as a necessary challenge for ecologyh fwr understanding how
ecosystems may respond to climate change, andyafsrally to incorporate greater
real-world complexity into our understanding of s and communities
(Harrington et al. 1999, Tylianakis et al. 2008In@in et al. 2010).

1.3.2 Biotic complexity: from species to networks

Natural systems are an integration of entities @nocesses that we, as
ecologists, typically attempt to separate intoidgtpartitions that allow description
and understanding. However, real-world complexityits our ability to extrapolate
conclusions from such discrete “building blocksldoger units such as communities
and ecosystems (Tylianakis et al. 2008). While aege examining the effects of
different GEC drivers on single species (Arft et 2999), plant-plant interactions
(Brooker 2006b), plant-herbivore interactions (Tdpand Lerdau 2004, Stiling and
Cornelissen 2007) and predator prey dynamics (PeEm2006) has made consistent
progress in the last few years, impacts on bioklgtommunities and more complex
networks of feeding interactions are poorly underdt(McCann 2007, Tylianakis et
al. 2008, Ings et al. 2009). In the face of a tpnessured challenge such as
predicting the effects of climatic changes on keyosystems, our power of
generalisation becomes paramount.

A promising way to achieve this is by scaling upr amderstanding from
species-specific case studies to multispecies mksvand processes (Bascompte
2009). With the development of new theories andstoecological research is now
moving in this direction, producing research atréasing levels of biotic
organization, from communities to multitrophic irgetion patterns and even
guantifying changes to entire systems.

All species interact with other species in antagtini(e.g., predator—prey) or
mutualistic (e.g., plant-pollinator) networks ofteeferred as ‘food webs’. These

networks describe the feeding relationships betvedlespecies in the web. However,



for interactions between species to occur, theigpanust not only be present, but
also co-occur in space and time, and have the glogsctal ability to interact.
Therefore, food webs are more than the sum of tdwiponent species (Montoya et
al. 2006, Bascompte and Jordano 2007, Bascompt®),280d recent studies have
shown that the structure of the food webs can m$po global environmental
changes beyond changes in species diversity armbamdance (Tylianakis et al.
2007). In addition to improving realism, the incoration of higher levels of biotic
complexity may improve our understanding of ecamysstability. The potential for
a relationship between diversity and stability waggested more than half a century
ago (MacArthur 1955, Elton 1958). However, the gaheiew that species diversity
promotes stability was challenged by May (1973) wimoodeling randomly-
assembled food webs, found that diversity tenddewiabilize community dynamics.
Years later, further research showed that reafant®n networks were more stable
than randomly-constructed webs (Yodzis 1981), iaiig that elusive mechanisms
drive stability beyond the number of species orlagioal interactions. More
recently, it was proposed that interaction strengttrucial to stability. In particular,
the interplay of strong and weak interactions cdagda main mechanism conferring
stability to ecosystems (McCann et al. 1998), aaklyeinteracting species stabilize
community dynamics by dampening strong, potenti@lgstabilizing consumer—
resource interactions (McCann 2000). This impllest decreasing biodiversity will
be accompanied by increases in average interastiiengths within ecosystems, and
a concomitant decrease in ecosystem stability (MoC2000, McCann 2007). A
recent explosion of food-web studies, augmentedhisyincorporation of network
modelling techniques, confirms how complex netwarkbiotic interactions such as
predation play an important role in the maintenaoc®iodiversity and ecosystem
stability (Bascompte et al. 2006, Rooney et al.&00arlsson et al. 2007, Montoya
and Raffaelli 2010, Stouffer and Bascompte 2011).

The potential of interaction networks for mediatiagosystem responses to
GEC, and the stability of the ecosystem serviceswinich human well-being
depends, remains largely unexplored. However, dldma fast-growing body of
literature is providing the first insights into deequestions. Tylianakis et al. (2007)

showed that land-use change has significant effestdood-web structure, even



when biodiversity was not significantly altered.pioring the effects of invasion on
plant-pollinator mutualistic networks, Aizen et §008) found that connectivity
among native species declined in highly-invaded sveffhese examples highlight
potential consequences for ecosystem functionimgstability that trace back to the
ways in which species interact with another, ratltfgan being dependent on
biodiversity. However, another study found thateef§ of land-use change on
species composition were not reflected in the dtaive interaction structure of
local food webs: landscape context (fragmentatiot igolation) had no detectable
effects on food-web topology (Kaartinen and Rostdll). Collectively, these
studies demonstrate that global environmental obsmegn affect biotic interactions
along with or independent of their effect on bicaiisity.

Network theory provides a conceptual frameworkseeas the consequences of
perturbations at the community level, and this maywe as a first step toward a more
predictive ecology in the face of global environtarchange (Bascompte 2009).
Furthermore, the incorporation of network structum® conservation monitoring
and strategy is a challenging yet promising tooe Tésponse of different network
attributes to biotic and abiotic changes must bdetstood before a compelling and
generalized argument for the conservation of ndtwstructure can be made
(Tylianakis et al. 2010).

1.3.3 Synergistic global environmental change drivers

There is increasing recognition that the effectdiffierent GEC drivers can
interact with one another (Didham et al. 2007, diydikis 2008), such that their
combined effect may be greater (Shaw et al. 20033 (Cleland et al. 2006) than
that of each driver in isolation. The current e highlights the complexity of
ecosystem responses to multiple drivers, with tesanging from additive effects
(Reich et al. 2001, He 2002, Zavaleta et al. 2Q03)ue interactive effects, where
the response to one driver depends on the otheerdisuch that the two drivers
counteract (Hattenschwiler and Schafellner 199%ridest al. 2005) or augment
(Long et al. 2006, Reich et al. 2006a, AronsonleR@07, Williams 2007) each

other's effect. The mounting evidence for complexqn-additive interactions



(Darling and Cote 2008) suggests that predictioh$uture ecosystem processes
based solely on changes in a single driver ardylitee be misleading (Norby et al.

2007, Tylianakis et al. 2008, Ockinger et al. 201Dherefore, research into the
effects of GEC requires factorial experiments, lavg more than one driver, to

achieve an understanding of how interactions betwa®vers might mitigate or

exacerbate the net effects of global environmecrttahge on biotic communities in
the future (Shaw et al. 2002). To date, the prakttaonstraints of manipulating

multiple drivers have meant that only a fairly shmalmber of studies have utilized
this approach, and the magnitude and directiomtefractive effects found are often
non-linear, system- and context-dependent (Norbyalet2004, Brooker 2006).

However, the majority of these studies focused loa ¢ffect of two or more

interactive drivers on plant communities only, witih considering higher trophic-

level interactions. Considering only one trophiwele (e.g., producers) is not
satisfactory in predicting a net ecosystem respaanse this integrative point of view

is supported by the few studies that have investdy@lant-herbivore interactions
under single and combined GEC drivers in fully-fai@l experiments (Richardson et
al. 2002, Cleland et al. 2006, Zvereva and Kozl006). Here, even more than in
single-trophic-level studies, the response of th&esn to interacting drivers was
frequently different to that of each driver in igobn.

1.4 Thesis objectives and outline

This thesis is structured in six chapters, startith a general introduction
(Chapter 1), followed by four data chapters, whidwe each been written as
manuscripts for submission to international pegrenged journals. Finally, the
findings from each chapter will be synthesized im @averall discussion with
conclusions (Chapter 6). The general aim of thesighis to address gaps in our
current understanding of how the interactive effeftglobal warming and nitrogen
deposition drive changes at different trophic Isyelnd how these translate into
overall changes in communities, specifically netwgaof feeding interactions.

| chose these two drivers because they are twbeofmost important drivers of
global change (ranked second and third by Sald.;e2@00) and their effects on



multitrophic communities remain unknown. Temperatand nitrogen are also
fundamental determinants of plant growth, so thdseers are likely to cause
widespread changes in basal resource availabilityse semi-natural tussock
grasslands as a model system, due to their impmrtdor agricultural food
production, ubiquitous worldwide distribution (Hapet al. 2005), rapid growth
responses relative to other native systems (ergst®), and their sensitivity to these
two drivers (Bloor et al. 2010). Parasitoids represan extremely important group of
organisms, both for their role as natural enemrmdsiacontrol (Cardinale et al. 2003,
Schmidt et al. 2003) and their extremely high dsugr(for instance, an estimated
220,000 Hymenoptera species are parasitoids, andwbere between one and two
million species across all taxonomic groups areugin to be parasitoids) (Godfray
1994). Similarly, Lepidoptera also represent a vdiyerse group of insects of
ubiquitous worldwide distribution (Powell 2009),canf major importance as insect
pests in both crop production landscapes and rdtabgtats (Scoble 1995).

| use data from two field experiments that | estdigd for this research. One
experiment uses an altitudinal gradient in a geasbllandscape to generate a
gradient in temperature (Hodkinson 2005), combimeath experimental nitrogen
fertilization. The second experiment, the firstitsfkind in New Zealand, involved
artificial warming using underground heating cabdesd nitrogen addition in a
factorial design. | established the experimentaltsplby planting a standardized
experimental grassland community. The two experisjamhilst subject to the same
GEC treatments and using the same grassland stystgns are considerably
different in their scale and scope. The altitudigahdient experiment (used for
Chapter 2), basing a natural temperature gradienwell suited to capture larger-
scale effects under natural field conditions. Théieal warming experiment (used
for Chapter 5) is intended to capture smaller-sefects such as behavioural
choices of consumers for resources of different liguaFurthermore, the
standardized plant composition of the warming expent allows better resolution
on the relative influence of bottom-up plant- orlhieore-mediated effects, versus
direct effects of the drivers on higher trophicdksy The combination of these two
experiments (used in Chapter 3 and 4), with differespatial scales and



methodologies, will provide a degree of confidetitat the observed results are not
attributable to possible limitations in either bétexperimental settings.

As a first step towards the overall objectiv€fiapter 2 examines the impact
of warming and nitrogen on an herbivore assemblagploring their interactive
effects through time, and also discussing the iveastrength of direct vs. plant-
mediated effects of the drivers. However, the raspo of herbivores to
environmental change drivers will depend not oniytleeir direct response and that
of their plant resources, but also on their regmhatby natural enemies.
Consequently, including multiple trophic levels anthe factorial design of
experiments may reveal new feedback mechanismgyandrate a more complete
knowledge of ecosystem responses to GEC.

In Chapter 3, | therefore expand the system to consider natemaimies in
addition to plants and herbivores, and examine bmmass at each of these trophic
levels responds to the drivers.

In Chapter 4, | aim to scale up the complexity of my systentHar, to include
feeding interactions. We know that species intévastare capable of modulating
ecosystem responses to GEC (Suttle et al. 200@)thaxt the structure of community
interactions can be critical to ecosystem stab{litlgCann et al. 1998, Bascompte et
al. 2006, Stouffer and Bascompte 2011). It has & shown that food webs can
be structured in part through the bottom-up avditgband quality of resources
(Memmott and Waser 2002, Bukovinszky 2008). Yekg ttombined effects of
temperature and nitrogen on food-web structure memeknown, despite the
importance of these drivers for determining basal (lant) resource availability
(Reich et al. 2006a). A recent study further higiis the importance of direct and
indirect effects of temperature, mediated througiphic interactions and physical
changes in the environment, both for populationagiyits and ecosystem processes
(Beveridge et al. 2010). | use path analysis temtengle the direct and indirect
channels through which the two drivers affect thedf webs, partitioning out direct
effects from the effects of resource availabilihndespecies diversity at each trophic
level. As a direct effect of temperature, | alsostteghe possibility that
phenological/temporal asynchrony between hosts pandsitoids affects food web
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structure. Finally, 1 examine the consequencesngf éhanges in the networks in
relation to their equilibrium stability.

In Chapter 5, | further investigate the impact of GEC on stasat patterns in
the food web. However, | attempt to elucidate mgemeral rules by replacing
taxonomical characterization of the pairwise intdoms with body size as a
structuring trait. Body size determines a suitespécies traits that can affect the
structure and dynamics of food webs, and otherogomdl networks, across multiple
scales of organization (Woodward et al. 2005, Breseal. 2006, Brose 2010).
Measuring body size provides a relatively simpleanse of encapsulating and
condensing a large amount of the biological infdrara embedded within an
ecological network. (Woodward et al. 2005). Thetgraing of predator and prey
body sizes in real ecosystems affects the arrangieofienteraction strengths (Brose
2010), which in turn determines food-web stabi({lmmerson and Raffaelli 2004).
Body size structuring of trophic communities hasrbedocumented in marine
(O'Gorman et al. 2010), freshwater (Jonsson €2@)5) and terrestrial ecosystems
(McLaughlin et al. 2010), showing that size-relagdaictural properties can play an
important stabilising role in the face of speciessl and perturbations. However, the
role of size structuring in host-parasitoid foodbwes less clear (Cohen et al. 2005,
Petchey et al. 2008), and its response to temperand nitrogen is unknown.
Finally, Chapter 6 summarizes the findings from all chapters and ligpts

potential directions for future research.
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CHAPTERII

Plant-mediated and non-additive effects of two global

change drivers on an insect herbivore community

2.1 Abstract

Warmer temperatures can alter the phenology arnttibdison of individual
species. However, differences across species nmagdmmunity-level phenological
responses to climate or cause biotic homogenizdtyooconsistently favoring certain
taxa. Additionally, the response of insect commasito climate will be subject to
plant-mediated effects, which may or may not ovadshv direct effects of rising
temperatures. Finally, recent evidence for the imgmze of interaction effects
between global change drivers suggests that phgicalaoesponses of communities
to climate may be altered by other drivers. We usethtural temperature gradient
(generated by elevation and topology), combinedh wéixperimental nitrogen
fertilization, to investigate the effects of eles@ttemperature and anthropogenic
nitrogen deposition on the structure and phenolofya semi-natural grassland
herbivore assemblage (lepidopteran insects).

We found that both drivers, alone and in combimgtseverely altered how the
relative abundance and composition of species athtigfough time. Importantly,
warmer temperatures were associated with biotic dgemization, such that
herbivore assemblages in the warmest plots had siorgar species composition
than those in intermediate or cool plots. Change$aerbivore composition and
abundance were largely mediated by changes inldéme pommunity, with increased
non-native grass cover under high treatment ldweilsg the strongest determinant of
herbivore abundance. In addition to compositiomanges, total herbivore biomass
more than doubled under elevated nitrogen and asex more than four-fold with
temperature, bearing important functional implicas for herbivores as consumers

and as a prey resource. The crucial role of noriv@g@lant dominance in mediating
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responses of herbivores to change, combined witHrdguent non-additive (positive
and negative) effects of the two drivers, and tliter@ntial responses of species,
highlights that understanding complex ecosystempaeses will benefit from multi-

factor, multi-trophic experiments at community gsabr larger.

2.2 Introduction

Environmental changes triggered by human activiteee affecting all
ecosystems, and understanding their consequencexdtogical communities is a
major challenge. Numerous studies have revealexttsfiof climate change on the
distribution of different taxa (Parmesan et al. 49%/alther et al. 2002, Hickling et
al. 2006), often underpinned by range shifts (Wilgeb al. 2005). Different rates of
range expansion and/or contraction by differentcigse coupled with differential
performance of species, can alter the organizasfooommunities (Parmesan and
Yohe 2003, Yang et al. 2011). Consequently, a sutfsgpecies (those with a wide
thermal tolerance or an ability to exploit temperatdriven resource shifts) are
likely to become more dominant within their nato@mmunities, and also to expand
their ranges. If this subset is consistent acrosations, their increasing range and
competitive ability could drive biotic homogenizati (increasing similarity of
communities from different locations; Olden et &004), with important
consequences for ecosystem stability and functgoflioreau et al. 2003, Olden et
al. 2004). Recent studies have revealed the effeCtasarmer temperatures on
temporal distributions of species, though specighinvthe same community may
show variable phenological responses to climataghgPrimack et al. 2009, Nufio
et al. 2010).

Different phenological responses to climate chaagess functional groups
and trophic levels may disrupt crucial biotic irtetions, and thereby percolate
widely through ecological communities (Harrington a. 1999, Tylianakis et al.
2008, Both et al. 2009). In the case of insect ikerbs, it is well documented that
changes in plant quality and composition can sicguitly alter herbivore life
history, performance and host-plant choice (Awmaoki Leather 2002, Morrison
and Hay 2011). However, consumer-resource synchi@ngy., caterpillar peak
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abundance date and budburst date, Both et al. 2089)a major impact on the
population densities of herbivores such as leadifee Lepidoptera, and years with
high plant-herbivore synchrony may result in oudltiee of herbivorous insects (van
Asch and Visser 2007). On the other hand, asynghodrinsect activity with plant
resources can determine the magnitude of impabiedsivores on their host plant
populations (Russell and Louda 2004), and alterednspopulation dynamics
(Wallisdevries and Van Swaay 2006) to cause simftdominance of species and
higher taxonomic groups (Richardson et al. 2002iafgkis et al. 2008). Therefore,
the response of consumers to global change dnser€omplex combination of their
direct response and the indirect bottom-up efféadrivers on resources, such that
the net outcome can be difficult to estimate witihgke-trophic-level studies. Thus,
there is a need to address biotic responses talgbblange drivers such as climate
within a community context and at multiple troplegels.

In addition to this growing emphasis on the needdammunity-scale data,
there has been increasing concern that the effentlividual global change drivers
may not reflect their synergistic effects in thealravorld. Recent evidence of
complex interactions among co-occurring driversdfiam et al. 2007, Tylianakis et
al. 2008, Forister et al. 2010) calls for the im&tigpn of multiple drivers in global
change research. For instance, nitrogen depositdnch is increasing rapidly
worldwide (Vitousek et al. 1997a, M.E.A 2005), lzagast array of effects on plants,
generally promoting higher biomass, affecting cotitipa (Reich et al. 2006a), and
reducing biodiversity (Stevens et al. 2004). Changebasal plant resources are
known to affect herbivore performance, which usuaksponds positively to
elevated nitrogen (Throop and Lerdau 2004). Howestech effects may need to be
re-examined in the context of their interplay witbmperature. For example,
Wallisdevries and van Swaay (2006) showed that ssxcétrogen advanced plant
growth in the spring, thereby forcing herbivoresd&velop under colder conditions
and offsetting the thermal benefit of warming visud-additive warming by nitrogen
interaction. This and other studies (reviewed itiahakis et al. 2008) suggest that
the ability of species to respond phenologicallywarming may be altered in the
context of other global change drivers acting standously.
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Here we examine how the phenology and structur@arofinsect herbivore
(Lepidoptera larvae) assemblage in semi-naturastpad responds to the combined
effect of temperature and simulated nitrogen dejoosiWe focus specifically on the
following questions:

1) Do temperature variation and nitrogen affect raleplant and herbivore
community composition? If so, do they alter theradance and presence/absence of
particular species consistently, such that thewedrihe formation of similar
assemblages in different locations (i.e. biotic bgenization)?

2) Are the observed changes primarily a resulticéatl effects of temperature on
herbivore performance, or indirect plant-mediatéeots?

3) Do temperature variation and/or nitrogen depmsigenerate significant changes
to the phenology of species and the assemblagevhsla?

4) As a measure of functional importance, are chanig community structure
associated with altered total biomass of the hereiassemblage?

5) Do the two drivers have independent effects, complex, non-additive

interactions?

2.3 Material and Methods

2.3.1 Study site

We established our experiment in tussock grasslahttee Hope River Valley,
North Canterbury, New Zealand, which is locatedhat foothills of the Southern
Alps, and ranges from 600 to 1,700 m elevation Segly site in Appendix 1.1).
Large amounts of forest were cleared by early Eemapsettlers in the mid 1800’s,
and later over-sown for pasture. These grasslamdsav characterized by a mixture
of native and non-native flora (Barratt et al. 20@%th the native component largely
comprising tussock grasses that previously inhdbijgen areas (usually above the
treeline) and the exotic component being mainlyyrasplants. A large proportion of
New Zealand’s insect fauna is endemic (Myers eR@00, Barratt et al. 2005). In
particular, the lepidopteran fauna shows very légiels of endemism (White 1991);

all 39 species identified in this experiment werel@mic, and were historically
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limited to the alpine grasslands above tree linerpgo forest clearing. Thus, their
down-slope migration reflects each species’ abthtyollow the range expansion of
their habitat and persist under altered conditioager than a historical preference
of certain taxa for the climate below tree line. iBése species, 37 are generalist
grass (Poaceae) feeders, and are therefore noedinm their range expansion by a
specialist association with exclusively alpine pgarsimilarly, host plants of the two
specialist species were also found below the tree Our experimental plots are all
situated below the natural tree line, thereby aifga comparison between newly-
generated communities that differ in climate, ratihan between original alpine vs.
newly-created communities. Therefore, this repressan ideal system for climate-
change research, although potential implicationgapid evolutionary adaptation

remain unexplored

2.3.2 Experimental design

As a climatic gradient, we used an elevation gratdees a ‘space for time
substitution’ (Pickett 1989, Hodkinson 2005). Weablished five vertical transects
(Figure S1 in Appendix 1.1) of three plots, each®@ m intervals of elevation, such
that there was a total of 300 m difference in adie between the lowest and the
highest plot in each transect (see Site locatiosdetails and Table S1 in Appendix
1.1). The total temperature gradient across atsgomounted to 2.83 °C (the average
temperature in each plot over the entire periodath recording ranged from 3.89 to
6.72 °C). This temperature gradient falls withie ttaRnge of temperature increases
predicted by all IPCC scenarios within the next lars (IPCC 2007). The
topography of the area meant that temperature didvary consistently with
elevation (i.e. some sites were slightly warmercolder than expected for their
elevation). This allowed us to test the effectsemhperature alongside elevation (to
account for other environmental variables that apsvwith elevation, such as
oxygen availability and radiation; Hodkinson 200bdcal topography may create
significant microclimatic variation, which could mify temperature over short
vertical distances that override the more genelt#tu@dinal trends (Weiss et al.

1988). Therefore, we used the overall mean sitgéeature for the period February
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to December 2009 (during which consistent data veswalable for all sites) as a

covariate to elevation in the analysis. Howeveranges to mean temperatures
following global warming may be strongly influenckg changes to frequency and
magnitude of extreme temperature events (IPCC 20@7ich remain unaccounted

for in our study. Note, however, that analyses lipomated transect as a random
(blocking) factor, so any environmental differenc@siong transects would not

confound treatment effects.

At each elevation, we established a 24 x 12 m sagmlot. We further
subdivided each plot into two 12 x 12 m subplots] aandomly assigned one of
these to a nitrogen addition treatment (additiorcamtrol with no added N). This
resulted in a split-plot design, with temperatuagying at the scale of plots (n = 15),
blocked by transects (n = 5), and N treatmentsiegpb subplots (n = 30) nested
within plots (see Site locations and details anbl@ &1 in Appendix 1.1). The N-
fertilisation treatment comprised a total applicatof 50 Kg ha-1 yr-1, (see Nitrogen
treatment application in Appendix 1.1), which fallsthin the current range of
globally-observed rates of atmospheric depositMriE(A. 2005).

Sampling of insects began in October 2008, andirmoed at monthly intervals
until December 2009. Sampling was interrupted dlerwinter period June-August
2009, when snow cover made the sites inaccess$ibkepril 2009, adverse weather
also prevented access to some sites due to ro@difig. We completed a total of 11
sampling rounds successfully. To minimize distudeaand depletion of caterpillars
in the experimental area, we subdivided each 12 milsubplot into 4 strips of 3 x
12 m each, and sequentially sampled one strip duniyng each sampling round. This
ensured a time window of at least 4 months befersampling of the same section.
This timeframe is substantially longer than the rage larval life stage of
Lepidoptera, and therefore prevented bias in thmaddnce of any sample caused by
depletion from previous sampling rounds. Plant dess for larvae involved
thorough teasing apart of denser vegetation taéomay hidden larvae.

Morphospecies were validated as true species thradentification of reared
adults or larval characteristics, so that 6143rpdtars were identified successfully.
The adult identities were confirmed by lepidoptetaronomist J.S. Dugdale, who
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also provided support in developing diagnosticuesg for larval identification (see
Experimental sampling and rearing in Appendix 1.1).

2.3.3 Vegetation survey

In December 2009, we carried out a vegetation sunfeeach 12 x 12m
subplot, using the percent cover (PC) method (destrby Mueller-Dombois and
Ellenberg 2003), which provides an accurate estonadf plant cover and species
composition. For each subplot separately, percemercdata were transformed to
relative abundances by dividing the percent coveeach species by the sum of
percent cover values for all species present. Asoitks were the primary food plant
for Lepidoptera larvae, we determined tussock besray estimating their average
size and abundance in each plot (see Vegetatimeywur Appendix 1.1).

2.3.4 Data analysis

We performed all analyses on plant and herbivorernsanity composition and
phenology using permutational distance multivariddOVA, carried out with the
PRIMER V6 software and the PERMANOVA package (Céadnd Gorley 2006,
Anderson et al. 2008). We conducted two sets otyaes using two different
dissimilarity measures, one accounting for speaemposition and abundance
(Modified Gower base 10) and one focusing on sgepresence/absence (Jaccard
dissimilarity, see Dissimilarity measures in Append.2). For both plant and
herbivore analyses, we included nitrogen (contra. \elevated) and plant
composition (see Plant composition in the herbivaemmunity composition
analyses in Appendix 1.2) as fixed effects. Weudeld temperature as a covariate to
elevation (low, mid, or high within each transea$ing Type |, sequential sums of
squares, to test if there were any elevation efféetg., due to solar radiation)
beyond those explained by temperature. We ran adlets by entering temperature
first followed by elevation. However, we also rdhthe models with an inverted
order of predictors and found no significant effetelevation, which indicates that

any temperature effects were not confounded byrothetors correlated with
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elevation. Nevertheless, we retained elevation dxem factor in models, to be
conservative when attributing variance to the terajpee covariate.

For the analyses on herbivore phenology, we didnmadtide plant variables as
predictors, because we did not collect measurgdaot phenology (such as onset of
spring growth) or growth rates, and the effect ofstatic measure of plant
composition on herbivore phenology would be uninfative (the same applies for
the univariate analyses below).

We tested the effect of the drivers on communitgriogy by including time
(sampling round) in the model, with an interactierm between the drivers and time
(i.e. to test whether changes in community commosthrough time were dependent
on the level of temperature and/or nitrogen). Teahsplot and subplot were treated
as nested random factors. The error structure vietb a split-plot design, with
transects acting as the error term for testingcedfef temperature (with elevation as
a cofactor, see above), plots acting as the eeron for testing the nitrogen effect,
and finally subplots acting as the error for theeated sampling through time.

We tested for biotic homogenization of both plantl derbivore composition
using a permutational distance-based test for hemmity of multivariate
dispersions, based on a modified Gower dissimylant account for both relative
abundance and presence of species (Anderson &0@k). This test compares
community similarity within different levels of aétor, in our case, among replicates
of temperature and nitrogen treatments (see Tastbifatic homogenization in
Appendix 1.2). Increasing similarity of replicates a given treatment would
therefore indicate that the treatment selects stergly for the same community
composition.

To account for our split-plot design, we used galiwzd linear mixed effects
models for all remaining univariate analyses (Bollet al. 2009), which were
conducted using the Ime4 package (Bates and Mae2dl®) in R version 2.10.1 (R
Development Core Team 2009). These included plessed in transects as random
effects, and also subplots nested in plots whereated measures through time were
being tested. To ascertain the main determinantshahge in plant community
composition, we tested the effect of the driverd elevation on the proportion cover
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of exotic grasses (which are known to be food gldot caterpillars), nitrogen leaf
content, plant richness (native, exotic and taal) tussock biomass.

To test for changes in herbivore phenology, we yaeal larval abundance,
biomass and individual larval bodyweight througmei with elevation, nitrogen
treatment and time as fixed factors and temperatsra covariate to elevation. For
analysis of individual larval bodyweight, we alsacluded species identity as a
random factor, crossed with the nested randomfa¢t@nsect, plot, and subplot), to
test how bodyweight changed within each speciessponse to the drivers.

Overall herbivore species richness, total (summkayal biomass and
herbivore abundance were tested with elevation,péeature and nitrogen as
predictors, to test the net effects of the driversaddition, to compare the direct vs.
indirect effects of the drivers, we then includddnp composition, proportion of
exotic grasses and tussock biomass as covariatks thrivers to find the best-fitting
model.

In these models, we used Poisson errors for abeedand species richness
data and Gaussian errors for biomass, individudlibeight, and proportion cover
data. Proportion cover was arcsine square roosfisamed to meet the assumptions
of normality and homoscedasticity. We included afiteractions between
temperature, nitrogen and time (where applicabte)hie initial (maximal) model.
Final simplified models were then fitted using riesed maximum likelihood
(REML), as recommended by Bolker et al. (2009), tewted for overdispersion.
Elevation was not significant in any model (testdngside temperature), and
provided an inferior fit when models with temperatwere directly compared with
models that included elevation instead. Therefare,removed elevation from the
final models (see Mixed effects models and TablenS§ppendix 1.2).

2.4 Results

We found a suite of direct and plant-mediated éffeaf the drivers on the
herbivore assemblage and evidence of non-addititeractive effects of the drivers

on phenology (Figure 2.1).
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Figure 2.1: Flow diagram of the study system, showing the pathways through which
temperature and nitrogen deposition could affect the herbivore community. Arrows indicate
direct effects on different community variables (shaded areas). Effects of each driver
(temperature, nitrogen and their interaction) are represented with symbols (see key), with no
symbol indicating no significant effects. In the“Herbivore phenology” compartment, symbols
represent a driver x time interaction . Temperature affected plant composition (Pathway 1),
which involved a reduction in native and total plant diversity, despite increasing non-native
plant diversity. Both drivers had a positive effect on the relative abundance of non-native
grasses (Pathways 2 and 3). Nitrogen also affected the proportion of living (green) tussock leaf
over dead standing grass stems (Pathway 3), and altered plant quality by increasing the leaf
nitrogen content (Pathway 4). Temperature directly affected herbivore community structure,
reducing spatial variability in composition (biotic homogenization, Pathway 5). Changes in plant
composition (Pathway 6), quantity (Pathway 7) and quality (Pathway 8) altered the relative
abundance and composition of herbivore species. Both drivers also affected the phenology of
the herbivore assemblage (defined as the turnover of species through time, Pathways 9 and 10),
whereby different species responded differently in their abundance, development and biomass
through time. Here, the drivers showed a sub-additive effect on assemblage phenology, and
phenological shifts had a strong impact on overall composition of the assemblage at any given
point in time (Pathway 11). The phenological response could be partly mediated by plant traits,

but this potential pathway remains untested.
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2.4.1 Plant community response to the environmental change drivers:

The multivariate analysis showed a strong effecteofiperature and a more
subtle effect of nitrogen on the plant communitgmiperature affected both species
composition and relative abundance {£= 3.40, P = 0.002) within the plant
community. Temperature was correlated with a radnaf native species richness
(Z =-5.11, P <0.001) and an increase in exotecEs (Z = 2.21, P = 0.030), which
resulted in an overall decrease in plant specamsess (Z = -2.91, P = 0.004). This
result was supported by a strong positive effectteshperature on the relative
proportion cover of exotic grasses in the vegetafio= 4.86, Rcuc < 0.001). We
found no homogenization of the plant community t(tésr homogeneity of
multivariate dispersion: Temperature;;F= 0.07, P = 0.925; Nitrogen:; = 0.35,

P = 0.586), indicating that shifts in compositioaray not uniform across sites.

Nitrogen fertilization did not significantly affeaverall plant composition or
species richness, but rather favored an increaseatic grasses, which had a higher
proportion cover in the fertilized plots than inetltontrols (N: 30.34% +3.21,
Control:23.67 £3.9, t = 3.34,\Ruc=0.02). Additionally, nitrogen increased the
proportion of green leaf relative to dead-standimgwn leaf (t = 5.12, f&mc <
0.001), thereby increasing the biomass of liveddssavailable as a food source for
herbivores. The nitrogen content of tussock leavas significantly higher in the
nitrogen-addition plots (on average 20.7% (+ 4.2 &Bher, P < 0.001), confirming
that the fertilization treatment affected plantragten content, and could therefore

potentially affect herbivores.

2.4.2 Herbivore assemblage response to global change drivers:

We found effects of both temperature and nitrogdditon on herbivore
community structure. In particular, both driversusad a shift in community
composition, altering the relative abundance an@semce/absence (Jaccard
dissimilarity) of larvae from different species gbre S2 and Tables S4 and S5 in
Appendix 1.3). Total herbivore species richnessedannder the different treatments,

but differences in species richness were drivethbyeffect of the treatments on total
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abundance (sample size), which affected richnesker than a treatment effect on
richnesger se(sample size effect on richness: Z=5.11, P €D.0

Warmer temperatures homogenised herbivore asseethlagch that they were most
similar to each other in the warmest plots fromdifeerent transects ¢h,= 6.08, P

= 0.015), despite being further apart spatiallynth@ots within each transect.
However, dispersion did not differ significantly ttveen sites at moderate and
coldest temperatures (Figure S2 in Appendix 1.3 kigdre S3 in Appendix 1.4).

Nitrogen addition and the temperature by nitrogeeraction did not significantly

affect community dispersion (P > 0.05 in both cases

2.4.3 Relative importance of direct vs. plant mediated effects

We found strong collinearity between the effectdh#f global change drivers
and plant composition on herbivore community stret (see Appendix 1.3).
Although this strongly suggests that the effectdeofiperature and nitrogen on the
herbivore community may have been mediated viatptammunity shifts, we
cannot objectively attribute this shared varianceeither predictor with certainty.
Nevertheless, a significant temperature by nitrogeearaction term present in all
models after controlling for plant-mediated effedtslicated that temperature
retained a direct effect on herbivore communitydtre that was independent from
its effect on plants, but was dependent on nitrogealability (R s= 2.13, P =
0.033).

Changes in total herbivore abundance were largetgo@ated with
temperature-correlated changes in plant composiiiorparticular an increase in
cover of non-native grasses (effects of plant caitjpm, proportion exotic grasses
and tussock biomass: |Z| > 2.10, P < 0.05 in aésp and increased plant quality
(leaf nitrogen: Z =5.44, P < 0.001) caused byogien addition.

2.4.4 Phenology of herbivore assemblage and common species

We found strong evidence for phenological effedtthe drivers on herbivores

at the community scale. Temperature influencediher® community-compositional
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change through time (positive temperature x timieraction; Tables S4, S5 in
Appendix 1.3), such that temporal changes in comtypunomposition (i.e.
community-level phenological changes) were greatér higher temperatures,
producing a temporally more-variable community. hig temperatures caused an
earlier peak of larval abundance by one month, wace associated with higher
overall larval abundance (Figure 2.2) and biomasables S6-S9 in Appendix 1.5).

Nitrogen addition was also associated with higlaevdl abundances, and this
effect became stronger through time (positive hnetinteraction; Tables S6 and S7
in Appendix 1.5). The effect of the two driversdgombination was less than additive
(negative N x temperature interaction; Tables Sb @n in Appendix 1.5), such that
the effect of nitrogen was strongest in colderssi@d weakened with increasing
temperature. Finally, the effect of temperaturetiom change in larval abundance
through time depended on nitrogen availability icating an interactive effect of the
two drivers on phenology (significant temperaturenitogen x time interaction,
Tables S6 and S7 in Appendix 1.5 and Figure S4ppeidix 1.6).
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Figure 2.2: Phenological response of the community to temperature, shown as mean (+/- SE)
total abundance (counts) of caterpillars through time (in months). For visual clarity, plots are
grouped into three temperature categories, though analyses treated temperature as a

continuous predictor.
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For the three most common species (nanRaysectania aversadrocrambus
ramosellus andOrocrambus simplgxwhich were present at all sites, we were able
to test how abundance changed through time in nsspto the treatments. All three
species responded positively to both drivers seéglgrathough with varying
magnitude (Appendix 1.7). Similarly, all three sigscshowed a positive interaction
between temperature and time, indicating that plogizal changes in abundance
depended on temperature. However, these threeespsltowed different responses
to the interaction of the drivers (temperaturetkagien), which ranged from negative
to positive. Consequently, their phenological reseo (i.e. change in abundance
through time) to the drivers in combination alsmged from negative to non-
significant or positive (Appendix 1.7). We foundrtuially identical results when
analyzing the mean body mass of each larva actessvhole assemblage as an

estimate of larval development rate (see AppendX 1

2.4.5 Total herbivore biomass

Changes in abundance were reflected in the totah&ss of the herbivore
assemblage. Total lepidopteran herbivore biomasgoreled positively to warmer
temperatures (414% increase in total biomass cadpaith colder conditions; t =
5.98, Ricmc < 0.001) and nitrogen-richer conditions (267% é&ase in total biomass
compared with control plots; t = 2.38uduc = 0.02). After testing the direct effect
of the drivers, we included plant parameters tatifle plant-mediated effects. Plant
composition had a significant influence on herbevtwomass (|t| > 2.70,mBuc <
0.05 for the first two PCA axes). In contrast witte results on abundance, plant
composition did not overshadow the significanceeshperature, but absorbed the
effect of nitrogen. In particular, the availabiliby green tussock biomass (t = 4.18,
Pvcve = 0.0016) and the proportion of non-native graseesther plants (t = 2.81,
Pvcve = 0.02) best explained herbivore biomass, alomgaidtrong direct effect of
temperature (t = 5.14 Rvc = 0.0001).
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2.5 Discussion

Our results showed an interactive effect of two bglochange drivers
(temperature and nitrogen deposition) on the coitippsand phenology of a
lepidopteran herbivore assemblage in a sub-alpmasstand. Overall, herbivore
community structure was affected by both tempeeatund nitrogen addition, which
individually altered the relative abundance andnidg (presence/absence) of
species. Although use of natural climatic gradiesteh as elevation, has a number
of caveats (Hodkinson 2005), we found no effectsetdvation beyond those
explained by temperature, providing a degree offidence that the effects we
present are likely to have been driven by tempegatliotal herbivore species
richness was not affected by nitrogen or tempeeatdter controlling for sample
size, indicating that the differences in compositreflected replacement or altered
dominance within the herbivore assemblage, rath@n thanges in the number of
specieger se.

In our study, consistent range expansion by a s$ubfespecies led to
homogenization of the assemblages at higher temypesa showing that spatial beta
diversity can be altered by climate, even when algiversity (richness per plot in
our case) is not. It has been proposed previoddy tlimate may partly drive
interglacial periods of diversification and homogeation of plant taxa (Feurdean et
al. 2010). However, biotic homogenization is nofdgaksociated with the spread of
cosmopolitan invasive species (Qian and Ricklef®8620even though this spread
may be driven by climate (Marini et al. 2009) andause practices (White and Kerr
2007). In contrast, our homogenized herbivore abtmges solely comprised
endemic species, indicating that climate may dmgnificant community-scale
changes even in the absence of other drivers sustvasion. We found no evidence
of a similar community homogenization effect onnpéa despite the presence of non-
native species that could potentially become ineasinder climate change. This
suggests that consumer composition may be moratigerthan plants to warming.
Following the ‘insurance hypothesis’ (Yachi and éau 1999, Loreau et al. 2003),
loss of biodiversity at a regional scale (i.e. lmddomogenization) could reduce
spatial complementarity, thereby making these comti@s less resilient to further

changes or perturbation. This loss of insuranceuevatould be particularly

26



significant, as warming is likely to select for sps with similar functional traits,
further reducing functional diversity.

We found that temperature significantly altered ruitlegy at the community
scale, advancing the time of peak abundance favithehl species, increasing their
peak abundance levels, and altering the identity r@hative abundance of species
through time. As a whole, the herbivore assembkigeved a strong response to
temperature, in particular through greatly incréasbundance. Species at higher
latitudes and elevation could have a broader thletolarance and be living in
climates that are currently cooler than their pbiggjical optima, in which case they
would be likely to respond strongly to rising temgieare (Deutsch et al. 2008). The
three numerically-dominant species differed remialgkan their response to the
interactive drivers, ranging from negativ®.(simple¥ neutral P. aversa to
positive O. ramoselluk responses of their abundance. We found similault® in
larval development (bodyweight through time), pdig mechanistic support for
the observed abundance patterns. Different respaarselikely to be caused by the
specific thermal physiology of species, and theferdnces could be exacerbated by
shifts in competitive abilities within the communifHuey et al. 2009). Ultimately,
elevated nitrogen affected the phenological anceldgvnental responses of species
to temperature, effectively disrupting the consistpositive interaction between
temperature and time. This result indirectly suggésat the effects of temperature
on phenology may be at least partially plant mediathrough changes in plant
guality or phenology (Hodkinson 2005), a pathwagt the were unable to test in this
study. The contrasting responses of individual iggeto the interacting drivers
confounded the results at the community level, ehew unidirectional interaction
between nitrogen and time was apparent. Howevenpkex, non-additive, species-
specific responses to the drivers played a cendtal in the observed shifts of the
assemblage composition and its change through time.

In the face of rising temperatures, a major concerow changes to the timing
of biological events will affect overall ecosystefunctioning and resilience
(Edwards and Richardson 2004). Abundance and b®ugtesges through time were
affected by temperature and nitrogen, as a consegua increased dominance by a

few species and earlier development of the wholennsonity with warmer
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temperatures. These results carry important imjidica for herbivores as both
consumers and prey, as several studies have rdvealeoupling of consumer-
resource dynamics following climate change (Memmabtl. 2007, Tylianakis et al.
2008, Both et al. 2009). Trophic mismatch betweenbivores and their natural
enemies could lead to important cascading effeatsherbivory (Stireman et al.
2005), and studies of such mismatch at a commierg} are needed.

We observed a shift in plant composition from ratte non-native species
with increasing temperature and nitrogen, as welam increase of available native
tussock biomass and leaf nitrogen content in odilifation treatment. Because
elevated temperature and nitrogen were associatéd eomponents of plant
composition that related to increased non-natiesgcover, tussock availability, and
plant quality (leaf nitrogen content), their effecbn herbivore biomass and
abundance could not be separated. These corredatioggest that plants mediated
the overall effect of the global change drivershenbivore community structure and
abundance, as the variance explained by the droiemsished almost completely
when plant quality and composition effects werduded ahead of the drivers in the
model.

Plant-mediated effects on herbivore communitiedccause through a number
of pathways. Changes in plant availability and gyare known to be exploited
differently by different herbivore species (Awmaakd Leather 2002), potentially
leading to shifts in herbivore dominance and abundas we observed. Beyond the
simple increase in resource availability, herbigoneay also benefit from access to
the different nutritional content of different ptan Additionally, naive non-native
plants may lack appropriate defense mechanismsisigaical herbivores (Parker et
al. 2006, Morrison and Hay 2011). Alternativelyteaéd community-wide plant
phenology could extend the overall availabilitypténts as a food resource through
time, favoring particular species that develophat éxtremes of the growing season,
and therefore contributing to changes in herbivassemblage and its temporal
dynamics.

With this study, we showed that warming and nitrogkrectly affected the
organization of herbivore communities and their mdegy, and promoted the

establishment of simplified, more homogenous conitiaseven without affecting
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alpha diversity. These results highlight the imance of empirical studies at the
community level, rather than a species-by-speqgsaach, since individual species
can respond in idiosyncratic ways that do not otflaverage community-wide

responses. Furthermore, we demonstrated that pladiated effects can strongly
contribute to overall changes in herbivore abundargpecies dominance and
biomass, in addition to the direct effects of thivets. Understanding the relative
importance of different effect pathways is crudi@alglobal change research, with
particular relevance to predicting herbivore oudltiee Furthermore, the combination
of two drivers (temperature and nitrogen) causeduent, non-additive interactions
that affected the response of community structae @henology to either driver on
its own. This contributes rare empirical evidenteeal-world responses of natural
systems to interacting global environmental chaypgybgch has been highlighted as a
necessary challenge for ecology (Didham et al. 20@lfanakis et al. 2008). Studies
of single drivers would not have generated an aafeqwnderstanding of the
community responses we observed, nor could thege been predicted from the
known effects of temperature (Bale et al. 2002) aitcbgen (Throop and Lerdau
2004) in isolation on herbivore performance. Onyysoaling up our understanding
of changes from species to higher levels of orgdium, can we fully understand
how current and future environmental changes &elylito affect biodiversity,

ecosystem functioning and community stability.
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CHAPTER III

Climate change disproportionately increases

herbivore over plant or parasitoid biomass

3.1 Abstract

All living organisms are linked through trophicagbnships with resources and
consumers, the balance of which determines overatisystem stability and
functioning. Ecological research has identified altitude of mechanisms that
contribute to this balance, but ecologists are ndwvallenged with predicting
responses to global environmental changes. Deapitealth of studies highlighting
likely outcomes for specific mechanisms and subsketssystem (e.g., plants, plant-
herbivore or predator-prey interactions), stud@sgaring overall effects of changes
at multiple trophic levels are rare. We used a doatibn of experiments in a
grassland system to test how biomass at the pfembivore and natural enemy
(parasitoid) levels responds to the interactiveeadf of two key global change
drivers: warming and nitrogen deposition.

We found that higher temperatures and elevatedogatr generated a
multitrophic community that was increasingly domew by herbivores. Moreover,
we found synergistic effects of the drivers on kéas) which differed across trophic
levels. Both absolute and relative biomass of erless increased disproportionately
to that of plants and, in particular, parasitomich did not show any significant
response to the treatments. Reduced parasitisis mateored the profound biomass
changes in the system. These findings carry impbitaplications for the response
of biota to environmental changes; reduced top-deegulation is likely to coincide
with an increase in herbivory, which in turn isdii to cascade to other fundamental
ecosystem processes. Our findings also provideitnoplhic data to support the

general concern of increasing herbivore pest oaksrén a warmer world.
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3.2 Introduction

Global environmental changes affect all living angas, with complex
consequences for biodiversity, ecosystem stru@ndefunction (Chapin et al. 2000,
Thomas et al. 2004). Predicting generalities in theection of such changes
represents one of the major challenges in ecolblgyvever, the complexity of this
task is exacerbated by the great variability ofpoeses observed across biomes,
space, time, and scales of biotic organizationnf@i et al. 2010). Climate has
effects at all levels of organization, from popidat dynamics to community
composition and species-specific responses (PamB¥6, Tylianakis et al. 2008),
and it has strong impacts on ecosystems and tkeices (Chapin et al. 2000,
Parmesan and Yohe 2003, Tscharntke and Tyliandki®)2 A wealth of studies
have shown that climate warming, provided it is toat extreme, generally increases
plant net primary production (Rustad et al. 2001gwever, warming has also been
shown to have positive effects on herbivore pojpartesize and herbivory (Bale et al.
2002), which may counteract the increased planvtjroFurthermore, the net effect
of climate on herbivores will result both from diteand plant-mediated effects and
from top-down control by natural enemies, and tbanplexity may be partly
responsible for the highly-variable responses obiveres to different environmental
change drivers (Tylianakis et al. 2008).

The ecosystem equilibrium arising from the comboratof these effects
therefore depends on the relative response of ishaaV trophic levels. A vast body
of literature has addressed the effect of climatg@lant-herbivore and prey-predator
systems, but it disproportionately represents stdiboking at pairs of interacting
species, rather than larger modules or commurdtiesnce (Tylianakis et al. 2008,
Gilman et al. 2010). Despite the insights into gpemechanisms (e.g., phenological
mismatches, shifts in competition, prey defense paldtability) gained from this
approach, such studies do not allow generalizatomh& made on the relative impact
of climate or other change drivers at differenptrc levels. In fact, only a handful
of investigations have specifically considered alleresponses at different trophic
levels. For example, Voigt and colleagues focuse@avariance in the response to

multiple climatic factors of community compositioaf different trophic levels
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(Voigt et al. 2003) and functional groups (Voigtat 2007), and concluded that
sensitivity (i.e population fluctuations) to clineatincreases with trophic level.
Focusing on a model system including a raptor bodr passerine species and two
caterpillar species, Both et al. (2009) showed thatresponse of consumers was
weaker than that of their resource. However, tesult is contrasted by a recent
study showing a climate-induced increase in synohtoetween food demand and
availability in a similar caterpillar-passerine ®ya (Vatka et al. 2011). This latter
result indicates that variability in species resggsimay not necessarily match the
overarching community-wide response. Neverthelbese results imply that climate
change is likely to prompt changes in the trophracture of communities, which
could directly or indirectly affect ecosystem prs®es such as nutrient cycling,
herbivory and predation (Petchey et al. 1999, Kedtal. 2005).

Finally, in addition to indirect effects on spectbsough changes at adjacent
trophic levels, organismal responses to climatelcdcdne altered by co-occurring
changes in the biotic and abiotic environment, siheth recent literature has called
for the integration of multiple drivers in globdiange research (Didham et al. 2007,
Tylianakis et al. 2008). For example, biologicadlyailable nitrogen deposition in
non-agricultural systems has increased rapidly lssmbme a major driver of biotic
change (Vitousek et al. 1997a). As well as generalcreasing net primary
productivity (NPP), nitrogen has been shown torgitant competitive interactions
(Zavaleta et al. 2003, Brooker 2006b, Tylianakisle2008) and drive biodiversity
losses (Stevens et al. 2004, Clark and Tilman 208@cts that can percolate to
higher trophic levels (Richardson et al. 2002). fi¢esthe logical assumption that
nitrogen will, in contrast to temperature, onlyedaff herbivores via bottom-up effects
(Tylianakis et al. 2008), the interaction of theedi effect of temperature with
changes in basal resource availability triggered nltyogen, create a complex
interplay that shows more context dependence thHrereeffect in isolation
(Wallisdevries and Van Swaay 2006, Thompson €2@08). Finally, the combined
impact of warming and nitrogen on natural enemsekatigely unknown, though N
deposition tends to benefit predators (Tylianakiale2008), while climate warming
can destabilize predator-prey interactions (Ralblet2011). Thus, the interactive

effects of temperature and N on plant growth (Reitlal. 2006a) and herbivores
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(Tylianakis et al. 2008), complicated by the gehabsence of data on their effect on
natural enemies, suggest that these drivers mag bawplex, non-additive effects
on trophic balance.

In this study, we examine how biomass at three hitogevels (plants,
lepidopteran herbivores and their parasitoids) aedp to co-occurring increases in
temperature and nitrogen. We use seminatural gradslas a model system, due to
their global ubiquity (Hooper et al. 2005) and imtpace for grazing agriculture.
Furthermore, they are known to respond to N addi(idtevens et al. 2004), and
more strongly to warming than to other climate drsssuch as CQOconcentration
and drought (Bloor et al. 2010). We use a field ezkpent along an altitudinal
gradient, combined with an artificial warming expeent under controlled field
conditions, and measure how total biomass of pldr@sbivores and parasitoids, as

well as parasitism rates, respond to elevated testyre and nitrogen treatments.

3.3 Material and Methods

3.3.1 Study site: altitudinal gradient experiment

We established our experiment near Lewis Pass,hNGdnterbury, New
Zealand (Appendix 2.1). The valley is located & tbothills of the Southern Alps,
and ranges from 600 to 1,700 m elevation. The ¢énis cool and humid, with a
mean annual rainfall of 1560 mm and a mean aneagbérature of 9.1°C (Williams
and Courtney 1995). The wider experimental arezharacterized by montane
tussock grassland, dominated by native specieshé generaFestuca, Poa,
Rytidosperma and Chionochloaat higher altitudes. These species are typical of
semi-arid to humid, montane and subalpine zon&&ein Zealand (Rose et al. 2004).
The inter-tussock ground is generally dominatedtogk-palatable Eurasian species
(particularly Agrostis capillaris, Anthoxanthum odoratum, Trifwh spp.), which
were over-sown after forest clearing in the lat®@ds3 At present, the area is farmed
at very low intensity, with a stock density of ldban 1 sheep per hectare, and no

nitrogen fertilizer is applied.

33



3.3.2 Experimental design and sampling of altitudinal gradient experiment

To generate a climatic gradient, we used an el@vajradient as a ‘space for
time substitution’ (Pickett 1989, Hodkinson 200%Ye established five vertical
transects of three plots, each at 150 m intervhkslevation, such that there was a
total of 300 m difference in altitude between thevést and the highest plot in each
transect. Transects were at least 600 m apart gtthie vertical length of each
individual transect, see Appendix 2.1, Table S1d Bigure S5). All plots had a
similar incline and vegetation type, and faced mat north-west. Note, however,
that analyses incorporated transect as a randorockibh) factor, so any
environmental differences among transects woulccanfound treatment effects. To
maintain similar characteristics, transects wereatigpositioned at exactly the same
elevation, so plots ranged from 650 m at the lowssht to 1073 m a.s.| at the
highest (423 m of total elevation span). This pded a total temperature gradient of
2.83 °C across all plots (the average temperatuesach plot over the entire period
of data recording ranged from 3.89 to 6.72 °C).sTtamperature gradient falls
within the range of temperature increases prediedll IPCC scenarios within the
next 100 years (IPCC 2007).

The topography of the area meant that temperatigrenat vary consistently
with elevation (i.e. some sites were warmer or eplthan expected for their
elevation). This allowed us to test the effectst@iperatureper se partially
uncoupled from the effects of other environmentaliables that co-vary with
elevation (such as oxygen availability and radmtidodkinson 2005). Temperature
was recorded in each plot using Hobo series Prata bggers, protected by a sun
shield, logging temperature at 1h intervals fronbriary to December 2009. We
used the overall mean site temperature for thigogeas a predictor variable in the
analysis.

At each elevation, we established a 24 x 12 m sagmlot. We further
subdivided each plot into two 12 x 12 m subplots] aandomly assigned one of
these to a nitrogen addition treatment (additiorcamtrol with no added N). This
resulted in a split-plot design, with temperatuagying at the scale of plots (n = 15),
blocked by transects (n = 5), and N treatmentsiegpb subplots (n = 30) nested

within plots. The N fertilization treatment compatsa total application of 50 Kg ha-
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1 yr-1, which falls within the current range of gédly-observed rates of atmospheric
deposition (M.E.A 2005). Precise N deposition rdt@sthe study region are not
known, but expansion of dairy farming across NewlZed is driving rapid increases
in N fertilizer application (Austin et al. 2007),hweh will likely impact adjacent
semi-natural grasslands. Nitrogen fertilizer wapligd in the form of Calcium
Ammonium Nitrate (CAN) granules (Ravensdown LTDwWN&ealand). This form of
fertilizer combines fast and slower release ofdgatally-available nitrogen, and has
been used previously to simulate atmospheric dapogiClark and Tilman 2008).
We began N addition in September 2008, by additg 40the total year budget (20
Kg ha-1 yr-1, 1066 g CAN per subplot) and applyiing remaining 60% in 4 pulses,
evenly distributed over the next 12 months, byrdging the dry granules throughout
the treated subplot. Fertiliser addition contingda rate of 50 Kg ha-1yr-1 until
sampling was completed in December 2009.

Although initial sampling of insects began in O&ol2008, here we present
data only from samples where biomass was measwadh were those collected
from May to December 2009, i.e., approximately aryafter starting the nitrogen
fertilization treatment. To minimize disturbancedattepletion of caterpillars in the
experimental area, we subdivided each 12 x 12 rplstimto 4 strips of 3 x 12 m
each, and sequentially sampled one strip only dueach sampling round. This
ensured a time window of at least 4 months befersampling of the same section.
This timeframe is substantially longer than the rage larval life stage of
Lepidoptera in our study area, and therefore preekhias in the abundance of any
sample caused by depletion from previous sampbngas.

We searched all the tussocks within the 3 x 12rp at each sampling round.
Plant searches involved thorough teasing aparteoker vegetation to locate any

hidden larvae.

3.3.3 Study site: artificial warming experiment

We set up an artificial warming experiment adjacemtthe University of
Canterbury field station at Cass in the Waimak#&ivier catchment, South Island of
New Zealand (Appendix 2.1, Figure S5). The Cadd B&ation lies at 640 m a.s.l., a
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mean annual rainfall of 1300 mm (1918-1965) is amifly distributed throughout
the year, and typical monthly mean air temperatueggge from 1.6°C (July) to
15.7°C (February). Snow lies for some days eachtewi(Uune-September). The
climate of the area is described in detail by Gla®h (1977). The study area is
embedded in a montane short-tussock grasslandwerthsimilar characteristics to
the environment of the altitudinal gradient expenmt; although the two
experimental locations are over 60 km apart andiramifferent catchments. The
intertussock area is dominated by Eurasian grassmsown for pastoral purposes.
The area surrounding the field station shows dongeaover ofAgrostis capillaris
andAnthoxanthum odoratuifBarratt et al. 2005).

3.3.4 Experimental design and sampling of warming experiment

The experiment comprised a 2 x 2 factorial desigth) warming and nitrogen
as treatments with two levels each (control vsvadked) and five true replicates per
treatment combination, totaling 20 plots. We d@fien by 19m experimental area in
October 2008, to a depth of 20 cm to establishtwenty 3.5 x 3.5m plots (12.25
m?), each separated by a 1m corridor. We then levédedground and installed
custom-made electric heating cables (Argus Heatitd, Christchurch, New
Zealand: coiled copper wire on fiberglass core aitidon coating) in half of the
plots, and dummy cables in the remaining (unhegitd¥. Each plot was fitted with
two coils of 45m meters each, resulting in a sppahl4 cm between cable lines.
Heating power totals 940 Watts per plot or a podensity of 76W/ i Similar
power output has been recommended (Peterjohn #898) and successfully used in
previous underground heating experiments (Meliicale 2002). In each warmed
plot, we installed three thermocouples (Type E, oGiel-Constantan, Campbell
Scientific, USA) at 10 cm depth and standardizeditipm relative to the heating
cables (1 directly above the cable, 1 between teaiihg cables, 1 between the other
two thermocouples), to capture any potential telatpee differences within the plot
driven by distance from the heating cables. In eemhtrol (unheated) plot, we

installed 1 thermocouple at the same depth. Thartbcouple in the control plot
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provided a baseline measure of ambient temperatutbat the warmed plots could
be kept at a constant temperature above ambient.

We homogenized all the extracted soil by mixingith a digger to remove any
confounding nutrient or bio-geochemical gradienfoke re-installing it in the
experimental area and leveling the ground to ensomstant ground depth relative to
the cables We planted well-established (at leasto®th old) individuals of four
species of tussock grasses, which were commoretgdheral area and also present
in the altitudinal gradient experiment (5@8o0a cita 50x Festuca novae-zelandiae
12x Chionochloa rigidaand 12xChionochloa flavecengper plot), in a consistent
composition and layout for each plot). This redllite each plot being planted with
144 individual plants, amounting to 2880 tussocktotal. We completed the set up
and planting in January 2009 (see Figure S6 in Agpe2.1). To minimize water
stress to the recently-planted tussocks in thehhaifjthe first summer, we installed
an automated watering system, which ran for halhamr at dawn and after sunset
until May 2009.

We first activated the warming treatment in Aprd(®, after the plants had
established for over three months. However, adjestnand tuning of temperature
control meant that the experiment was fully operal by late June 2009. We paired
each warming plot with its spatially-closest cohtmlot to keep the warmed
treatments at 3°C above ambient, logging the teatpey of all thermocouples every
minute using two Campbell CR1000 (Campbell ScientiiSA) data loggers. The
average temperature of the thermocouples in thenuwgr plots is used against the
control plot to switch the power on and off as neeg (see Figures S7 and S8 in
Appendix 2.1 for details on the temperature coitrbhe three degrees of warming
achieved in this experiment is in line with the parature gradient we found in the
field experiment and with the predictions of glolfahd New Zealand) warming
scenarios for the next 100 years (IPCC 2007).

The nitrogen treatment application, using the sadiewtilizer as the gradient
experiment, began shortly after planting, by addhgequivalent of 25 Kg Hayr

in late January 2009. Applications reached a wft80 Kg ha'yr* with three evenly-
distributed applications during the rest of thery&rtilization treatments continued

in 2010 with five applications of 10 Kg fer™, one every two months except the
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winter months of July and August, when the plotsenaften covered in snow. The
decision to use five applications arose from a dodid between maximizing

frequency of applications (to resemble natural déjmm), yet applying enough to
practically allow even application across the entieated plot.

We began sampling lepidopteran larvae in Januafy2€hat is, a full year
after plot establishment and planting. Samplingtiomed at monthly intervals until
June 2010 (i.e. mid winter, when snow cover madapdag impractical), and
resumed at monthly intervals from September to D 2010, totaling 11
sampling rounds. To minimize disturbance and deplebf caterpillars in the
experimental area, we sampled half of each plotndueach round, alternating
between the two halves. This ensured a time windbat least 8 weeks before re-
sampling of the same section. Sampling entailedalfig searching for caterpillars on
tussock plants, teasing apart the dense vegetatiomd any hidden larvae.

Both the artificial warming and the gradient expesnt present a number of
caveats in their design: using natural-gradiendisgihas limitations in the ability to
explain the response of communities to temperathanges, as populations may
already have adapted to the different conditionsdftthson 2005). Additionally,
changes to mean temperatures following global wagmmay be strongly influenced
by changes to frequency and magnitude of extremedeature events (IPCC 2007),
which remain unaccounted for in our study. Simylarlartificial warming
experiments such as the one presented in this stadybe criticized for the
necessarily small scale, and limitations of anytihgamethod used in simulating
global change (Kimball 2008, Peterjohn et al. 1998)wever, most experiments to
date have used one of these methods. In this stuelyised both a large-scale field
experiment combined with a manipulative controllgéeld experiment, finding
largely consistent results that provide a good ele@f confidence that the patterns
found were due to the generalities of communitiesponse to simulated global-

change drivers, rather than spurious effects ofpamiicular experimental approach.

3.3.5 Insect rearing

For both experiments, we identified each individaava to morphospecies. To

allow collection of parasitoids, we individually aied all larvae to maturity
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(emergence of the adult moth or parasitoid) in ienafe-controlled room, with a
constant temperature of 16 degrees, relative hiynadi 60% and a light cycle of
16L:8D. The feeding protocols varied according lie species requirements. All
parasitoids were identified to species level whmrssible, and to morphospecies for
organisms lacking a recognized classification. Veight the expertise of two
taxonomists to help with the identification: John [Bugdale (Landcare Research,
Nelson) developed a larval key for Lepidoptera aodfirmed the identity of all the
tachinid flies, and Jo Berry (MAF Biosecurity, Weliton) validated hymenopteran
morphospecies and formally identified all known@ps. The individual rearing of
every herbivore larva allowed us to estimate the o parasitism (proportion of
larvae from which a parasitoid emerged). Larvad thiad during rearing were
excluded from all analyses to avoid underestimadioparasitism and overestimation
of herbivore biomass that would arise from inclgdithe dead herbivore but
excluding non emerged parasitoids.

3.3.6 Biomass measurements

To estimate effects of temperature and N on labwainass, we weighed the
caterpillars (Mettler Toledo analytical balance wate to 0.0001g) directly after
collection for all samples. We estimated total harie biomass as the sum of the
larval weight of all individuals in each plot. Asewcould not always observe
parasitoids as soon as they emerged, there i& #has individual parasitoid weight
could be biased by the time between emergence @nd discovered. Furthermore,
unlike herbivore mass, which was measured diredtlr collection, parasitoid body
mass can only be measured at emergence, and beuéddre be strongly determined
by the age at which the host larva was broughttimdaboratory for rearing, and the
food provided to the growing larva. This proceduaoalld carry a possible bias, if
parasitoids emerging under any treatment were stamgly larger. However, there is
no other practical way to collect emerging paraggdhan rearing the caterpillars,
which could generate spurious differences acrogstrirents. Therefore, we
calculated the total parasitoid biomass for a ptmultiplying the total counts of

each species by the average adult weight of thetiep. We obtained each species
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average by weighing 20 adult individuals of eaclkecsgs, or all individuals for
species totaling less than 20 individuals.

To estimate plant biomass without disruptive sangpliof the plots, we
estimated the total tussock volume in each plotoliain the total tussock volume,
we first calculated the mean tussock volume pet pio measuring a subset of
randomly-selected tussocks (20 in the warming ewpeit, 30 in the gradient
experiment). We measured basal circumference aighthigom the ground to the
highest leaf, and then calculated the cylinder m@uLaliberte et al. 2010). After
obtaining the average tussock volume for each plet,multiplied it by the total
count of tussock individuals. To convert plant vokito biomass, we measured the
volume of 10 tussock plants from our glasshousd¢umg following the same
procedure as above. We then clipped them to grteved and dried the leaf material
at 60°C for 48 hours. We used a linear regressmrtest how well volume
approximated dry weight, and found a significaratienship (kg = 20.68, P =
0.001, R =0.72).

3.3.7 Data analysis

We carried out all analyses using R version 2.{R.Development Core Team;
2010). To account for our split-plot design in thedient experiment, we used
general linear mixed effects models (Bolker et28l09), within the nlme package
(Pinheiro et al. 2011). We used total (summed)tpla@rbivore or parasitoid biomass
as the response variable, with a Gaussian errdnibdison. We included nitrogen
treatment as a fixed factor and temperature axed(fvariate, with plots nested in
transects as random effects. Biomass of consuimghitr levels is likely to be highly
correlated with the biomass of the trophic levdbie(its resource). Therefore, we
included the biomass of plants as a covariate e rtfodel predicting herbivore
biomass, and herbivore biomass in the model foagitmids. We initially included
all possible interactions, then simplified the mlobdg removing non-significant
interaction sequentially, each time assessing awimgAkaike Information Criterion
(AIC) scores before any further simplification. $hallowed us to determine if the

effects of the drivers on consumer biomass petkiafeer accounting for variation
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explained by resource biomass, i.e. if there wag direct effect of the drivers

beyond the bottom-up, resource-biomass-mediate@ctsff To highlight the

differential response between trophic groups, weutaied a herbivore to plant
biomass ratio and a parasitoid to herbivore biomag®. We used a logit

transformation for these ratios to meet the assiompbf normality, then tested them
each as a response variable in a mixed effects Imottetemperature and nitrogen
as predictors and a Gaussian error distribution.

In addition to biomass changes, the activity oLiratenemies may respond to
the treatments (e.g., higher activity due to highmtabolic rates with increasing
temperature, or altered attack rates as host guahianges under elevated N).
Because such a response may not have been captyul@aking solely at changes in
biomass, we tested the response of overall pamasitates to the drivers. We
modeled parasitism rates using a generalized linegaed model with a binomial
error distribution, carried out in the Ime4 packdBates and Maechler 2010). The
proportion of all herbivores that were parasitiseas the response variable, and the
drivers temperature and nitrogen were includedredigtors.

To test for changes in biomass at each trophicl evéhe artificial warming
experiment, given the full factorial design, we diggeeneral linear models (the Im
function in the base package of R). We used tataim(ed) plant, herbivore or
parasitoid biomass as the response variable, eittpérature and nitrogen as fixed
factors. We followed the same procedure as in litedinal gradient experiment by
including resource biomass (biomass of plants aar@ate in the model predicting
herbivore biomass, and herbivore biomass in theeifod parasitoids) alongside the
drivers, including all interactions and subsequesitinplifying the model as above.

To highlight changes in total biomass within eadphic level, we also tested
the relative percentage increase in biomass (& sinare root transformed to meet
the assumptions of normality and homoscedastiatynpared with the control
treatment for each trophic level. We did not cawut this analysis in the gradient
experiment because the use of temperature as atevadther than the categorical
(warming vs. control) used here did not allow anadly effective comparison. We
tested the biomass ratio using the same procedurm ghe altitudinal gradient
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experiment. To test the response of parasitisns tatéhe driver treatments, we used
binomial errors and a logit link function in thexgfunction of the base package in R.

3.4 Results

3.4.1 Altitudinal gradient experiment

In the gradient experiment, we found no effecthaf drivers on plant biomass
(Table 3.1 A). Herbivore biomass was positivelyretated with plant biomass, but a
strong effect of temperature on herbivores remairedn after controlling for
resource biomass (Table 3.1 B). In contrast, adtrieenvards a positive effect of
nitrogen on herbivore biomass (t = 1.82, d.f = &% 8.090) disappeared when plant
biomass was included in the model. Parasitoid bgsmaas positively correlated
with host resource biomass (Table 3.1 C), but did mespond directly to the
treatments. Interestingly, we found a negativeratgon between herbivore biomass
and temperature, such that the positive relatignbbtween herbivore biomass and
parasitoid biomass was significantly weaker at @igtemperatures (Table 3.1 C,
Figure 3.1).

We also found that increasing temperature led tawrall increase in the
biomass ratio of herbivores to plants (t = 3.66,=19, P = 0.005) and a tendency for
a decrease in the ratio of parasitoid biomass tbiv@e biomass (t = -1.91, d.f. =9,
P = 0.084). Concordantly, we found a negative eféédoth drivers on parasitism
rates, with a significant interaction such that thevers acted sub-additively
(Temperature: Z = - 2.15, P = 0.031, Nitrogen: Z2=11, P = 0.034, Interaction: Z =
1.98, P =0.047).
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Table 3.1: Elevational gradient experiment: coefficient table for the combined effect of the

drivers on A) plant biomass, and the effect of the drivers and resource (plant or herbivore host

respectively) biomass on total biomass of B) herbivores and C) parasitoids. Asterisks indicate

level of significance (.< 0.1, *<0.05, **< 0.01).

A) Plants

(Intercept)
Temperature

Nitrogen

Temperature : nitrogen
B) Herbivores
(Intercept)

Plant biomass
Temperature

Nitrogen

Temperature : nitrogen
C) Parasitoids
(Intercept)

Herbivore biomass
Temperature

Nitrogen

Herbivore biomass : warming
Temperature : nitrogen

Value Std.Error

9830.12 10020.47

-232.27  1873.78
10577.54 10907.60
-1408.00 2042.77
-43.10 10.53
0.0005 0.0002
9.32 1.94
-10.87 13.60
2.43 2.53
0.07 0.18
0.051 0.01
-0.003 0.03
-0.29 0.20
-0.007 0.002
0.04 0.04
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df

13
9

13
13

12
12
9

12
12

11
11
9
11
11
11

t-value Blve
0.98 0.345
-0.12 9.90
0.97 0.350
-0.69 .50®
-4.09 0.002
2.37 0.036
4.80 0.001
-0.80 0.440
0.96 0.355
0.38 0.713
4.41 0.001
-0.07 0.943
-1.45 0.174
-3.72 .008 **
1.26 0.231

*%

*

*%

*%
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Figure 3.1: The correlation between herbivore biomass and parasitoid biomass along the
temperature gradient. Panels are ordered from left to right. Thus, the left plot represents the
herbivore-parasitoid biomass relationship at the lowest temperature and the right plot is for the
highest temperature. Black lines represent fitted values from the mixed effects model, dashed
lines show the upper and lower range of the standard error. The biomass relationship curve
flattens as temperature increases, indicating an increasingly weaker increase in parasitoid

biomass per unit of herbivore biomass increase.

3.4.2 Warming experiment

In the warming experiment, relative biomass respsrie each driver differed
across the different trophic levels (Table 3.2,uF#g3.2). There was no significant
relative change in plant biomass at high tempeeatbut there was a significant
increase in the nitrogen treatment (both in theokibs biomass, Table 3.2A, and in
the mean (x SE) percent change relative to cortreb63.8% + 24.9, P = 0.016),
which remained when temperature and nitrogen wengbmed (+ 59.9% + SE 15.2,
non-significant warming x nitrogen interaction: Tal3.2 A). In contrast, herbivore
biomass on average doubled in response to tempei@tlative change of + 102% +
18.6, P = 0.006, for absolute change in total besnsee Table 3.2 B) and was
marginally higher in the nitrogen treatment (+ 645E 32.9, P = 0.062), with
combined treatments showing a weakly sub-additifexe(+ 88.1% + SE 33.1, P =
0.095).

Herbivore total biomass was positively correlatedhwplant biomass but,
nevertheless, retained a positive effect of tentpeza(Table 3.2 B), consistent with
the altitudinal gradient experiment. In contralsg marginally-significant (P = 0.062)
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main effect of nitrogen on herbivores disappearter plants were included in the
model, providing some evidence that nitrogen effemt herbivores were indeed
bottom-up.

Finally, parasitoid relative biomass did not diffeom control under any
treatment combination (P > 0.1 in all cases). Aftesluding herbivore biomass
alongside the treatments predicting total parasituomass, we found a positive
correlation between resource and consumer biomadgsoaly a trend (P < 0.1)
towards a negative effect of temperature on pardsiiiomass after controlling for
the effect of herbivore biomass (Table 3.2 C).

Overall, the observed changes in biomass at hitgraperatures led to an
increase in the biomass ratio between herbivordgpamts (t = 2.50, P = 0.023) and
a tendency towards a decrease in the ratio of paichso herbivore biomass (t = -
1.78, P = 0.093). In contrast, we found no effddhe drivers on parasitism rates in

the warming experiment.
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Table 3.2: Artificial warming experiment: coefficient table for the combined effect of the drivers

on A) plant biomass, and the effect of the drivers and resource (plant or herbivore host

respectively) biomass on total biomass of B) herbivores and C) parasitoids. Asterisks indicate

level of significance (.< 0.1, *<0.05, **< 0.01, *** < 0.001).

A) Plants
(Intercept)
Warming

Nitrogen

Warming : nitrogenn
B) Herbivores
(Intercept)

Plant biomass
Warming

Nitrogen

Warming : nitrogen
C) Parasitoids
(Intercept)
Herbivore biomass
Warming

Nitrogen

Warming : nitrogen

Value

2036.54
751.10
1299.46
-828.69

-0.18
0.002
2.84
0.15
-1.70

0.03
0.02

-0.08

-0.03
0.06

Std.Error

377.49
480.56
480.56
679.62

1.37
0.0005
1.22
1.34

1.69

0.04
0.007
0.05
0.04
0.06
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df

12
12
12
12

15
15
15
15
15

15
15
15
15
15

t-value

5.39
1.56
2.70
-1.22

0.13
3.68
2.33
0.16
-1.01

0.62
2.84
-1.81
-0.60
0.95

Blue

<0.001 **

0.144
0.019 *
0.246

0.898
0.002
0.034
0.910
0.330

0.548
0.012
0.098
0.556
0.358

*

*%

*
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Figure 3.2: The effect of the global change drivers (warming, nitrogen and their combination)

on the percentage increase in biomass relative to the control treatment for plants, herbivores
and parasitoids. As the percentage increase is scaled within trophic levels, this graph allows a
direct comparison of the effect of the drivers within and across trophic levels (plant, herbivores

and parasitoids). Asterisks depict significant differences within groups.

3.5 Discussion

We found distinct responses of biomass at differeaphic levels under
elevated temperature and nitrogen and, overaketihesults were consistent between
two experiments that strongly differed in spatiahle and design. In particular,
herbivore biomass increased significantly more thkmt or parasitoid biomass at
higher temperature, and this generated an increest@nl of herbivore to plant
biomass with warming. Our findings of greatly irased herbivore biomass at higher
temperature support hypotheses of increased heybibased on data from
agricultural systems (reviewed by Rustad et al.12@ale et al. 2002 and Throop
and Lerdau 2004) and paleological records (Wilf kadandeira 1999, Currano et al.
2008).

In contrast to warming, the strength of the nitroghrect effect on relative
biomass change decreased from plants (strong sigsponse) to herbivores

(marginally-significant positive response) to p#mds (no response), suggesting
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that bottom-up effects, or increases in resour@elahlity, had decreasing strength
or efficiency moving up the food chain. The impada of bottom-up effects was
emphasized by the significant effect of plant orrbhere, and herbivore on
parasitoid biomass in both experiments, and aftertrolling for these effects,
nitrogen had no significant effect on herbivorearasitoid biomass. In light of these
findings, the role of natural enemies in contralimerbivore populations is likely to
be strongly impaired by both drivers, an hypothesipported by the significant
reduction in parasitism rates under elevated teatpex or nitrogen. These results
are consistent with previous findings of largerldinesre population and no response
by parasitoids (Haddad 2000). Leaf chewers suchcaerpillars can often
compensate for reduced food quality by increasivrtconsumption, which may
reduce performance by leading to greater intakesexondary allelochemicals
(Slansky and Wheeler 1992). However, this mechansrikely to play a more
important role in plants that, unlike grasses,usgally chemically defended.

In addition to biomass, rates of herbivory are gisedicted to increase at
higher levels of nitrogen availability, which couiid turn support larger herbivore
populations (Throop and Lerdau 2004). Although ¢heray have been a top-down
reduction in plant biomass due to elevated herlgivtiis was not sufficient to
outweigh the effect of nitrogen on plant growthfirading congruent with that of
Throop (2005), who showed that positive impactdNabn shoot biomass were not
significantly suppressed by herbivory. In our expents, we found that both plants
and herbivores substantially gained biomass unbated nitrogen, indicating a
generally more productive system at the plant aadbitiore level, but not at the
parasitoid level.

Interestingly, under elevated levels of both terapee and nitrogen, we
observed a higher increase in biomass of herbivtrtas parasitoids, whilst the
increase of herbivores and plants was qualitatishgilar. In other words, the
presence of nitrogen as a second driver mitigatedstrong difference in response
between plants and herbivores at higher tempematureis result highlights the
importance of considering the co-occurrence of glothange drivers; under a
scenario of global warming with no increase in agen deposition, herbivores

showed a clearly stronger response than did ptardarasitoids. However, under a
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realistic scenario of co-occurring drivers (Didhatral. 2007, Tylianakis et al. 2008,
Gilman et al. 2010), the difference in responsetiq@darly between plants and
herbivores, may be less than expected when consideach driver in isolation.

However, we found strong evidence in both field expents that natural
enemies were not able to respond as positivelgdieased herbivore (host) resource
availability under a changing environment. Paoadibiomass did not significantly
increase under any treatment and, importantly, skoavsignificantly lower response
than herbivores at higher temperature. Moreoveth lexperiments qualitatively
showed a net negative effect of temperature onspaids. Once we had accounted
for the predictable correlation between herbivamertass and parasitoid biomass, we
found a trend for a negative effect of temperatone parasitoid biomass in the
artificial warming experiment. Similarly, in theesfation gradient experiment, we
found that the biomass correlation between paidsitand herbivores was weaker at
higher temperatures, and led to a decreasing paichbierbivore biomass ratio. A
conceivable interpretation of these results is tpatasitoids were not able to
counteract the strong response of herbivores (psrbacause parasitoid population
responses were too slow), and this effectively gerd a situation of predator-
release under elevated temperature. This viewsis supported by the significantly
lower rates of parasitism found in the gradientezkpent. Even though parasitoids
attacked significantly more hosts under elevatetperature (results not shown), this
increase was not proportionate to the increasegt abundance, which generated a
lower proportion of hosts parasitised. It must ddgonoted that parasitism rates did
not differ significantly across treatments in thdifigial warming experiment.
However, due to the small distance between plotss plausible that parasitoids
could display behavioral choices to attack hostsosac different treatments
depending on their availability at a given time.eféfore, the parasitism results in
the artificial warming experiment should be takeautwusly and should not
undermine the validity of the results we obtaineder natural field conditions in the
elevational gradient study.

Our results contrast with those of Andrew and Hgg{#005), who found no
evidence for increased ratios of herbivores to gtvials and other natural enemies

along a latitudinal gradient. However, the scopd amethodology of their study
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shows substantial differences from ours. Andrew Biugihes (2005) sampled all
arthropods by knocking them down from the host plasing a pyrethrum/water
solution. They thus obtained data on abundancebermass of the major insect taxa
sorted into feeding groups, but would have alstuthed ‘tourist’ species, which may
not have been feeding on the plants or herbivdnesontrast, we reared parasitoids
from living hosts, which incorporates host-seleatieffects on parasitoids, and
provides a measure of biomass that directly reladethe ecosystem function of
parasitism. Thus, our estimate of biomass is obthiinom parasitoids that are not
merely present, but also able to interact succlgsfuth their host. Nevertheless,
the results of Andrew and Hughes imply that sangpliof free-living adult
parasitoids could lead to different results.

Strengthened top-down control by generalist pradaibserved under warming
in terrestrial systems (Barton and Schmitz 2009)gests that more specialized
natural enemies such as parasitoids may be legwonsge than generalists.
Temperature is known to increase metabolic ratesatfile predators such as spiders
(Rall et al 2011) whilst, in contrast, parasitoigdvdlopment is dependent on their
host, which may constrain (e.g., through changd®st phenology or quality) their
ability to adapt to change. Previous studies otraphic food chains concluded that
parasitoids are unlikely to effectively counterdbe response of herbivores to
climate change (Hoover and Newman 2004), and speltyf suggested that bottom-
up forces may be more important than top-down cbily the parasitoids (Tuda et
al. 2006). Our findings are congruent with this geggion, and show a severe
limitation in the ability of parasitoids to effeetily control herbivore populations.
Our findings have concerning implications for bikeal control of herbivore pests,
and suggest that herbivores will be the most likelpenefit and thrive in a changing

environment.
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CHAPTERIV

Bottom-up effects mediate response of food-web
structure and resilience to climate change and

nitrogen deposition

4.1 Abstract

Environmental changes, such as climate, affectispabundances, distribution
and diversity, thereby affecting communities andsgstems. Furthermore, the
effects of global change drivers such as climatg depend on other drivers acting
simultaneously. However, the role of species imtgvas in responding to and
mediating such changes is largely unknown. Netwofkieeding interactions (food
webs) describe the underlying structure of ecolgicommunities and are
considered to be important factors determining gstesn function and stability. In
this study, we analyze the response of 50 quanttaerbivore-parasitoid food webs
in a grassland system to the separate and comlaffedts of temperature and
simulated nitrogen deposition. We experimentallypligal nitrogen in both an
altitudinal gradient and an artificial warming exipgent, then used path analysis to
disentangle the direct vs. bottom-up effects ofgerature and nitrogen on food
webs.

We found that food-web structure was altered byfqumad changes in the
abundance and diversity of interacting speciesclwviiesponded to an increase in
basal resources. In contrast, the direct effecthefdrivers on food-web structure
(e.g., through phenological mismatch) were nedigiland the overall effects of
temperature and nitrogen were buffered by the apgadirection of different effect
pathways. However, we found that temperature ammdg@n sub-additively caused a
decrease in mean food chain length, driven by prapertionate increase in the

abundance of herbivores compared with natural eegeriihis loss of energy transfer
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to higher trophic levels supports general concab@ut increases in herbivory under
climate change. We then used a model to determmeffect of food-web structure

on its equilibrium stability, and found that stayilremained similar under both

driver effects.

Our results emphasize that bottom-up pathways playimportant role in
mediating the response of food webs to climate gbamand that the effects of
climate can interact with those of other driverse ¥und no evidence of changes to
the stability of food webs; nevertheless, bottomsesource-driven changes in
interaction distribution and strength are likely be@ar consequences on future
biodiversity.

4.2 Introduction

Human impacts on Earth’s ecosystems are widelygrazed, and there is little
doubt that multiple global environmental changeEQ} triggered by the dominance
of humans on earth (Vitousek et al. 1997b), areimyiwidespread biodiversity loss
(Chapin et al. 2000, Pimm and Raven 2000). Clinchienge and anthropogenic
nitrogen deposition have been identified as majmeds of biodiversity loss (Sala et
al. 2000, Walther et al. 2005), and both drive gesnin plant primary production
(Reich et al. 2006a), which could indirectly affemttire ecosystems. Moreover,
rising temperatures are known to alter the aburelaarad distribution of species
(Walther et al. 2002, Parmesan and Yohe 2003),edisaw the timing of crucial life-
history events (Menzel and Fabian 1999, Menendat @007, van Asch and Visser
2007).

A large body of research has demonstrated effefctdimate on population
abundances, organismal physiology, species richaedscomposition (Sala et al.
2000). However, it is less clear how responsesndividual species to climate
change will percolate through ecological commusitiea their interactions with
other species. Recent studies highlight that biatieractions are likely to be
impacted by climate, and that many important effext climate change will not
result from the direct effects of rising temperatan species, but rather from the
impact of temperature on species interactions énhgkis et al. 2008, Berg et al.
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2010). Furthermore, biotic interactions, such adation, play an important role in
the maintenance of biodiversity, mediation of estamn responses to GEC (Suttle et
al., 2007, Brooker, 2006), and stability of ecosygstservices (Dobson et al. 2006).
In particular, networks of interactions betweencége at different trophic levels
have been shown to have emergent properties (uchsestance to perturbation),
that result from their overall architecture, and oaly be identified by analyzing the
structure of the community as a whole (Dunne e2@02b, Bascompte et al. 2006,
Stouffer and Bascompte 2010, 2011). The criticgbartance of these interaction
networks (McCann 2000, Montoya et al. 2006, Rooeewl. 2006) has prompted
numerous authors to call for the conservation deractions in addition to
biodiversity (McCann 2007, Tylianakis et al. 2010).

Studies that have investigated the response of feebls to anthropogenic
disturbance have found complex responses that yundehe presence or absence of
species. Some have shown that species interaeteftty in response to disturbance
such as land-use change and species invasionsafakls et al. 2007, Aizen et al.
2008), whilst others have found food-web structtoebe resilient to changes in
species composition following habitat fragmentafiiiaartinen and Roslin 2011).

Despite the obvious importance of temperature ahamge driver, climate-
induced effects on food-web structure are largelignown. In a pioneering study,
Petchey et al. (1999) showed severe effects of ¢eatyre on a microcosm
community, which occurred through a disproportieniaiss of top predators. More
recently, Petchey et al. (2010) added temperateperttience of foraging traits to an
existing model of food-web structure, and predigtetentially large negative effects
of temperature on complexity, highlighting the néedempirical studies to test how
temperature affects community structure and dynamic

Further to changes to metabolism, growth and pedoce, temperature can
also indirectly affect species and their interagdichrough bottom-up changes in the
abundance and quality of basal resources (Balel.e2082, Shaw et al. 2002,
Zavaleta et al. 2003, Stiling and Moon, 2005, Vaauhuys and Laine, 2008
Bukovinszky et al. 2008, Tylianakis et al., 2008oreover, it has been shown that
trophic levels can respond differently to climatoigt et al. 2003), and different

phenological responses of species at different htoopevels can disrupt the
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synchrony of predators and prey (Visser and Holler2@01, van Asch and Visser
2007, Klapwijk et al. 2010, Miller-Rushing et aDID), with unclear consequences
at the network level.

In addition, other co-occurring global change digvanay synergistically
interact with climate (Didham et al. 2007, Tyliamalet al. 2008). For instance,
biologically reactive nitrogen in the bioshpere lasibled since the introduction of
synthetic fertilizers and fossil fuels (Vitousek at 1997; M.E.A 2005). Nitrogen
deposition typically alters plant net primary protian, but it is also known to cause
shifts in competitive advantages among plant (Retcél. 2006b) and animal species
(Tylianakis et al. 2008), and to drive loss of biaalsity (Stevens et al. 2004, Clark
and Tilman 2008), and these effects may be temperatependent (Reich et al.
2006a). Changes in basal plant resources usualgfibenerbivores, and some
evidence suggests that natural enemies can alsefibbénom increased nutrients
(Moon and Stiling 2000, Bukovinszky 2008). Howevdre relative interplay of
bottom-up vs. direct effects of temperature andogén on the structuring of
communities and their interactions remain virtualhknown (but see Richardson et
al. 2002).

Here, we combine tri-trophic-interaction data, frono field experiments in a
grassland system of plants, caterpillar herbivoegsl their natural enemies
(parasitoids), to investigate for the first timee teffects of global warming and
nitrogen deposition on quantitative food webs. Wdize structural equation
modeling to partition the bottom-up and direct ef$eof the drivers at each trophic
level, and to ultimately determine their impactregtwork structure and resilience.
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4.3 Material and Methods

We used data from both an altitudinal gradient amd artificial warming
experiment. The experimental design for these exyats is described in detail in

Chapters 2 and 3 and in Chapter 3, respectivelysiommarized again here.

4.3.1 Study sites and sampling: altitudinal gradient experiment

We established five vertical transects of thred¢spleach at 150 m intervals of
elevation, such that there was a total of 300 rfedihce in altitude between the
lowest and the highest plot in each transect. Th®vided a total temperature
gradient of 2.83 °C across all plots. We furthdsdiuided each plot into two 12 x 12
m subplots, and randomly assigned one of these ndr@gen addition treatment
(addition or control with no added N). We used agen fertilizer in the form of
Calcium Ammonium Nitrate granules (Ravensdown LNew Zealand). This form
of fertilizer combines fast and slower release iofdgically available nitrogen, and
has been used previously to simulate atmosphemposikon (Clark and Tilman
2008). We added a total of 50 Kg hgr® with evenly-distributed applications
during the rest of the year; this rate of depositialls within the current range of
globally-observed rates of atmospheric depositMriE(A 2005).

We started sampling in October 2008, and continakednonthly intervals,
whenever possible, until December 2009, compledirigtal of 11 sampling rounds
successfully. To minimize disturbance and depletioh caterpillars in the
experimental area, we subdivided each 12 x 12 rplstimto 4 strips of 3 x 12 m
each, and sequentially sampled one strip only duesich sampling round. We first
sampled two randomly-positioned 1%muadrats from each subplot, where we
searched all above-ground vegetation for Lepidaplarvae and recorded the host
plant for each larva. This search also providetbadardized measure of herbivore
density per unit area that was used for the abwed@amalyses. To yield higher
numbers of larvae, we then searched all the tussetkin the 3 x 12 m strip. Plant
searches involved thorough teasing apart of devesgetation to locate any hidden

larvae.
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Using natural-gradient studies has limitations e tability to explain the
response of communities to temperature changegp@slations may already have
adapted to the different conditions (Hodkinson 20@&milarly, rapid evolutionary
adaptation may occur, and such response could teadonservative results.
Additionally, changes to mean temperatures follgvglobal warming may be
strongly influenced by changes to frequency andnmtade of extreme temperature

events (IPCC 2007), which remain unaccounted fauinstudy.

4.3.2 Study sites and sampling: artificial warming experiment

We set up an artificial warming experiment adjacemtthe University of
Canterbury field station at Cass in the Waimak#&ivier catchment, South Island of
New Zealand. The experiment comprised a 2 x 2 fedtdesign, with warming and
nitrogen as treatments with two levels each (céraral elevated) and five true
replicates per treatment combination, totaling 28tspof 3.5m length and width
(12.25 ).

We generated the warming treatment by installindenground heating cables,
pairing each warming plot with a control plot toekethe warmed treatments at 3°C
above ambient; the warming treatment was firstvateid in April 2009. Heating
power totaled 940 Watts per plot or a power densfty 6W/ nf. Similar power
output has been recommended (Peterjohn et al. 1888)successfully used in
previous underground heating experiments (Melitlale2002).

We planted each plot with four species of tussaelsses, which were common
to the area and were also found in the altitudgnatient experiment0x Poa cita
50x Festuca novae-zelandiael2x Chionochloa rigida and 12x Chionochloa
flavecenger plot), in a consistent plant composition analid; as a result, each plot
was planted with 144 individual plants, amounting2880 tussocks in total. We
started the nitrogen treatment application shattgr planting (Jan 2009), using the
same type of fertilizer (CAN) at the same simuladegosition rate (50 Kg Hayr™)
as in the altitudinal gradient experiment.

We began sampling insects in January 2010, thah i&ll year after plot
establishment and planting, and continued at mgniiérvals until June 2010 (i.e.

mid winter, when snow cover made sampling impratticand resumed at four
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weeks intervals from September to December 2018ling 11 sampling rounds. To
minimize disturbance and depletion of caterpillarsthe experimental area, we
sampled half of each plot during each round, adtiéng between the two halves.
Artificial warming experiments such as the one pn¢sd in this study can be
criticized for the necessarily small scale, andtltons of any heating method used
in simulating global change (Kimball 2008, Petenjodt al. 1993). However, most
experiments to date have used either experimensitaral gradients. In this study,
we used both a large-scale field experiment contbwi¢h a manipulative controlled

field experiment, and find largely consistent résbletween the two.

4.3.3 Insect identification and quantification of feeding links

We excluded all caterpillars that died during negri In the gradient
experiment, rearing allowed the collection of 42i2fa points (adult Lepidoptera or
adult parasitoid). In the artificial warming expwant, rearing allowed the
identification of 983 specimens. A full species issprovided in Appendix 3.1.

To establish plant-herbivore-parasitoid feedingsdirnwe recorded the host plant and
parasitoid emergence for each sampled herbivova.laWe defined a host plant as
the plant from which we collected the caterpilMrhen a caterpillar was found on
the ground (soil), we assigned a plant in the imatedvicinity as a host if we could
observe feeding signs. For individuals where theas no host plant association
evident, we assigned a “ground” category, and diszh them from the plant-
herbivore networks (though they were included ire therbivore-parasitoid
networks). Host-parasitoid association links wessigned by individually rearing
caterpillars, and recording the identity of eachapaoid emerging.

We sought the expertise of two taxonomists to helih the identification:
John S. Dugdale (Landcare Research, Nelson) cosdittime lepidopteran ID, helped
with developing a larval key and identified all ttechinid flies. Jo Berry (MAF
Biosecurity, Wellington) validated hymenopteran piwspecies and formally

identified all known species.
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4.4.4 Data analysis

Food-web analyses

We conducted all analyses in R 2.12.0 (R Developr@eme Team; 2010) and
calculated food-web metrics using the bipartitekage (Dormann et al. 2008). For
both experiments, we constructed sample- (plotubpkot) level quantitative host-
parasitoid matrices (20 for the artificial warmiegperiment, 30 for the altitudinal
gradient experiment), pooling the samples throurgle for each plot. To describe the
parasitoid-host food webs, we calculated weightgdantitative versions of
Connectance, Vulnerability and Generality, basednéormation theory (Bersier et
al. 2002, Banasek-Richter et al. 2004) and follgvifiylianakis et al. (2007).
Connectance is a widely-used measure of complékityhine et al. 2002a), which
can be correlated with network stability or robests (McCann 2000, Dunne et al.
2002b), although its role in the stability of traphpredator-prey) networks is
debated (Thebault and Fontaine 2010). Vulnerabftitg weighted average number
of parasitoid species attacking each host speaas) be important for prey
suppression, because high parasitoid diversityptamote high rates of parasitism
(Tylianakis et al. 2006). Generality, measured s weighted average number of
host species used by each parasitoid species,iliessavhether the food web is
dominated by generalists or specialists. Changesnutrient availability and
temperature can alter quality and growth ratesedbilvores (Bale et al. 2002, Throop
and Lerdau 2004), both of which could affect pdaoégichoice and behavior (Muller
and Schmidhempel 1993, Hance et al. 2007), whichdcalter the above metrics.
Furthermore, altered phenology of hosts and paidsitcould uncouple specialist
interactions, and favor generalists within the wiebaddition to the above metrics,
which measure the extent to which species at gagtit level are connected, we
also calculated quantitative mean food chain leriB#rsier et al. 2002) for the tri-
trophic food web involving plants, herbivores arafgsitoids. Mean chain length
provides a measure of efficiency in energy trantfdrigher trophic levels.

These quantitative metrics are weighted to incat@the total inflow and
outflow of biomass (which, in the case of paragiioost networks is the number of
individuals) per species (Bersier et al. 2002). Qu@tive metrics are more robust to

sampling differences than their qualitative coupaets, and their lower sensitivity
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makes them more conservative when comparing wetnssadreatments (Banasek-
Richter et al. 2004).

Ultimately, we measured network resilience follogviDe Ruiter et al.(1995)
and Neutel et al. (2007). With this method (basedn@asuring interaction strengths
and the community matrix according to May’s defont(May 1973)), we make the
assumption of observing the networks and abundaaiceguilibrium, and estimate

the probability that these are stable.

Parasitism rates of pairwise interactions

We determined whether the strength (i.e. interaesipecific parasitism rate) of
any given interaction was affected by the driverd,af so, whether this effect was
direct or bottom-up. This measure of host-parasitoteraction strength, helped to
clarify the mechanisms behind any changes in guzivge connectance. We tested
the interaction strength for each pairwise intecac{i.e. each unique host-parasitoid
combination) as a response variable in a genedalimear mixed model with a
binomial error structure in the Ime4 package (Bated Maechler 2010). We also
included the identity of each pairwise interactiaa a random effect. In the
altitudinal gradient experiment, this was crossath wansect and plot as nested
random factors to accommodate the split-plot desigve initially included
temperature, nitrogen and their interaction asiptex$ to obtain the overall effect of
the drivers. Subsequently, we added individualratgons’ asynchrony, plot-level
herbivore and parasitoid richness, and herbivor arasitoid composition (PCA
scores, see below), to highlight whether any sicait effect of the drivers was
mediated by bottom-up changes to the herbivoreacaigitoid community structure.
In the maximal model, we also included interactitresween the drivers and all
other variables. We used maximum likelihood (ML)fitothe model (Bolker et al.
2009), which we simplified by removing non-signéit terms and assessing changes
in model fit using AIC scores, until we obtaineck tininimal adequate model. The

final model was fitted using restricted maximunelikood (Bolker et al 2009).
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Path analysis

To disentangle the direct and indirect channelsugin which warming and
nitrogen deposition affect food-web structure aesilience, and to test the relative
influence of plant resource availability on measuoé abundance and richness at
higher trophic levels, we used generalized mulélgvath models (Shipley 2009).
The rationale for the choice of variables and pafsincluded in the initial model is
detailed in Figure 4.1. For each experiment, we atmstructed a path model to test
the effects of resource availability and diversiityd abundance of consumers on
guantitative mean food chain length.

Testing the validity of a generalized multilevetipanodel consists of (Shipley
2009): (1) finding the 'basis set' of independeriaams implied by a directed acyclic
graph (i.e. a box-and-arrow causal diagram thavlies no feedback loops) that,
together, expresses the full set of dependencearal®gpendence claims implied by
the graph, (2) obtaining the probabilitygssociated with each of the k independence
claims in the basis set, using appropriate staeéistiests (note that we used three
different approaches: general linear models forviagming experiment and linear
mixed models for the elevation-gradient data (bseaaf the split-plot design), and
multivariate permutational anova for multivariatetal in both datasets, as described
below), (3) combining the pi using C =R i=1 In(p), and (4) comparing the C-
statistic to a chi-square? distribution with 2k degrees of freedom to assis
overall fit of the model as a whole (Shipley 2009his latter test gives the
probability (P value) for a null hypothesis thae ttata do not depart significantly
from what would be expected under such a causaehm&hipley 2009). A model
can be rejected if the P-value derived from theafistic is less than the specified
level (in our case = 0.05; as an example, see Appendix 3.2 for thebasis set of
independence claims of the final model for thewadinal gradient experiment). If the
model is not rejected, the dependence claims aretdsted separately to confirm the
significance of each path.

Model variables

We constructed a maximal path model, includingoatential logical pathways

among the following variables (described in deballow) at different trophic levels:
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at the plant level, we measured plant resourceladiity and quality; at the
herbivore and parasitoid levels, we included messuof species richness,
abundance, and composition. Further, we includetkraction asynchrony,
quantitative food-web metrics (Connectance, Vulbiditg and Generality) and
network resilience as final downstream variablegufe 4.1). The measure of
asynchrony (see below for details) did not fit tih&ta (i.e. did not predict any
downstream variables) and was therefore removemglunodel simplification. All
the remaining variables listed above were retaindtie final model (see Appendix
3.3 Figure S9 for the final path model of both expents).

In the path models for mean food chain length, weluded resource
availability and quality at the plant level, anduablance at both herbivore and
parasitoid levels, with quantitative mean chaingttnas the final downstream
variable. Here, we initially included resilience tag final model variable, but then
removed it as we found no significant correlatiathvehain length.

We calculated resource availability differently fdne two experiments,
reflecting the different sampling regimes. In thtwudinal gradient experiment, we
searched all vegetation in a standardized area,tlag@fore calculated resource
availability as the proportion of known food-placaver over the total vegetation
cover (a food plant was defined as any plant speitiat we observed caterpillars
feeding on, and was confirmed by feeding trialg). the artificial warming
experiment, we sampled herbivores from a standeddiussock composition.
Therefore, to reflect effects of the drivers onndaas food resources, we estimated
changes in tussock biomass as a measure of resauvadability. Furthermore, we
measured the percentage nitrogen in leaf tissugnagdicator of plant quality in
both experiments.

For both herbivores and parasitoids, abundanceieimdess were calculated as
total counts of individuals and species, pooledr alesampling rounds for a given
plot or subplot. To account for potential changeshie identity of species, even if
diversity did not change significantly, we includdterbivore and parasitoid
community composition in the path models for boxipeximents, and tested these
paths using multivariate permutational Anova im#&ni V6 (version 6.1.11) and the

Permanova+ package (version 1.0.1, Anderson e20fl8). The split-plot design
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used in the altitudinal gradient experiment reqlius to include transect and plot as
random factors, whilst the artificial warming exipeent did not require random
factors. To test the response of herbivore andsgiard community composition in
both experiments, we obtained a community dissnitylamatrix based on the
Modified-Gower distance with base 10 (Andersonl.e2@06). This distance measure
considers an order-of-magnitude change in abund@nge from 0.01 to 0.1) equal
to a change in composition (i.e. from 0 to 1 sp&¢iand therefore accounts for the
changes in relative abundance of species in addibochanges in the community
compositionper se.

To include community composition in the upstreandependence and
dependence claims, i.e when using community cortiposas predictor, we used a
principal components analysis (PCA) to reduce theability in herbivore and
parasitoid community composition to a set of ortthog axes (Hirst and Jackson
2007). We included in the analyses all principahponent axes that explained more
than 5% of the variation in herbivore or parasit@dmmunity composition
(Altitudinal gradient: 3 axes explaining herbivaremposition, cumulative variation
= 97.8%; 3 axes explaining parasitoid compositimumulative variation = 89.7%;
Artificial warming experiment: 4 axes explainingrhivore composition, cumulative
variation = 91.6%; 3 axes explaining parasitoid position, cumulative variation =
93.8%.

For each pathway leading from community compositioaur path models, we
tested a full model including all of these PCA akest explained more than 5% of
the variation alongside other upstream variables] then simplified it to the
minimal number of axes showing a significant effdotother words, a significant
path (dependence claim) from community compositiepresented the combined
effect of all significant PCA axes explaining comsfiimn. When including PCA axis
scores as conditioning variables in independenaams| we initially included all
axes in a maximal model, then removed all non-6ant axis scores (except for
one) if all were non-significant. This proceduresgdhe most statistical power to the
variable being tested in the independence claird,veas thereby as conservative as
possible in assigning independence to unconnectedhbles in the path model.
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Phenological synchrony of species at differenthropevels is known to be an
important factor shaping population dynamics, paférly under climate change
(Sparks and Yates 1997, Virtanen and Neuvonen 19@3er and Holleman 2001,
Stenseth and Mysterud 2002, van Asch and Visser)20® account for potential
mismatches between hosts and parasitoids, we dedisgnchrony as the difference
in timing of peak abundance between each parasiémd its host. We then

calculated, for each plot, the mean interactiomelssony as:

i ‘(Hik - ij)‘

Ac=-1
N

where A is the asynchrony in pld, Hi is the time (month) of peak abundance of

hosti in plotk, Bk is the time of peak abundance of parasifardplotk, and N is the
total number of pairwise interactions (i.e. foodbwinks) in plotk. In other words,
mean asynchrony would increase if hosts were omageepeaking earlier or later
than their parasitoids. To test the validity ofsttmeasure, we used a linear mixed
model (with binomial errors and the identity of finéeraction as a random effect) to
test whether the asynchrony of each interactidn { Py)| predicted the proportion
of individuals of that host that were parasitized. (interaction strength, see above).
We found a negative effect of asynchrony on intiwacstrength (Z = -5.22, P <
0.0001), indicating that it was a valid measurethed temporal co-occurrence of
parasitoids and hosts, and of their ability toriate.

For the altitudinal gradient experiment, we testdd normally-distributed
response (i.e. endogenous) variables in the pattleingsing linear mixed effects
models within the nime package (Pinheiro et al.12G&r R. For count data (species
richness and abundance), we used generalized Imead effects models in the
Ime4 package (Bates and Maechler 2010), with asBoiserror distribution. All
models included plots nested in transect as rarffdotors. To fit the individual path
coefficients leading to endogenous variables (measuvariables within the model
that have arrows leading to them), we used resttiotaximum likelihood (REML)
estimation. All models were tested for overdispmrsand, wherever necessary,
overdispersion was taken into account using a Bwideg-normal distribution,

whereby an observation-level vector is includedaasandom effect (Bolker et al.
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2009). For the artificial warming experiment, whichd a fully-factorial design, we
used linear models for normal data and generalireshr models with a Poisson
error structure for count data (i.e. richness anshdance).

Standardized path coefficients, visually represiiite the arrow width in the
model, allow assessment of the relative effectngtie of each predictor on
endogenous variables, as the units of change gmessed in units of standard
deviation and can be directly compared across pathJirrespective of the units of
the variables themselves). We calculated standaddipefficients as described by
(Aiken and West 1991), i.e taking the mean-centef&d X) values of each
predictor and dividing these by the standard desnatHowever, this method of
standardization is not suitable for models usirRp&son distribution, because mean
centering of variables inevitably produces negativeon-integer values that are not
in keeping with a Poisson distribution. Therefdog,the calculation of standardized
path coefficients, we modeled count data as noyndiitributed (Gaussian error),
and used a square root transformation prior to noesrtering and division by the
standard deviation. A procedure to -calculate stahzied coefficients for
multivariate data is not available; therefore, veéireated standardized coefficients
for community composition (as both a predictor aesbonse variable) by using the
coefficients from the PCA scores in linear, genénalar and mixed effect models.

Given these approximations, the standardized patfficients should be
interpreted with caution, although we believe thlagy still provide a useful
comparison of the relative strength of effects leetw different variables. Note,
however, that statistical significance and unstesidad path coefficients were
calculated using the appropriate distribution or Itmariate analysis on
untransformed data, so the above caveats do ndf. &pmilarly, R-square values
were obtained directly from the linear and genénglar models. For mixed models,
we used an Rstatistic developed specifically for linear mixeuwbdels (Kramer
2005). While acknowledging that the calculation amerpretation of R statistics
for mixed models are still under debate, we stidllidve that they provide a

reasonable indication of how the model for each fitg the data.

64



— Warming Nitrogen

Plant quality Resource availability

Herbivore abundance > Parasitoid abundance

and richness and richness
9
8 i 10l
Herbivore U Parasitoid
community comp. community comp.
12 13
> Asynchrony
/ 14
Quantitative Quantitative a Quantitative
Vulnerability L > Connectance Generality

15 l 16 17

Network resilience

Figure 4.1: Path model rationale and construction. Global environmental changes can affect
species interactions directly (e.g., by altering encounter probabilities or frequencies) or
indirectly through changes in the composition of communities at different trophic levels
(Tylianakis et al., 2007, Albrecht et al,, 2007, Bukovinszky, 2008, Petchey et al., 1999, Tylianakis
et al., 2008). Therefore, we used generalized multilevel path models (Shipley 2009) to test the
relative influence of plant resource availability alongside measures of abundance and richness
at each trophic level, as indirect pathways against which to compare the direct effects of the
drivers on food-web structure. The hypothesis tested for each numbered pathway or set of
paths is as follows:

1) It has been suggested that climate-induced changes in phenology of different species can lead
to a situation of trophic mismatch where prey and predators are phenologically decoupled
(Gutierrez et al. 2008, Both et al. 2009, Klapwijk et al. 2010, Miller-Rushing et al. 2010, Yang and
Rudolf 2010).
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2) Warmer temperatures have been shown to alter plant nutrients (leaf nitrogen) positively
(Bezemer and Jones 1998) or negatively (Reich et al. 2001, Flynn 2006).

3) If not too extreme, warming is often also associated with higher net primary production (i.e.
higher basal resource availability) (Rustad et al. 2001).

4) Effects of nitrogen fertilization on plants are well known. However, the effects of low-levels
(compared to agricultural fertilization) of nitrogen deposition resulting from human activities
are less well resolved. Studies on experimental grass communities have nonetheless shown that
nitrogen deposition promotes higher plant quality (lower C/N ratio) (Reich et al. 200643, Peters
2007), in addition to

5) promoting increases in biomass and changes to composition and diversity (Reich et al. 2001,
Richardson et al. 2002, Clark and Tilman 2008).

6) Plant quality is likely to affect herbivores, which can benefit from higher nutrient content and
exhibit higher population densities (Sudderth et al. 2005, Krauss et al. 2007), altered fecundity
(Awmack and Leather 2002), or increased consumption and development rates (Hattenschwiler
and Schafellner, 1999, Kerslake et al., 1998, Prudic et al, 2005). However, increasing plant
quality has also been shown to negatively affect herbivore performance by increasing defensive
compounds (Erelli et al. 1998).

7) Herbivore abundance is likely to scale with resource availability, measured as the quantity of
plant material available to the herbivores. Increased resource availability could sustain larger
herbivore populations, and alter herbivore diversity, e.g., by shifting competitive balance
(Richardson et al. 2002, Tylianakis et al. 2008).

8) Herbivore species composition (presence or absence of different species and their relative
abundances) strongly depends on overall species abundance and/or richness (Hartley et al.
2003, Thompson et al. 2008); however, composition can also be directly affected by warming
(Zhang et al., 2005, Yang et al., 2011, Chapther 2).

9, 10 and 11) Shifts in herbivore diversity, abundance, and community composition can affect
the abundance and species richness of their natural enemies (Muller et al. 1999, Tylianakis et al.
2006). If parasitoid species are highly host-specific, parasitoid abundance and species richness
could be directly affected by changes in the abundance and richness of herbivores. Alternatively,
parasitoids could change their behaviour and preference under different environmental
conditions (Awmack et al. 2004, Griswold and Lounibos 2005, Tylianakis et al. 2007), which
could in turn affect parasitoid richness, abundance and composition independently from the
response of herbivores.

12 and 13) Overall changes in community composition can lead to changes in network
structure, as different species may attract different interactions, or parasitoids may react to
changes in host density (Chapter 5). Bottom-up changes in resources can percolate up to food-
web structure (Bukovinszky 2008). Generality and vulnerability, measured quantitatively as the

weighted mean number of hosts per parasitoid and the mean number or parasitoids per host,
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respectively, could respond to changing host availability through density-dependent attack rates
(a parasitoid chooses a given prey species only if it is readily available, but does not specifically
search for it). Generality would increase if parasitoids attack more prey species as a
consequence of increased thermal budget (search behavior) or host palatability (e.g., increased
host body size). Alternatively, changes in generality and vulnerability could indicate shifts in the
parasitoid community (e.g., loss of specialist parasitoids, or increase in generalist species).
Connectance can be altered directly by temperature (Petchey et al., 1999, Petchey et al., 2010)
and changes in community composition (Aizen et al. 2008), although it has been shown to
remain stable in the face of changes in the identity of species in the community (Kaartinen and
Roslin 2011). The effect of temperature on the connectance of a host-parasitoid system is
unknown.

14) Asynchrony can affect food-web structure if herbivores and parasitoids differ in their
phenological response to climate (Van Nouhuys and Lei 2004) leading to loss of interactions,
which would affect overall connectance, and decrease vulnerability. The effect of asynchrony on
generality would depend on which particular parasitoid species are affected. If specialists are
more strongly dependent on synchrony with their prey, we could expect that they would be the
first to suffer any temporal mismatch, which could cause them to be lost from the network, thus
leading to an overall increase in network-wide generality. Moreover, a recent study suggests
that phenology is a major determinant of food-web structure, and contributes to both topology
and stability (Encinas-Viso et al. 2012).

15, 16 and 17) We hypothesize that changes to food-web structure will result in changes to the
stability (resilience) of the network. A relationship between complexity and stability has been
suggested by decades of theoretical work (Yodzis, 1981, May, 1973, MacArthur, 1955, Pimm and
Lawton, 1978). Whilst in randomly-assembled food webs complexity is usually linked to
instability (May 1973), it is clear that food-web structure is non random (Allesina and Pascual
2008), and its topology can strongly increase stability (McCann 2000, Montoya et al. 2006,
Neutel et al. 2007, Otto et al. 2007), as can changes in the relative strength of interactions
(McCann et al. 1998). Although higher diversity and connectance can promote the persistence
and resilience of mutualistic networks, these attributes have been suggested to destabilize

trophic networks (Thebault and Fontaine 2010).

4.4 Results:

In the altitudinal gradient experiment, we analyz&@d quantitative host-
parasitoid food webs, comprising 4225 caterpill@$® species of Lepidoptera) and
980 parasitism events with 41 species of parasit®d@ Hymenoptera species and 14
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Diptera species) comprising 106 links (unique hgzstsitoid interactions). In the
artificial warming experiment, we described 20 fomdbs, utilizing 983 herbivores
(from 27 Lepidoptera species) and 333 feeding attgons with 21 parasitoid
species (10 Hymenoptera and 11 Diptera), compriéininks.

In the altitudinal gradient experiment (AGE), temgiare (Z = -3.21, P =
0.001) and nitrogen (Z = -1.99, P = 0.046) had gatiee, sub-additive (interaction:
Z =1.87, P = 0.061) effect on the strength (hpstedic parasitism rate) of each
interaction, leading to a net overall negative @ffen quantitative connectance.
However, the effect of the drivers on interactisagiency was mediated by the
community composition of herbivores (|Z| > 3.41<®.001 for the first two PCA
axes), parasitoid composition (Z = 5.59, P <0.06@x1the first PCA axis), host
abundance (Z = -6.22, P < 0.0001) and asynchrony (4.36, P < 0.0001). As
expected, species asynchrony, measured as theeditte between the times of peak
abundance of a parasitoid species and its herbhast had a strong negative effect
on interaction strength (Z = -5.22, P < 0.0001)tedestingly, a sub-additive
interaction with temperature (Z = 4.10, P < 0.008A9wed that differences in the
timing of peak host and parasitoid abundance itdabinteractions most strongly at
low temperature. However, asynchrony was not direadffected by temperature or
nitrogen (t < 1, P > 0.1 in both cases). Theseltestere supported by the artificial
warming experiment (WE), where we found that intBom strength was negatively
affected by host herbivore abundance (Z = -3.18, ®@002) and, congruently, it
responded to herbivore (Z = 2.80, P = 0.005 forfite# PCA axis) and parasitoid
composition (Z = 4.98, P < 0.0001 for the first P@Ais). Asynchrony only had a
marginally non-significant negative effect (Z =84, P = 0.067) on interaction
strength in the WE, and there was no effect of dhigers after controlling for
composition and asynchrony. Similarly, asynchroraswot affected by warming or
nitrogen, and for this reason it was removed frbengath model.

These results indicate that the lower average gtineof each interaction at higher
temperatures was mediated by changes to commubpitypasition at both the

herbivore and parasitoid levels. Moreover, we foundeffect of asynchrony and/or
the drivers on the proportion of interactions thadre present/absent (i.e. binary

connectance, all P > 0.1).

68



Using a path analysis (see Figure 4.2 for a reswtmary, Figure S12 in
Appendix 3.3 for the full best-fitting path modelsye found that the drivers
promoted changes in the organization of the mafiltic assemblage and their
interaction structure via bottom-up pathways (Fegdr2; all tests for the AGE are
reported in Table 4.1 A), tests for the WE are regubin Table 4.1 B)). Temperature
and nitrogen promoted higher resource availabiatyd nitrogen addition increased
plant quality (Figure 4.2, Step 1). These incredsesesource availability led to
strong increases in herbivore abundance, whildtdrigeaf nitrogen content had a
negative effect on herbivore counts (Figure 4.2pX). In AGE, we also found a
direct effect of temperature and nitrogen on hent@vabundance, beyond the
measured plant-mediated effects. Herbivore richmessnot affected directly by the
drivers, but generally increased as a result afeimsing herbivore abundance. Note
that, in the WE, herbivore richness was not coteelavith herbivore abundance and
did not respond to the drivers. Together, changesabhundance and richness
predicted a significant change in the compositibrine herbivore assemblage. In
both experiments, increased herbivore abundanceagsxciated with an increase in
parasitoid abundance and, directly as an abundeffeet or through herbivore
species richness, also promoted increasing paigsithness (Figure 4.2, Step 3).
Whilst temperature had a slight positive direceeffon parasitoid abundance in the
AGE, we found a strong negative effect of warming parasitoid richness in the
WE. However, as a consequence of the strong effetterbivores on parasitoid
abundance and richness, changes in parasitoid &tigoowere driven directly by
herbivore abundance and richness in the WE. Coelgrs the AGE, shifts in
parasitoid composition were explained by changesbundance of both herbivores
and parasitoids, and were also correlated with iher® composition, rather than
richnesger se

We found little or no direct effect of the drivens network metrics, though
quantitative food-web structure responded indiyeictlchanges in species abundance
and richness at both herbivore and parasitoid $e\elthe AGE, we found a weakly
significant, positive direct effect of temperatune food-web generality that was not
mediated by changes in the parasitoid community,(a.selective shift toward more

generalist species); this result was not consisietit the WE, and was the only
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direct effect of temperature. In contrast, we foanduite of bottom-up effects on
web metrics (Figure 4.2, Step 4). Vulnerability wa$fected by parasitoid

composition in both experiments. Moreover, connexaresponded to increasing
richness in the food webs. In the AGE, parasitaithrress had a strong negative
effect on connectance alongside an effect of herbixcomposition that strongly

depended on the abundance of the dominant herbsmeeies (the first PCA axis

had a significant effect, and the species that nibhdegreatest contribution to this
axis were the three most abundant species in tsiersy. In the WE, connectance
responded negatively to both herbivore and parndsiiohness. Interestingly, there
was a positive effect of herbivore abundance adierounting for the effect of

richness, likely indicating positive density-depentparasitism.

In the AGE, the resilience of the network respondedatively to nitrogen
addition (t = -2.33, P = 0.036), and this effectsweeaker at higher temperatures
(temperature x nitrogen interaction: t = 2.21, ©.645). However, we found no such
effect in the WE, where overall stability did naspond directly to warming or
nitrogen (all P > 0.1). In both experiments, thaillence of the network was
unaffected by changes in species richness, abuadancomposition (Figure 4.2,
step 5). Rather, we found that network resiliemes strongly correlated with the
web metrics, in particular showing a strong negatgrrelation with connectance. In

contrast, both vulnerability and generality hadbaifive effect on network resilience.
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RESILIENCE
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Figure 4.2: Flow diagram synthesizing the results of the path analyses for both the altitudinal
gradients and artificial warming experiments. Arrows represent significant effects between
variables (dark boxes within the larger, colored boxes represent the hierarchical structure of the
model). Text boxes within the colored boxes (left margin) summarize the overall bottom-up
effects. Standalone text boxes (right margin) summarize the main direct effect of the drivers. We
found that both drivers altered plant availability and/or quality (Step 1). Both drivers also
increased plant availability and strongly affected herbivore abundance and composition (Step
2). In turn, changes to herbivores cascaded to increase parasitoid abundance and alter their
community composition (Step 3). The web metrics responded to changes in the abundance,
richness and composition of species at both herbivore and parasitoid levels (Step 4). Finally,

network resilience was sensitive to changes in web structure.
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In addition to ‘horizontal’ measures of food-webngaexity, we measured
guantitative mean food chain length (Bersier et2802) as a measure of vertical
complexity. In the WE, the drivers showed a weadlfp-additive (interaction: t =
1.88, P = 0.092) negative effect of temperature 2.38, P = 0.041) and nitrogen (t
= -2.13, P = 0.062) on mean chain length, indicain overall decrease in energy
transfer to higher trophic levels. However, theedireffects of the drivers were
overridden by the indirect pathways, specificallstieong positive effect of parasitoid
abundance (t = 11.47, P < 0.0001) and a negatigeteif herbivore abundance (t = -
9.84, P < 0.0001). In the WE, we found a similae&f of consumer abundance
(parasitoid: positive effect, t = 12.88, P < 0.008é&rbivores: negative effect, t = -
7.27, P <0.0001), and no direct effect of the @sv(See Figure 4.3 for path models

involving food chain length).

Temperature Nitrogen pome. Temperature Nitrogen  —
2&’ L e l .
Plant quality Resource avallabllll'v Plant quality Resource availability
R2=050 R2=0.40 R2=0.73 R2=0.19
\‘v ( -2.42"ﬁ (0.29'"
Herbivore abundance ] = Herbivoreabundance € o
e R2=061 _> = Lt
0.46 0.11 R2=0.79 —
003
'l““'" l
0.38" o
L~ 5  Parasitoid abundance Parasitoid abundance
R2=0.71 R2=0.58
‘ 0.008™" lo.oz'"
Mean chain length :
R2=067 Meag gh:aén ;esngth <
.0.001" ' .0.008™"
C-statistic =16.56, df =16, P =0.414 ] [ C-statistic = 22,59, df =18, P =0.21

Figure 4.3: Confirmatory path analysis (Shipley et al. 2009) showing the cascading effects of
temperature and nitrogen on mean food chain length for A) Altitudinal gradient experiment and
B) Artificial warming experiment. Arrows represent flow of causality. Blue arrows depict a
positive effect, red arrows a negative effect. Arrow width is scaled to the standardized path
coefficients. Unstandardised path coefficients are given with each path. Asterisks indicate level

of significance *P < 0.05, **P < 0.01, ***P < 0.001.
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Table 4.1: Coefficient tables for the causal pathways in A) Altitudinal gradient experiment and B) Artificial warming experiment. Depending on the error

structure, t-values are given for Gaussian data, Z-values for Poisson (count) data, and Pseudo-F tests based on permutational Anova (Anderson et al. 2008)

are given for community composition. R-square values give an indication of fit of each pathway. Asterisks indicate level of significance (. < 0.1, * < 0.05, ** <

0.01, ***<0.001
A)

Response variable Predictors Estimate Std. Error st Satistic Test value P-value R-squareg
Resource availability (Intercept) 0.070 0.127 T 5.5 0.588

Temperature 0.077 0.023 T 3.26 0.001 **

Nitrogen 0.062 0.023 T 2.72 0.017 = 0.40
Plant quality (Intercept) 1.103 0.049 T 22.11 <0DO ***

Nitrogen 0.210 0.039 T 5.34 <0.0001 *** 0.50
Herbivore abundance (Intercept) 1.253 1.232 4 1.02 0.309

Temperature 0.461 0.225 z 2.06 0.039 *

Nitrogen 0.318 0.061 z 5.15 <0.0001 ***

plant quality -0.773 0.279 z -2.77 0.006 **

Resource availability 3.275 0.396 4 8.28  <0.000%* 0.61
Herbivore richness (Intercept) 2.21 0.093 T 23.490.0801 ***

herbivore abundance 0.001 0.0004 T 3.61 0.0003  *** 0.47
Herbivore composition (transect) 0.042 Pseudo-F 651. 0.001 **

Temperature 0.048 Pseudo-F 3.78 0.0001  **=*

herbivore richness 0.077 Pseudo-F 5.87 0.0001  *** 0.40
Parasitoid abundance (Intercept) -0.521 1.449 z 46-0. 0.649

Temperature 0.397 0.206 4 1.93 0.054 .

herbivore richness 0.087 0.032 z 2.66 0.008 **

herbivore abundance 0.002 0.0009 z 2.38 0.017 * 770
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Parasitoid richness (Intercept) 0.12 0.39 Z 0.31 75B.

parasitoid abundance 0.02 0.006 Z 3.89 0.0001 ***

herbivore richness 0.11 0.03 z 3.74 0.0002  ***

herbivore composition (1st PCA axis) 0.01 0.002 z 2.72 0.007 **

herbivore composition (2nd PCA axis) -0.005 0.001 z -2.71 0.007 ** 0.83
Parasitoid composition (transect) Pseudo-F 1.58 0.001 *

herbivore abundance 1.08 Pseudo-F 1.72 0.027 *

parasitoid abundance 0.19 Pseudo-F 2.67 0.000F **

herbivore composition (1st PCA axis) 0.95 Pselado 1.66 0.037 *

herbivore composition (2nd PCA axis) 0.02 Pselado 1.72 0.032 *

herbivore composition (3rd PCA axis) 0.04 Psebdo 1.78 0.018 * 0.96
Generality (Intercept) 0.77 0.28 t 2.72 0.019 *

Temperature 0.10 0.05 t 1.88 0.093 0
Vulnerability (Intercept) 1.41 0.12 t 11.89 <0.000%**

parasitoid composition (1st PCA axis) 0.03 0.009 t 2.99 0.017 *

parasitoid composition (2tndPCA axis) 0.05 0.02 t 2.74 0.025 * 0.40
Connectance (Intercept) 0.09 0.006 t 13.49 <0.00&t

herbivore composition (2nd PCA axis) 0.0002 .00 t 2.83 0.022 *

herbivore composition (3rd PCA axis) 0.0003 Q.00 t 3.24 0.017 * 0.77

parasitoid richness -0.002 0.001 t -5.42 0.0008* *
Resilience (Intercept) 0.98 0.07 t -14.78  <0.0001* *

Connectance -3.96 0.61 t -6.49 0.0002  ***

Generality 0.05 0.03 t 1.93 0.081

Vulnerability 0.09 0.03 t 3.24 0.012 * 0.6

Table 4.1 A) continued
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Table 4.1 B)

Response variable Predictors Estimate Std. Error st Te Test value P-value R-square
Resource availability (Intercept) -39.56 23.86 t .66l 0.115

Nitrogen 79.11 33.74 t 2.35 0.031 * 0.1
Plant quality (Intercept) -0.04 0.01 t -4.60  0.0002 ***

Nitrogen 0.08 0.01 t 6.51 <0.0001 *** 0.69
Herbivore abundance (Intercept) 3.67 0.05 Z 72.12 <0.0001 ***

Warming 0.19 0.07 Z 2.90 0.004 **

plant quality -1.53 0.74 z -2.08 0.037 *

resource availability 0.003 0.0001 z 6.66 <0.000t* 0.79
Herbivore composition herbivore richness 0.002 uBed- 2.31 0.006 **

herbivore abundance 0.01 Pseudo-F 2.12 0.016 *
Parasitoid abundance (Intercept) 1.58 0.22 z 7.29 <0.0001 ***

herbivore abundance 0.03 0.004 z 6.12 <0.0001 *** 0.58
Parasitoid richness (Intercept) 0.73 0.38 Z 1.91 0.056

herbivore abundance 0.02 0.01 z 2.68 0.007 **

Warming -0.42 0.22 z -1.90 0.058 0.4
Parasitoid composition herbivore abundance 0.04 eudRsF 1.94 0.033 *

parasitoid richness 0.02 Pseudo-F 1.72 0.063

herbivore richness 0.03 Pseudo-F 2.36 0.011 ~*

Warming 0.06 Pseudo-F 2.02 0.034 *
Generality (Intercept) 0.0001 0.12 t 0.001 1

parasitoid composition (1st PCA axis) 0.06 0.02 t 2.56 0.02 0.23
Vulnerability (Intercept) 0..001 0.06 t 0.001 1

herbivore composition (1st PCA axis) -0.05 0.01 t -5.08 <0.0001 ***

parasitoid composition (1st PCA axis) -0.04 0.01 t -3.26 0.005 ** 0.58
Connectance (Intercept) 0.09 0.03 2.88 0.011 *

herbivore richness -0.01 0.004 t -2.83 0.012 *

herbivore abundance 0.001 0.001 t 2.56 0.021 *

parasitoid richness -0.01 0.003 t -3.97 0.001 ** 0.48
Resilience (Intercept) -1.41 0.19 t -7.63 <0.0001 ***

Connectance -8.51 1.47 t -5.80 <0.0001 ***

Generality 0.41 0.08 t 4.83 0.0002

Vulnerability 0.49 0.11 t 451 0.0004 ***

parasitoid composition {IPCA axis) -0.04 0.007 t -5.10  0.0001 *** 0.7
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4.5 Discussion

We investigated the direct and indirect effectsterhperature and nitrogen
deposition on the structure and resilience of asiamd host-parasitoid food web,
and found that changes in food-web structure wargely mediated by indirect
(bottom-up) effects on communties at each tropgnell In particular, both drivers
increased plant resource availability and qualtijch drove increased herbivore
and parasitoid abundances. Changes in the abundébogh herbivores and natural
enemies were also associated with higher spectbsiass under the treatments,
resulting in substantial shifts in herbivore andas#oid composition. The changes at
the herbivore level had important bottom-up effeots the natural enemies. In
particular, parasitoid abundance and richness giyotlepended on the abundance
and richness of herbivores, but did not show agpiicant direct response to the
drivers. Ultimately, changes in composition at bbétbivore and parasitoid trophic
levels altered the structure of the food web.

Changes in richness promoted a strong decrease ah womplexity
(connectance), whilst food-web vulnerability respet to changes in composition
(i.e. in the relative abundance of species). Ingily, the structure of the food web
responded to bottom-up effects, but the only diedfect of the drivers was a slight
increase in generality at higher temperatures. The generalist feeding by
parasitoids suggests that parasitoids were alfiedanore suitable hosts from their
potential range, possibly due to reduced thermalsitaints on foraging ability
(Sutterlin and vanLenteren 1997). An alternativeeripretation could be that the
parasitoid community was shifting to include moreneralist species, but the
independence of generality from richness and spamenposition suggests that this
interpretation is unlikely.

Stability responded strongly to differences in wglmmplexity and generality,
and in accordance with classic theory (May 1978jwork stability was negatively
correlated with connectance. Higher connectancenptes the persistence and
resilience of mutualistic networks, but destabgizeophic networks (Thebault and
Fontaine 2010). However, connectance is known toedese rapidly with richness in
trophic webs (Thebault and Fontaine 2010). Withaata, we found strong evidence
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for a negative effect of connectance on resilieteg,we did not find support for a
negative relationship between web size and conneetéSpecies-rich webs showed
similar connectance to smaller webs, which impkeshift from fewer, stronger
interactions to more, weaker links (resulting in iaorease in generality). Thus,
changes to the distribution and strength of int&vas, suggested as a stabilizing
force in food-web dynamics (McCann et al. 1998)urderbalanced the effect of
increasing richness on connectance, and finallyltes in similar stability of the
food web between the different treatments.

Whilst metrics of complexity such as connectanceehldeen widely used to
infer stability of static (equilibrium) webs, evidee from dynamic simulations
suggests that other metrics such as compartmeatiaizmay be more important in
predicting the persistence of a network in the ltargn (Thebault and Fontaine 2010,
Stouffer and Bascompte 2011). Therefore, applyyrachic models to our empirical
data could increase our understanding of whethed-feeb attributes other than
measures of complexity play an important role ie plersistence of interactions and
the species involved.

Parasitoids did not appear to directly benefit frether of the treatments, and
this stark contrast to the herbivore’s responselyikplayed a major role in the
changes to the trophic balance (Chapter 3). We dotlmat parasitism rates of
individual interactions (interaction strength) dsssed under both temperature and
nitrogen treatments. As we hypothesized, tempomnehrony between the
herbivore and parasitoid involved in any particufgeraction had a negative effect
on its strength. However, our measure of asynchrf@oth the plot-averaged
measure and the measure of asynchrony of individtedactions) did not respond to
the treatments, which was surprising for tempeeatur particular. Although
herbivore phenology was altered by temperaturenginolgen, this was not sufficient
to decouple their temporal synchrony with theirgsaoids (Klapwijk et al. 2010), as
has been predicted for pollination networks (Mentnedtal. 2007). Therefore, a
direct effect of temperature on species phenology mot a likely mechanism for the
reduction in interaction strength under all treatimeombinations. However, we
cannot exclude that phenological asynchrony hadesaffuence in our study, as the

temporal scale at which we measured peak abundaesesy month) may be
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insufficient to capture asynchrony at smaller tiraefes that could nevertheless play
an important role. Furthermore, the pooled food-wiela over time may conceal
phenological effects that could be most relevanthat extremes of the growing
season (Menzel and Fabian 1999, Wallisdevries aardSivaay 2006). Interestingly,
the effect of asynchrony on interaction strengtls weeatest in the cooler plots. This
was likely because peaks of abundance of hostsmareh narrower at colder
temperatures (Chapter 2, Fig. 2.2), which incredBesnecessity of parasitoids to
match their peak abundance with the short windowast availability. Conversely,
in warmer sites, host abundance tends to remaim foigseveral months, such that
differences in the absolute peak of abundance leetywarasitoids and hosts may not
be so critical

The decrease in interaction strength under elevatedperature and/or
nitrogen led to shorter average food chains. Pira@®2) (building on the seminal
work of Lindeman (1942), proposed that food chaire limited by the amount of
energy transferred from one trophic level to thetheuch that chain length is limited
by primary productivity and/or energy transfer @#ncy. Congruent with this
hypothesis, we found a positive bottom-up chain effect; higher resource
availability drove higher herbivore abundance, Wwhjromoted higher parasitoid
abundance, and parasitoid abundance had a posifieet on mean chain length.
However, a negative effect of herbivore abundancemman chain length likely
signified a limitation in energy transfer efficigncbetween herbivores and
parasitoids, perhaps because parasitoid populatmug not keep up with the higher
population growth of their hosts under the simwajobal changes. It has also been
proposed that food webs with longer food-chains hinige more susceptible to
shortening by disturbance (Jenkins et al. 1992) raight re-assemble more slowly
after disturbance than would food webs with shdded chains (Pimm and Kitching
1987). However, this dynamical constraint hypothegas based on spatially- and
temporally- localized effects, and it has been edjyuhat there is no strong
theoretical or empirical evidence to directly suppibis idea (Post 2002). In our
system, chain length was negatively (albeit subtagdy) affected by the drivers in
the gradient experiment. This overall effect waplaxed by a stronger increase in

herbivore abundance relative to parasitoid abunelaant effect that we found in both
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experiments. However, this reduction in food chaimgth did not affect food-web
stability.

Overall, our results were consistent between twpeaments that strongly
differed in design and spatial scale. Both expemnisieshowed strong bottom-up
effects of plants on herbivores; in the gradienpeziment, nitrogen had a direct
effect on herbivore abundance after controlling fd&nt measures, whilst plant
measures absorbed the effect of nitrogen in themwar experiment. This
discrepancy likely reflects that, in the gradiexpe&riment, a more variable and
complex plant community may have had effects orbikeres beyond resource
availability. Such effects could include increaspdlatability of multiple food
sources (Siemann 1998), or asymmetric effects tobgen on phenology of plant
species (Wallisdevries and Van Swaay 2006). Bottpmeffects of herbivores
strongly determined the response of parasitoid®adth experiments. It must be
noted, however, that in the artificial warming esipeent we found a strong negative
effect of temperature on parasitoid richness. Gitlem small spatial scale of the
experiment, we cautiously infer that this differenc species richness was likely due
to parasitoid behavior and choice rather than mihygical effects of temperature.

Our results highlight the importance of speciesrattions in mediating effects
of global environmental changes. We showed thatrésponse of herbivores to
temperature and nitrogen was a combination of piadiated and direct effects
whilst, in contrast, parasitoids were largely atiéekc by bottom-up changes in
resources but did not respond to the drivers dyebhportantly, we also show that
food-web structure changed in response to theealteophic communities, shifting
from fewer, strong interactions to more, weakekdinalthough its complexity and
stability remained relatively unchanged. In conidas our approach allowed us to
disentangle the influence of different pathwaysweaibntrasting effects, which would
not have been detected by simply looking at overetvork responses, but are likely
to have implications on the long-term persistentéath the interactions and the

species involved.
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CHAPTERV

Warming and nitrogen affect size-structuring of a

host-parasitoid food web

5.1 Abstract

Body size is a major factor constraining the tromtructure and functioning of
ecological communities. Food webs are known to aedpto changes in basal
resource levels, and climate change can initiatepounding bottom-up effects on
food-web structure through altered resource awviditiatand quality. However, the
effects of climate and co-occurring global changegh as nitrogen deposition, on
the density and size relationships between ressusiod consumers are unknown,
particularly in host-parasitoid food webs, whersesstructuring is less apparent than
other terrestrial and aquatic systems. We use adfay modelling approach to
explore the role of consumer and resource densidybedy size on host-parasitoid
food webs assembled from a field experiment witttdaal warming and nitrogen
treatments. We show that these drivers increaseures (host) availability and
guality (size), leading to measureable changes dmagitoid feeding behavior.
Temperature and nitrogen had a negative effechtanaction evenness: parasitoids
interacted less evenly within their host range enudeasingly focused on abundant
and high-quality (i.e., larger) hosts. Our resals suggest a less pronounced direct
response of parasitoids to higher temperaturesigirancreased thermal budgets. In
summary, we present evidence that climate-medidietom-up effects can
significantly alter food-web structure through batbnsity- and trait- (e.g., body-
size) mediated effects.
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5.2 Introduction

Body size is a fundamental trait that characterigescies and individuals.
Many other characteristics of species, such as tfraates, bioenergetic needs,
dispersal, longevity, and population densities, si@ngly related to body size
(Weitz and Levin 2006). There is growing recogmitithat body size can constrain
who will interact with (i.e., eat) whom and, conseqtly, that allometric
relationships play an important role in populatdymamics and in determining food-
web structure (Yodzis and Innes 1992, Cohen e2@03, Emmerson and Raffaelli
2004, Loeuille and Loreau 2005, Woodward et al.520f¥eitz and Levin 2006).
There is increasing awareness that trophic interastoccur between individual
organisms of each species, rather than betweenespeer se (Woodward and
Warren 2007, Stouffer 2010). As a consequence,ctireventional approach to
documenting food webs, which has traditionally et on taxonomic entities
(species, etc.), may conceal much of this inforamaton size structure at the
individual level (Woodward et al. 2010).

Recent studies have suggested that general rule®deto morphological,
metabolic, or foraging constraints, many of whick elosely correlated with body
size, can capture the complexity of feeding inteoac networks (Williams and
Martinez 2000, Petchey et al. 2008). In particulstudies on stream
macroinvertebrate food webs showed that commundyenspace may be collapsed
into a single axis given by body size, in which ezasharacterizing the size
distribution within a food web would capture muchtlee biologically-meaningful
variation between species (Woodward et al. 2005).

Size structuring is usually strongest where orgasisare gape-limited
(Woodward and Warren 2007), whereas body size n@ybe such a critical
determinant in systems where gape is not a fastmh as those in mutualistic plant-
pollinator networks (Ings et al. 2009). Considerthgse two examples as the polar
ends of size structuring of communities, terresptadator-prey interactions seem to
cover a broad spectrum of size-structuring strengtid magnitude. Animal
consumers are often considerably larger than ghrely (Cohen et al. 1993), whereas
parasites and pathogens are usually smaller thein thsources (Memmott et al.

2000). However, rules relating to size structurimgy be broadly applicable to

81



predator—prey interactions in general (Brose e2@06), particularly if metabolic
constraints rather than gape limitation drive thaestterns.

Insect parasitoids complete their larval developnieeding on one single host,
and therefore represent a distinct feeding clalssy Bre often similar in size to their
insect hosts (Cohen et al. 2005), and thus lie &éetvthe extremes described above.
Therefore, some general rules that apply to pregaty dynamics (both aquatic and
terrestrial) may not be best suited to describeybside relationships of host-
parasitoid systems or to inform on the role of stecture in their food webs.
Understanding the factors governing host-parasiioidractions is important both
because of the ubiquity of these interactions tuimea and because of the widespread
use of parasitoids in biological pest control (Gagf1994).

Previous research has shown some size structuringhost-parasitoid
interactions, with parasitoid individuals consistgrscaling to the body lengths of
their individual aphid hosts (Cohen et al. 2005pwdver, it has also been shown
that bottom-up forces may play a role in mediatinggractions involving plants,
herbivores and their parasitoids (Harvey et al.3}0@herein larger hosts can be
preferred because they provide a better qualitpure® (Mackauer et al. 1996).
Furthermore, recent studies showed that bottomhamges to host and parasitoid
body size contributed, alongside density-mediatetes, to overall changes in food-
web structure (Bukovinszky et al. 2008, Lalibertel & ylianakis 2010). In addition
to size-related host preferences, parasitoid basyreay affect dispersal and search
ability, whereas host body size can be inverselyretated with abundance
(Woodward et al. 2005), and these two factors niectaencounter rates and food-
web structure (Laliberte and Tylianakis 2010).

Climate warming is known to alter herbivore popwatgrowth (Bale et al.
2002) in addition to affecting individual body si@vmack et al. 2004). Despite the
important implications of these changes for inteogeacdynamics, empirical evidence
on the effects of raising temperatures on hostgitaid systems, and their size
structuring, is currently lacking. Moreover, it important to understand how co-
occuring global change drivers (Didham et al. 20Dyianakis et al. 2008), such a
nitrogen deposition (Vitousek et al. 1997a, Salalet2000), may compound the
effects of temperature to promote changes to bessdurces that can further

exacerbate or mitigate any effect on food-web stnec
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In this study, we use an artificial field warmingperiment with factorial
temperature and nitrogen treatments to test eftacizrey and consumer density and
body size relationships using a grassland -catargdarasitoid system. We
hypothesize that changes in density and body sizeome hosts will augment
community-wide differences in host quality, and und parasitoid interactions to
shift towards more profitable hosts (i.e., thosat thecame more abundant and/or

larger), thereby altering the structure and conipjeof the food web.

5.3 Material and Methods

For this Chapter, | used data from the artifici@rming experiment only. This
is because the controlled settings and the scaleeoéxperiment were best suited to
detect behavioral responses of parasitoids (iecg8eh of host based on traits such as
body size) leading to changes in food-web structuneestricted by other ecological
constraints that may be at play on a large-scalger@xent in a semi- natural

landscape.

5.3.1 Study site and experimental set up

Full details on the experimental set up are pravide Chapter 3, but
summarized here. We set up an artificial warmingeexnent adjacent to the
University of Canterbury field station at Cass e tWaimakariri River catchment,
South Island of New Zealand. The experiment coregria 2 x 2 factorial design,
with warming and nitrogen as treatments with tweels each (control and elevated)
and five true replicates per treatment combinatiotgling 20 plots of 3.5 m length
and width (12.25 A).

We generated the warming treatment by installindenground heating cables.
We dug a 24 m by 19 m experimental area in Oct@0668, to a depth of 20 cm to
establish the 20 plots, each separated by a 1ndooriVe then leveled the ground
and installed custom-made electric heating callegus Heating Ltd, Christchurch,
New Zealand: coiled copper wire on fiberglass @nré silicon coating) in half of the
plots, and dummy cables in the remaining (unhegbéats. Heating power totaled
940 Watts per plot or a power density of 76\W/see Appendix 2.1 for details).
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Similar power output has been recommended (Petegbhl. 1993) and successfully
used in previous underground heating experimenddiidet al. 2002).

We paired each warming plot with a control plokézp the warmed treatments
at 3°C above ambient, logging the temperature loth@rmocouples every minute
using two Campbell CR1000 (Campbell Scientific, Y3ata loggers. The average
temperature of the thermocouples in the warmingspi® used against the control
plot to switch the power on and off as requirede Warming treatment was first
activated in April 2009.

We planted well-established individuals of four @pe of tussock grasses in a
consistent composition and layout for each plotisTiesulted in each plot being
planted with 144 individual plants, amounting t@@8ussocks in total.

We started the nitrogen treatment application ghafter planting (Jan 2009).
We used nitrogen fertilizer in the form of Calcivtdmmonium Nitrate granules
(Ravensdown LTD, New Zealand). This form of fexélf combines fast and slower
release of biologically available nitrogen, and bagn used previously to simulate
atmospheric deposition (Clark and Tilman 2008). &tlded a total of 50 Kg Hayr™
using evenly-distributed applications during thstref the year, with the exception
of three winter months, for both 2009 and 2010.

We began sampling insects in January 2010, thaa i&ll year after plot
establishment and planting. Sampling continued atthiy intervals until June 2010
(i.,e. mid winter, when snow cover made samplingrampcal), and resumed at
monthly intervals from September to December 2@dling 11 sampling rounds.
To minimize disturbance and depletion of catersllan the experimental area, we
sampled half of each plot during each round, adtéeng between the two halves.
This ensured a time window of at least 8 weeks neefe-sampling of the same
section. Sampling entailed visually searching fategillars on tussock plants,
teasing apart the dense vegetation to find anyemddrvae. The standardized plant
composition in each plot provided a standardize@suee of insect abundance per
unit area, unconfounded by differences in hosttpdamilability. Although the scale
of the experiment suggests caution in the integtia@t of community-wide effects,
we believe that it provides an ideal system toysthé behavioral response of insects

to changing environmental conditions.
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5.3.2 Insect identification and body size measures

To allow collection of parasitoids, we individuallgared all larvae to maturity
(emergence of the adult moth or parasitoid) in ienatle-controlled room, with a
constant temperature of 16 degrees, relative hiynadi 60% and a light cycle of
16L:8D. All parasitoids were identified to specikvel where possible, and to
morphospecies for organisms lacking a recognizedsdication. We sought the
expertise of two taxonomists to help with the idedtion: John S. Dugdale
confirmed the lepidopteran ID, helped with devehgpa larval key and identified all
the tachinid flies. Jo Berry validated hymenopteraarphospecies and formally
identified all known species.

We excluded from analyses all caterpillars thatl dlaring rearing. Successful
rearing allowed the identification of 983 herbive(27 Lepidoptera species) and 333
interactions with 21 parasitoid species (10 Hyméa@p and 11 Diptera). We
weighed the caterpillars (Mettler Toledo analytitelance accurate to 0.00019)
directly after collection for all samples. Unlikerbivore mass, parasitoid body mass
can only be measured at emergence, and could ¢inereé strongly determined by
the age at which the host larva was brought inéléboratory for rearing, and the
laboratory food provided to the growing larva. Aduhally, the host larval mass
represents the mass of the individual engagingh@imteraction. In contrast, the
parasitoid mass represents the offspring of theviehgal engaging in the interaction,
and although parasitoid offspring quality will inap reflect maternal quality,
offspring mass could also be influenced by hostsri@®hen et al. 2005). Therefore,
to avoid the possibility that these effects coukhegrate spurious differences in
parasitoid size across treatments, we calculateasipaid body size as the average
weight of that species. We obtained each speciesage by weighing 20 adult
individuals of each species across all treatmemtsall individuals for the rarer

species (less than 20 individuals).
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5.3.3 Data analysis

Community composition

As a first step to identify changes to communityature, we tested the effect
of the drivers on herbivore and parasitoid commueibmposition. A substantial
shift in herbivore composition would influence tability of parasitoids to interact
with particular hosts, and could therefore affdw tole of body size (e.g., if the
herbivore community shows a remarkably differeaedilistribution under different
treatments) and host abundance. Conversely, shiftarasitoid composition (e.g., if
a subset of parasitoid species became dominant timelelevated treatments) could
also generate changes in the architecture of ictierss, and potentially override
changes in host selection and size structuringinvgpecies.

We tested herbivore and parasitoid community comipas using
permutational distance multivariate ANOVA carriedt owvith the PRIMER V6
software and the PERMANOVA package (Clarke and €o#8006, Anderson et al.
2008). We used two different dissimilarity measurese accounting for species
composition and abundance (Modified Gower baseabd)one focusing on species
presence/absence (Jaccard dissimilarity). The MutifSower distance measure
considers an order-of-magnitude change in abund@nge from 1 to 10) equal to a
change in composition (i.e. from 0 to 1 speciesy ¢herefore accounts for the
changes in the relative abundance of species iti@udo changes in the community
composition alone. This approach of using two didsirity measures allowed us to
specify explicitly the relative importance given tdanges in species relative
abundance vs. changes in composition in the asalfsiderson et al. 2006). In these
analyses, we used herbivore or parasitoid composiis response variables,

predicted by warming, nitrogen addition, and tleieraction as fixed factors.

General linear models and generalized linear mixed models

We carried out univariate analyses using R ver@dd2.0 (R Development
Core Team; 2010). In addition to the compositisigewe also tested how the total
and relative abundance of species changed undedrikers. We tested total
abundance as total insect counts per plot, andwhss predicted by warming and

nitrogen in a generalized linear model (using time fynction in the base package in
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R), with a Poisson error structure and log linkdion. To test changes in abundance
within species, we used generalized linear mixéelces models (Bolker et al. 2009)
in the Ime4 package (Bates and Maechler 2010) ihhRse models were the same as
that for abundance above, but included speciegitgers a random effect to test for
changes within each species. Together, these st® adowed us to discern whether
there was an overall difference in herbivore abundaand, if so, whether these
differences were caused by a similar response gygaren species, or if the total
abundance was driven by a subset of species shapagticular strong increase.

To verify the overall size structuring in our systewe tested how parasitoid
size responded to herbivore size in a linear mmedel, which included interaction,

herbivore, and parasitoid identities as crossedoameffects.

Body size and parasitism change metric

To test whether increases in body size of hosalander the treatments led to
higher attack rates (i.e. preferential choice byagioids), we examined the
relationship between body size and any change rasfsm as follows: i) for each
species, we calculated an average body size inctimrol (C) and under each
treatment combination (T), and calculated a sizengk metric S=(T-C)/C; ii) for
each species, we then obtained total parasitises fatr control plots (P) and each
treatment (Q); iii) we used the same change metri¢) to calculate a comparable
change in parasitism rate for each host, R=(Q-Rfi;iv) used a linear regression
of R vs. S. If R increases with S, it would suggeést those hosts experiencing the
largest increases in body size also attracted tkatest increase in numbers of
parasitoids.

Model construction

Our Bayesian approach to modeling interaction couses models common to
regression analysis, and for simplicity we assuma interaction counts are Poisson-
distributed. As with most large food webs, the déisplay overdispersion with large
numbers of zero values (missing interactions), sm@ Zero-Inflated Poisson (ZIP)
model is appropriate (Martin et al. 2005). In a ifddel, two generalised linear
models are used to explain the data: a logit parthfe binary presence-absence of an
interaction, and a Poisson part for its magnituide., (frequency). For our study
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system, the logit part can be understood as gengratructural zeros: mainly,
whether there is sufficient density of speciesdajiven host-parasitoid encounter to
take place. The Poisson part then gives an indicaif the preference (or strength)
for an interaction once the encounter has takeceplslore formally, the number of
interactions between hoisand parasitoigl is given by a set of explanatory variables
Xij:

Y X

{ 0,  with probability 1-p,

Poissor()lij), with probability p . (1)

where A is the expected value of a Poisson distributione Pprobability of an

interaction being present is modeled using a lmgrsgression:

. P;
logit(p;) = In[l_ Jp“ J = Ao+ A Xt O X (2)
ij
with regression parametecs. The expected value for the Poisson distribut®n i
given by
In(4) = B+ Bxp .+ By )

with regression parameteBg. Any combination of explanatory variables (ecobadi
covariates) can be specified independently forltiggt and Poisson parts. In this
study, the logistic part always contained an irgptand parameter associated with
host density; the Poisson part contained an inp¢@ed one of eight combinations of
parameters associated with six ecological covaridtiest density (HD), parasitoid
density (PD), host body size (HBS), parasitoid betye (PBS), nitrogen treatment
(N), and site temperature (T). The eight combimstiased in the Poisson part are

listed below:

HD PD

HD PD N

HD PD T

HD PD N T

HD PD HBS PBS

HD PD HBS PBS N
HD PD HBS PBS T
HD PD HBS PBS N T

Three components are required to conduct a Bayesialfysis: i) data, ii) a
model, and iii) prior distributions for parametehs.order to remain conservative in
our analysis, we set uninformative priors for eathihe regression parameters (

andpy): specifically, normal distributions with extrergearge variance (Hilborn and
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Mangel 1997, Clark 2007). As is commonly done, MarkChain Monte Carlo
(MCMC) runs were used to sample from the full poetedistributions for all
parameters (Robert and Casella 2004, Clark 200IF)sifulations were run in R
using the R2jags package (Su and Yajima 2012)nkefaces with JAGS 2.2.0 with
the following settings: 50,000 iterations after @rbin of 50,000 iterations, three
chains, thinning = 20. Convergence was assessad the Gelman-Rubin diagnostic
function (Gelman and Rubin 1992) provided in JAGE @2

We used the deviance information criterion (DIC)masasure of model fit,
because it is easily calculated from the sampleemgged by an MCMC simulation
(Spiegelhalter et al. 2002). DIC is a generalizatiof the Akaike Information
Criterion (AIC) and the Bayesian Information Criter (BIC) and, as with AIC and
BIC, it penalises more complex models (typicallpgl with large numbers of
parameters) (Ellison 2004). Thus, models with o€ are preferred to models
with larger DIC.

Assessed within a given model, each posterioridigion indicates the extent
to which its associated covariate explains thegmres of an interaction (logit part) or
contributes to the magnitude of the interactionig®an part). If the credible interval
of a posterior distribution contains zero, theragsociated covariate explains little of
the empirical data. The width of the distributicendtes the confidence one can have
in a parameter estimate (mean, median or modendive empirical data: a wide
distribution indicates greater uncertainty in italue. Posterior distributions are
obtained automatically as part of the Bayesian yamal which contrasts with
frequentist methods that usually only provide pa@stimates for model parameters.
Very often, if the same analysis is run using agbeatist approach and a Bayesian
approach, the mean (or median, or mode dependitigeoprior used) of the resulting
posterior distribution is very close to the sinfjlequentist estimator (Hilborn and
Mangel 1997, Clark 2007).

ZIP model posterior distributions were used to meaghe influence of the
various ecological covariates on pairwise intemacticount under different
experimental treatments involving temperature arttbgen content. The twenty
food-web replicates were evenly divided into forgatment classifications: control
nitrogen and control temperature; control nitroged elevated temperature; elevated

nitrogen and control temperature; and elevateagetin and temperature. The food-
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web data were studied at three resolutions: coansdjum and fine. At the coarse
resolution, all replicate webs were grouped togetla¢ the medium resolution,
replicate webs were grouped by nitrogen treatmest grouped by temperature
treatment; at the fine resolution, replicate websrengrouped by nitrogen and
temperature distinguishing the four treatment corations. No single resolution is
inherently better or more informative than anothibe resolutions account for the
trade off between more data but less environmehsakiminatory power. At the
coarse resolution, we obtained well-resolved behavior each ecological covariate
over all the data. Yet as a consequence, we caonanent on how the influence of
host or parasitoid density might change under thatments. To do so, one must
partition the data, as we have done for the firsoltgion, but this comes at the
expense of incorporating fewer data into the ara@lytmodels. The basic effect of an
ecological covariate on interaction count can bé&mened from the sign and
magnitude of its associated parameter estimateai(@zt from the posterior
distribution) within a grouping. The effect of @#@tment on interaction count can be
determined by comparing parameter estimates betvggenpings at the same
resolution. We incorporated host body size (HB$) the model in two ways: i) for
each species, the average HBS across all indigdoadll treatments was used; and
i) for each species, the average HBS across dlvisluals within each treatment
combination (Control, N, warming, N + warming) wased. The use of these two
approaches allowed us to compare the effect oedinduced changes in host body
size brought about by the altered relative abunelahcsmaller and larger species (i)
with the effect of changes in body size of indiatiuwithin species (ii).

5.4 Results

Herbivore and parasitoid species composition diddifter significantly under
the global change treatments. Specifically, we tbum treatment effect on
composition, either including the relative abundant species (< 1.60, P > 0.1
for both herbivores and parasitoids) or simply gsithe presence/absence
(composition) of species {g< 1.24, P > 0.1 in all cases). In contrast, wentbthat
total herbivore abundance increased strongly un@eming (Z = 4.56, P < 0.0001)
and nitrogen treatments (Z = 3.28, P = 0.001), vaitBub-additive effect of the

drivers (warming x nitrogen interaction: Z = -2.86= 0.004). We found support for
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this result also when using abundance data peliespyeaather than total abundance;
temperature and nitrogen had a strong positivee{ie = 4.33, P < 0.0001 and Z =
2.74, P = 0.006, respectively), and their comborativas sub-additive (interaction:
Z =-2.78, P = 0.005). Overall, we found that hiostly mass and parasitoid mass
were strongly correlated, (t = 2.82, P = 0.005)iclwisuggests that some general size
structuring is present in the relationship betwhest and parasitoid species within
the community. We explored this further using ttey@sian analysis.

In our Bayesian model, at the coarse resolutioh @it data grouped together,
the data were best explained by the model thaud®sd all covariates (Table 5.1).
Pairwise interaction count depended on both hodtparasitoid density and body
size. In particular, we found that elevated temjpeeaor nitrogen had a negative
effect on host-parasitoid interaction counts—tRisignified by the negative sign of
values in the posterior distributions of the partere associated with temperature
and nitrogen (Figure 5.1).
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Figure 5.1: Posterior distributions for the most complex ZIP model at the coarse resolution.

alpha0 and betaO are intercepts in the logistic and Poisson parts, respectively. The other
parameters are associated with ecological covariates and follow the nomenclature given in
Equations 1 through 3, main text. Positive parameter values indicate a positive contribution to
interaction count. Vertical dashed lines indicate Bayesian credible intervals (95%-level), and

distributions including zero (vertical solid line) are considered less significant.
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At the medium resolution, with no added nitrogeeyated temperature had a

negative effect on pairwise interaction count; heeve at higher nitrogen, elevated

temperature did not have any further effect. Sirlyilahe nitrogen treatment had a

negative effect on interaction counts at controhgerature, but not at elevated
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temperature (Figure 5.2). Additionally, we founattkhe influence of both herbivore
and parasitoid density changed under the treatm@ntsncrease in temperature or
nitrogen caused the influence of both host dereiy parasitoid density to become
more positive. This suggests that interactions &sagitoid species were becoming

less even, and they were typically with more abub#last species (Figure 5.2).
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Figure 2: Effect of temperature (red arrows) and nitrogen (blue arrows) treatments on

interaction count at coarse, medium and fine resolutions. Sub panels represent treatment
combinations (control, top left; nitrogen, top right; temperature, bottom left; and temperature
and nitrogen, bottom right). Thick arrows reference within-grouping behavior of posterior
distribution sign in response to nitrogen and temperature; for example, at medium resolution
the effect of the nitrogen treatment is more strongly negative (--) on interaction count when
temperatures are low compared to when temperatures are high (-). Dashed arrows reference
between-grouping changes in host density (HD) and parasitoid density (PD) posterior
distribution magnitude (up-arrows indicate increasing influence, tilde indicate non-significant
influence); for example, at fine resolution when temperatures are low, the influence on
interaction count attributable to host and parasitoid density does not change as nitrogen levels
are increased, however, when temperatures are higher, the influence of host and parasitoid
density are are higher, the influence of host and parasitoid density are increasingly positive as

nitrogen levels rise.
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We also found that increasing temperature or n&inolg@d to larger host species
being favored, i.e., being attacked more often. ihaidhlly, we found a positive
relationship (t = 2.20, P = 0.047) between theaase in body size and the increase
in parasitism rates for each species between doatieh treatments, supporting the
results from the Bayesian analysis.

At the fine resolution, within treatment combinai$ differences in nitrogen or
temperature had no detectable effect on interactamt. We also found that, under
either elevated temperature or elevated nitroderetwas no significant change in
the effect of host or parasitoid density on intdoac count. However, at
simultaneously elevated levels of both treatmehts,influence of both host density
and parasitoid density became more positive. Titerleesult suggests that, under the
combined effect of temperature and nitrogen, irtévas by parasitoid species were
becoming less even, and they were typically withreradoundant host species (Table
5.2, Figure 5.2). We found that larger host spewiese preferred by parasitoids
when each treatment was applied individually, altffto the results were not
statistically significant. However, we found a sfgrant preference for larger body
size when both treatments were applied togethdsléT™a 2, Figure 5.3). Results were
gualitatively similar whether we used host bodyesiwerages calculated across all
treatments (the entire data set), or averaged a&gbarwithin each treatment
combination (Fig. 5.3 A and B).

To further investigate the role of host body siee,looked at patterns at the species
level. In the control treatment, we found that thv® most abundant host species,
Persectania aversand Tmetolophota unigaattracted the most parasitism events
(they comprised 76% of the available host abundamcktogether yielded 86% of
parasitoid interactions)—a pattern that primariflects density effects. Under the
elevated global change treatments, these two spenieased in abundance,
although to a comparatively lesser extent thanrokiwst species. However, their
share of parasitism became disproportionately higider simultaneously elevated
temperature and nitrogen, these two species comhbatteacted almost the same
fraction of interactions despite making up 13 petage points less of the available
resources (63% of the available host abundancetegether garnering 84% of
parasitoid interactions). Interestingly, this irese in proportional parasitism was

accompanied by a 52% (aversaand 41% T. unicg increase in average size.
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Figure 5.3: Influence of host body size on interaction count at fine resolution. A: host body size
uses average values across all treatments, and B: host body size uses four treatment-specific sets
of point estimates. Both figures show posterior distributions of the parameter associated with
host body size under four treatments: control (solid line, black); control nitrogen and elevated
temperature (dotted line, red); elevated nitrogen and control temperature (dashed line, blue);
and elevated nitrogen and elevated temperature (dot-dashed line, purple). Host body size
positively influences interaction count most strongly when nitrogen and temperature
treatments are applied together. Note that the x-axis scale is parameter value, and does not

represent a biological measurement.
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Table 5.1: DIC values for eight ZIP models across three data-grouping resolutions. Models with lower DIC are preferred to models with higher DIC, and numerical
comparisons should only be made within columns (best-fit model in bold). Twenty food-web replicates were evenly divided into four treatment classifications:
control nitrogen and control temperature; control nitrogen and elevated temperature; elevated nitrogen and control temperature; and elevated nitrogen and
elevated temperature. The food-web data were studied at three resolutions—coarse, medium and fine—according to how the food-web replicates were grouped
(see main text). Some models were not applicable to certain groupings (denoted by X). Simulations were run in R using the R2jags package that interfaces with

JAGS 2.2.0 with 50,000 iterations after a burn-in of 50,000 iterations, three chains, thinning = 20. Convergence was assessed using the Gelman-Rubin diagnostic
function (40) provided in JAGS 2.2.0.

Model Coarse Medium Fine
All Control N N Control T T Control Temperature tNigen Temp-N
HD PD 944.8 434.1 526.1 498.9 466.5 201.7 244.6 298.1 2315
HD PD N 943.3 X X 498.9 469.1 203.6 246.0 299.5 .233
HDPDT 940.8 428.1 526.5 X X 205.0 246.1 299.6 228.0
HDPDNT 938.8 X X X X 205.2 247.3 299.2 230.7
HD PD HBS PBS 935.7 432.0 519.6 498.5 464.7 204.5 243.8 300.8 223.6
HD PD HBS PBS N 935.1 X X 496.5 472.6 207.1 244.7 303.0 224.5
HD PDHBSPBS T 932.2 443.6 521.5 X X 206.9 246.3 02.3 218.5
HD PDHBSPBSNT 932.0 X X X X 207.8 248.0 303.7 219.6
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Table 5.2: Parameter estimates (mean value of posterior distributions) for Zero-Inflated Poisson model explaining interaction counts at fine resolution.

Parameter estimates in bold are statistically significant. Values in parentheses are standard deviations of the parameter estimate; values in brackets are 95%

credible intervals. Bayesian posteriors were calculated in R using the R2jags package that interfaces with JAGS 2.2.0 with 50,000 iterations after a burn-in of

50,000 iterations, three chains, thinning = 20. The model includes seven parameters (alpha0 and alphal are omitted for clarity) and is run separately for each

combination of treatments. Convergence was assessed using the Gelman-Rubin diagnostic function (Gelman and Rubin 1992) provided in JAGS 2.2.0.

Parameter

Control

Temp

Nitrogen

Temp-N

Intercept:f

Host density5;
Parasitoid densitys,
Host body sizep;
Parasitoid body size3,

-6.81 (1.51) [-9.99, -4.01]

1.21 (0.15) [0.91, 1.53]
1.64 (0.22) [1.24, 2.09]
0.36 (0.48) [-0.53, 1.36]

-0.21 (0.18) [-0.58, 0.14]

-6.74 (1.40) [-9.56,08]

1.17 (0.14) [0.91, 1.46]
1.57 (0.17) [1.25, 1.94]

0.61 (0.36) [-0.07, 1.36]

-0.21 (0.17) [-0.55,@.1

-6.11 (1.09) [-8.31, -4.07]

261(0.17) [0.92, 1.61]
541(0.16) [1.23, 1.88]
0.31(0.27) [-0.21, 0.87]

-0.06 (0.12) [-0.32, 0.18]

-4.77 (1.32) [-8,42.28]
1.43 (0.14) [1.15, 1.72]
1.79 (0.18) [1.45, 2.17]

1.27 (0.40) [0.52, 2.11]

0.02 (0.16) [-0.303%)
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5.5 Discussion

We examined the effect of climate and nitrogen dépmm on a size structured
host-parasitoid food web. The community compositwin both herbivores and
natural enemies (parasitoids) was not significaatfgcted by higher temperatures or
nitrogen deposition. However, host total abundamas higher under all treatments
relative to the control, and this effect was camsisacross species. Thus, this system
proved well suited for disentangling the effectshaofst body size and density on
community structure, without the confounding issof communities differing
significantly in their species composition (andréfere pairwise interactions) or
strongly shifting toward a subset of heavier (ghter) species, which would render
the role of body size more difficult to interpret.

The negative sign of the posteriors associated thélglobal change treatments
at the coarse scale suggests that warmer tempesaamd more nitrogen led
parasitoids to feed more generally, i.e to attackendifferent host species. We found
congruent results at the medium resolution; inangaemperature or nitrogen led to
more general feeding by parasitoids, but increabwity drivers simultaneously did
not yield any further increase in host-use gengraleyond that observed for each
driver in isolation. It is therefore likely that thonitrogen and temperature altered the
availability or palatability of different hosts, kag a wider range of host resources
available to parasitoids. Thus, both treatmentaldated more generalist feeding by
parasitoids; however, parasitoids could not keep witfh the increasing host
abundance under elevated N and temperature, sobegme saturated and per
capita attack rates on each host declined.

At medium resolution (grouping by nitrogen or temgtere treatments), each
driver moderated the influence of host and parasiiensity on interaction counts.
In particular, an increase in temperature or n#rogvas associated with an
increasing influence of both host and parasitoithsidg. These effects can be
interpreted as interactions becoming less even,saifting towards more abundant
host species. Nitrogen and temperature are knowgeteerally favor herbivore
populations, as well as individual, growth (Baleakt 2002, Throop and Lerdau
2004), and an increasing influence of host densitgports the hypothesis that

resource abundance has a strong effect on intenaftequencies. These results are
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consistent with the increased unevenness of hoaspaid interactions observed
when certain hosts become more abundant (and @ispionately attacked)
following land-use intensification (Tylianakis dt 2007).

Parasitoids favored larger hosts under high tentperar nitrogen treatments.
It is conceivable that parasitoids, given the iasee in resource availability and
quality, had the opportunity to be more specifiorgugh improved searching
efficiency) in their host selection, favoring hosteat grew larger and were more
abundant (Stiling 1987, Walde and Murdoch 1988)adidition to the parameter
estimate for the host-body-size effect becomingdaunder the effect of the drivers,
the posterior distributions also narrowed relativethe control (Fig. 3), indicating
that parasitoids were less variable in their uskafer hosts. At higher temperature,
this behavior could also be explained by an in@éabkermal budget for searching
suitable hosts (Sutterlin and vanLenteren 1997/h#Balogh et al. 2009), a view
that is supported by the higher mean of the pastelistribution for the temperature
treatment relative to control and nitrogen. The Ewerage annual temperatures that
characterize our system also make it possible gwfsitoids could respond
positively to an increased thermal budget. Thist-setective behavior could bear
important implications for the future of host-pataisl interactions: if parasitoids
become consistently able to choose “ideal” hosts warmer world, it is likely that
this would lead to increased parasitoid fitnesghi@ generations to come, which
could counteract the negative effect of the drivargparasitism rates, and potentially
generate strong selection pressures against prdfeast species.

We found that herbivore abundance reacted strotwlthe treatments, and
previous work in the same system has shown thatgdsato plants can play a
primary role in mediating herbivore responses tobgl environmental changes
(Chapter 2). In fact, grasslands are known to nedpapidly and strongly to changes
in abiotic conditions (Bloor et al. 2010), and #fere provide a strong change in
basal resources than can be utilized by herbivémesontrast, we found that, overall,
parasitoids did not respond as strongly as herbs/tr any of the treatments.

Host body size had a significant influence on iatéon counts only under
elevated temperature and nitrogen. A deeper exaimmaf parasitism of the two
most common species revealed that, despite theaserin average body size being

similar under all treatments, they were attackegbmiportionately more under both
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treatments in combination. Therefore, results atfther resolution also supported
the view that temperature and nitrogen increasedntiportance of host body size by
increasing overall availability (choice pool) anddividual body size. Most
importantly, higher temperatures allowed parasgaaexploit more efficiently these
changes in the host resource.

Consistent with our hypothesis, the drivers impadtest-parasitoid food-web
structure by altering the response of parasitoiecigs to host density and size
structuring. In particular, we observed a shiftimteractions toward abundant and
heavier host species. Host body size was couplddahianges in species abundance
under all treatments but, interestingly, its effect interaction structure emerged
clearly only under the combined effect of tempemtand nitrogen. These results
carry important implications for the evolution abdt-parasitoid communities under
climate change. Optimal foraging theory suggesas finod-web interactions depend
on the body sizes of predators and prey (Beckerebah 2006), and we found that
this size-dependence (and the likely foraging bienékpecializing on certain hosts)
is altered by global environmental changes. Thusobservations suggest that food
webs will increasingly become characterized by fewstronger links between
relatively abundant species, likely resulting irdecrease in web complexity, with
unclear consequences for stability (Thebault andtdtne 2010). In the face of
global change, bottom-up effects on resource qualiid body-size preferences are
likely to have strong impacts on ectotherm commusiitucture and the arrangement

of interactions within food webs.
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CHAPTER VI

Discussion

Human activities since industrialization have dgepansformed ecosystems
more rapidly and extensively than during any corapl period in human history
(Tilman et al. 1994, Pimm et al. 1995, Vitousekakt1997b, Chapin et al. 2000,
Pimm and Raven 2000, Walther et al. 2002). Thesmgds to ecosystems have
contributed to substantial net gains in short-témiman well-being and economic
development (Raudsepp-Hearne et al. 2010). Howesach gains have been
achieved at growing costs in the form of degragatibmany ecosystems, reduction
in ecosystem services (Foley et al. 2005, M.E.AR2@hd diversity loss (Pimm and
Raven 2000, Sala et al. 2000). The degradatiorca$ystems is likely to worsen
significantly during the first half of this centufyhuiller et al. 2004, IPCC 2007).
Thus, ecologists are presented with the urgent aothplex challenge of
understanding the mechanisms through which globeirenmental change (GEC)
influences species, communities, ecosystem funiagpnand consequently, the
delivery of services on which we all depend (Chaatial. 2000).

The decline in biodiversity over the recent decddesmotivated researchers to
investigate the relationship between species r&hr{biodiversity) and ecosystem
function. This resulted in one of the largest anostrheated debates in ecological
research, commonly referred as the “Biodiversitg &tosystem Function Debate”
(Schulze and Mooney 1993, Naeem et al. 1994, Na&@0, Wardle et al. 2000,
Loreau et al. 2001, Hooper et al. 2005). Althoulgé debate continues (Thompson
and Starzomski 2007), there is a general conseéhatiecosystem properties depend
greatly on biodiversity and the functional charaste&es of organisms present in the
ecosystem (Hooper et al. 2005). Species loss dées ¢he functioning of a wide
variety of organisms and ecosystems, but the madmiof these effects is partly

determined by the identity of species that are g@xktinct (Cardinale et al. 2006),
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and the environmental context under which speciagitipn their resources
(Tylianakis 2008b, Griffin et al. 2009, Hiddink &t 2009).

However, one of the most relevant and acknowledigeititions in this wide
and productive field of research is that multiplephic levels have been
understudied in biodiversity/ecosystem functioniagearch (Duffy 2002, Ives et al.
2005, Cardinale et al. 2006). All organisms are etdled in a web of interactions
with other organisms, and these mutualistic, coitipet predation, or parasitic
relationships between individuals of species amtigs at different trophic levels are
not only crucial components of ecosystems, but tlkeynprise many of the
ecosystem functions/services (e.g., pollinatiorgldgical pest control) on which
humans depend. The response of ecosystem propertiegying composition and
diversity of consumers is much more complex thapoases seen in experiments
that vary only the diversity of one trophic levet(ally primary producers).

The importance of ecological interactions as a &eyponent of ecosystems
has been suggested for decades (Janzen 1970, Jnalkerl976, Harrington et al.
1999), but their role has received disproportiolyaligle attention, and much of it
only in recent years (McCann 2007). However, newleustanding points at
interactions as a driving force of biodiversity @ampte and Jordano 2007,
Encinas-Viso et al. 2012), ecosystem responsest® (wan der Putten et al. 2004,
Suttle et al. 2007, Tylianakis et al. 2008) andbiits of ecosystem services (Dobson
et al. 2006).

Thus, there is a need in ecological research toeaugpour understanding of the
response of biotic interactions to global environtaé changes, and their role in
mediating the ecosystem response to change driveis.was the underlying focus
of my thesis. In particular, | studied the effecfsglobal warming and nitrogen
deposition on a sub-alpine grassland system comg@rants, herbivores and their
natural enemies. | aimed to integrate increasimidicomplexity throughout the
different chapters, in a bid to highlight the img@mrce of studying communities
rather than species, multiple trophic levels ratten resources or consumers, and
finally to specifically consider the complex netksrof interactions between
organisms at the different levels, and how charagesach level may impact the

network as a whole. This thesis was divided intarfonain chapters. In this
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concluding chapter, | summarize the main findingsdach of them, and highlight
how they improve our current understanding. | theghlight possible avenues for

future research, and finally present a generallosian from the thesis.

6.1 Summary

6.1.1 Plant-mediated and non-additive effects of two global change drivers

on an herbivore community

In Chapter 2, | explored the effects of temperatarel nitrogen on the
composition and phenology of a herbivore communitige key findings of this

chapter were:

* phenology: herbivore abundance and developmentughrotime were
strongly influenced by the drivers, which promote@dher abundance and
earlier seasonality at the community level. Coningsresponses of species
likely contributed to:

» changes in composition: in response to the drivtbies herbivore community
changed drastically in its overall composition @asdurnover through time.

* Interactions between global change drivers: theetdsi showed frequent non-
additive effects on phenology, total and relatimiredance. However, the
effect of the drivers on herbivores was largelylaxyed by:

« plant-mediated effects: Changes in herbivore coitipasand abundance
were mediated by changes in the plant community) imcreased non-native
grass cover under high treatment levels being trengest determinant of
herbivore abundance. Nevertheless, temperaturelnextly associated with

» biotic homogenization: herbivore communities in mar conditions were, on

average, more similar to each other than at ca&taperatures.

It is generally recognized that herbivore populadican increase at higher

temperatures and nitrogen availability (Bale et2802, Throop and Lerdau 2004).
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However, | am not aware of any studies that preshoshowed the response of
entire herbivore assemblages to these driversudimg important phenological

effects (van Asch and Visser 2007). This study dghlights the importance of

plant-mediated effects on herbivores; had the ptantmunity responded differently
(e.g., iIf no exotic grasses were present in thdysarea), the results would have
potentially been very different. In the general teath of my thesis, this result
provides the first contribution to highlight the portance of trophic (plant-

herbivore) interactions in mediating system-widgpanse to GEC. Finally, | am not
aware of any previous studies reporting temperaduken biotic homogenization at
the consumer level. This result therefore addstanpi@lly important mechanism to

the known effects of climate change on ecosystems.

6.1.2 Climate change disproportionately increases herbivore over plant or

parasitoid biomass

In Chapter 3, | examined how biomass allocationthaeee trophic levels
responded to the effects of temperature and nitrotfgereby expanding on the
previous chapter by including natural enemies iditazh to plants and herbivores.
With this study, | found that:

* at high temperature, herbivore biomass increasedhatically more than
plant or parasitoid biomass. However:

» the positive response of plants to nitrogen implieat, under co-occurring
drivers, the response of plants and herbivoreswdidliffer significantly but,
in contrast:

* natural enemies (parasitoids) did not show anyifsigmt response to the
treatments, and therefore showed a weaker resploasderbivores under all
treatment combinations.

It has previously been suggested that differenphio levels may be
differentially sensitive to climate (Voigt et al0@3); however, very few studies have
specifically tested this hypothesis and, to my kieolge, none have empirically
tested the response of a plant-host-parasitoicesysh this sense. | showed that

higher temperatures and elevated nitrogen geneeatadltitrophic community that
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was increasingly dominated by herbivores. Thesalteegsontribute to the concern
that parasitoids are likely to be inefficient inegting top-down control of herbivores
under a scenario of climate change. This concers fivst raised by Hoover and
Newman (2004) by means of a mechanistic mathenaticalel, but my study

provides much-needed empirical support.

6.1.3 Bottom-up effects mediate the response of food-web structure and

resilience to climate change and nitrogen deposition

In Chapter 4, | examined in more detail the genéralings of the previous
chapter. In particular, | scale up the complexifythee study system by testing the
effects of the GEC drivers on the structure of {p@stsitoid food webs and, using
path analyses, identified the main effect pathwaye key findings of this chapter
were:

* Food-web structure responded to profound changessiource availability,
herbivore and parasitoid composition, whilst theecli effects of the drivers
were negligible.

e The drivers did not alter food-web stability, a® tbpposing direction of
different effect pathways buffered against largeandes in food-web
structure and resilience.

 Temperature and nitrogen sub-additively caused @edse in mean food
chain length, indicating a proportionate reducterergy transfer to higher
trophic levels.

« Interaction strength increased with temporal syociirof the host and
parasitoid, though synchrony was not significaaffected by the drivers.

The response of food webs to global warming has lzeargued to be an
urgently needed area of research (Petchey et 4l0,20/oodward et al. 2010).
Petchey et al. (2010) predicted potentially largiéeots of temperature on
connectance (often used as a measure of complelRidyever, empirical evidence
was lacking. | showed that bottom-up resource-driclganges played a primary role
in mediating the response of food webs to tempsratnd nitrogen. Thus, this
chapter further builds on the findings of the poexa chapters, specifically
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highlighting that interactions between species @agrucial role in the ecosystem
response to global environmental changes, and #tleways through which this
occurs. Furthermore, the loss of energy transfenigher trophic levels supports

general concerns about increases in herbivory urioleate change.

6.1.4 Climate and nitrogen daffect size-structuring of a host-parasitoid food

web

In Chapter 5, | used body size as a trait that lag important role in
structuring pairwise interactions, and investigatieel influence of temperature and
nitrogen on the host-parasitoid density and sit&tiomships. Through this study, |
showed that:

* increased resource (host) availability and qugldiye) led to measureable

changes in parasitoid feeding behavior; in pargicul

» the drivers altered the relationship between hodt@arasitoid density and

» Parasitoids increasingly focused on abundant aigendnosts.
Body size is correlated with a suite of speciegstthat can affect the structure and
dynamics of food webs and other ecological netwodaoss multiple scales of
organization (Woodward et al. 2005, Brose et aD&®Brose 2010). This chapter
showed that parasitoids interacted less evenly invittheir host range and
increasingly focused on abundant and high-quality.,(larger) hosts under the
influence of the global change drivers. These tssumhply that global change-
mediated bottom-up effects can significantly aftewd-web structure through both
density- and trait- (e.g., body size) mediated @ffleWith this study, | showed that
traits of species, rather than speges se can provide a useful tool to examine, and
eventually predict, how ecological interactions affected by GEC, and how they
mediate effects of GEC on ecosystems.
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6.2 Outlook

Global environmental changes present an enormadisirae-pressured task to
ecologists. The main difficulty in tackling this allenge stems from an historical
weakness affecting ecological research, which sslimited track record as a
predictive science. There are multiple reasons twattribute to this fact but,
arguably, the primary reasons that impede ecolagythe context of global
environmental changes are, at a coarse resolutioite simple. Conducting
experiments at a global scale to predict naturegponse is simply not feasible.
Research at the broadest scale is, typically, g#s@ of what happened e.g.,
describing climate-driven range shifts, as did sahthe seminal studies of global
warming effects on biota (Parmesan 1996, Parmesaln £999). On the other hand,
experiments at the small scale that are suitedstwodering underlying mechanism
and responses to change usually have little powegeneralize to different taxa,
regions or ecosystems. Developing ways to intedoai@ with global scale patterns
and mechanisms is therefore a necessary yet corsf@gpxto accomplish. As a step
in that direction, solid advances have been magbheeadicting and modeling shifts in
range and distribution of species (Guisan and Zimmaen 2000, Guisan and
Thuiller 2005, Elith et al. 2006, Phillips et aD(5b).

Climate envelope models, combined with empiricalidence, make a
compelling case for shifting species ranges, or ittability to do so, as crucial
mechanisms through which climate change inducediv®esity loss (Walther et al.
2002, Wilson et al. 2005, Parmesan 2006). Howeregbvious limitation of climate
envelope models is that distributions of specieso aleflect the influence of
interactions with other species, so predictionsedasn climate envelopes may be
very misleading if the interactions between speeies altered by climate change
(Davis et al. 1998). Thus, to successfully undestand predict future species
ranges, and the response of whole communitiesjcbioteractions need to be
incorporated into future predictions. Network theoprovides a conceptual
framework to assess the consequences of pertunbatb the community level
(Bascompte 2009). However, the response of diffenetwork attributes to biotic
and abiotic changes must be understood and geremtalbefore they can be

successfully integrated into broad-scale projestitmough space and time (such as
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climate envelope models). Steps in this directiom laeing taken, and there is a
growing body of literature rapidly identifying fuathental building blocks of

ecological networks that are essential to stabiityd biodiversity maintenance
(Bascompte and Jordano 2007, Stouffer and Bascor@pid, 2011). Recent

theoretical studies suggest significant dynamicsaoaa underpinning empirically-

observed food-web structure (Stouffer and Bascor@pi®, Thebault and Fontaine
2010), and these provide a framework and hypothtbeg¢sneed to be tested on real
ecosystems. Theoretical and empirical approachereftire need to be co-evolving,
and wherever possible integrated in a more fluedodjue (e.g., using large empirical
data sets for dynamic modeling). Furthermore, erargi the mechanisms (e.g.,
body-size changes, altered community compositibnjugh which global change

affects interaction networks will provide greatéiligdy to generalize than the simple
description of observed network changes.

Expanding our understanding of interaction struictieyond individual species
identities could present ecologists with a rewagdimenue towards generalization of
key patterns in biotic interactions. Networks dfemactions are composed of nodes
and links between nodes. Much of the food-web rebeto date has considered
species as unit of study, and therefore as thesnodmprising food webs. Some
advances are already being made by using key tlgipecies that are thought to be
important for the dynamics and persistence of faeths. Conceptually, this can be
expanded to consider community-wide mean-trait emlas nodes, allowing the
horizontal generalization of food web analyses seraidely different taxonomic
groups and ecological systems. Developments in dmection are technically
envisageable, and could help to transition our tstdeding of local mechanisms to

global solutions.
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6.3 Final conclusions

A very large body of literature addressing the &@feof global environmental
changes, warming in particular, has focused onviddal species. The number of
studies addressing the response of multiple spedésdines proportionally (or
perhaps exponentially) with the complexity of thestem studied. The aim of this
thesis was to study the effects of co-occurringmwag and nitrogen deposition on
complex multitrophic communities. | used a grassdlaaystem comprising plant,
caterpillar herbivores and parasitoids as natunalrees. | based my thesis on the
combination of data from an altitudinal gradientpesiment and an artificial
warming experiment.

| found that, overall, results were very consistddtween these two
experiments, which differed considerably in thet sp and spatial scale, and across
the different response measures used. This consystgives me a good degree of
confidence that the caveats and limitations assatiaith both experiments (or for
that matter, any ecological experiment) did notaittsthe biological relevance of the
findings and the overall validity of my results.

Both global change drivers studied were responsibtestrong bottom-up
effects that percolated asymmetrically throughdbmunity. More specifically, the
herbivore assemblage showed a strong phenologespponse to the drivers.
However, the predominant increase in abundance béowiass was attributed to
plant-mediated effects and, to a lesser extent,iractdeffect of the drivers,
temperature in particular. These findings were istest when considering biomass
as a response variable. Although plants showed spos#ive response to the
drivers, herbivores showed a stronger responsegithpbrtantly, was not matched by
parasitoids. These important differences in respdosthe drivers at the different
trophic levels were ultimately the primary causedhifts in the food-web structure.
In fact, bottom-up effects altered the trophic bat and shifted interaction
preference and choice by parasitoids. Changest@naiction strength and evenness
may have consequences on the long-term persistéribe food web (Thebault and
Fontaine 2010), although stability, as measureauayequilibrium model, was not
affected.
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The common themes underlying my data suggested)thaiphic interactions
largely mediated the effect of nitrogen and, lessiiiively, also the effects of
temperature. ii) Herbivores responded most stroriglythe drivers, by virtue of
benefiting from plant-mediated effects as well ass direct effects. The parasitoid
response, in contrast, was almost exclusively d#grenon herbivores, though
generally weaker. Therefore, in the tri-trophic teys studied in this thesis,
herbivores seemed most capable of thriving under dimulated global change
scenario of higher temperatures and nitrogen &vilifla iii) In this system,
temperature and nitrogen behaved predominantly asiditively. The effect of
nitrogen and temperature in isolation were oftery wmilar, and their combination
was less than the sum of their isolated effects.

By examining the effects of multiple drivers on coomities at different
trophic levels, the work presented in this thesghlights the potential of species
interactions, food webs in particular, for undemsiag and perhaps one day
forecasting the likely impact of global environmantchanges on complex

communities and ecosystems.
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Appendix 1

Appendix 1.1: Supplementary field methods

Study site

The climate of the study region is cool and humith a mean annual rainfall of
1560 mm and a mean annual temperature of 9.1°Cligig & Courtney 1995).
With the exception of high alpine areas (elevatnl,300 m,~ 15% of the
landscape), the region comprised continuous sauthesch lothofagusspp.) forest
prior to human settlement (Ewessal. 2007). Following land clearing by fire ireth
mid 1800s, it is now occupied by semi-natural taksgrassland, dominated by the
tussock specie®oa cita, Festuca novae-zelandiaand Rytidosperma setifolium
which are typical of semi-arid to humid, montanel asubalpine zones in New
Zealand (Roseet al. 2004). The inter-tussock ground is generdthyninated by
stock-palatable Eurasian species (particulakiyrostis capillaris, Anthoxanthum
odoratum, Trifoliumspp.), which were over-sown after forest clearifige mouse-
ear hawkweedHieracium pilosellavas accidentally over-sown in contaminated seed
and now has a variable, patchy distribution aches Zealand, including the study
area. Native herb species suchLasicopogorspp.,Celmisiaspp., andAcaenaspp.
show a patchier distribution, and are generallg lasundant in the study site. At
present, the area is farmed at very low intensiith a stock density of less than 1
sheep per hectare, and no nitrogen fertilizer idieg outside of our experimental
plots.

Site locations and details

Transects were at least 600 m apart (twice thacaeriength of each individual

transect). All plots had a similar incline and vieg®n type, and faced north or
north-west. To maintain this similarity of charagtécs, transects were not all
positioned at exactly the same elevation, so pltged from 650 m at the lowest
point to 1073 m a.s.| at the highest (423 m ofltelavation span). Temperature was
recorded in each plot from February to December920§ing Hobo series ProV2

dataloggers, logging temperature at 1h intervad¢egted by a sun shield and placed
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at ca. 80cm above ground to capture the near-graitdmperature that is likely to

most affect both caterpillar and adult Lepidoptera.

Table S1: Sampling location details. Sampling was conducted along 5 transects, each with 3

different elevations (plots) and a nitrogen subplot at each elevation point. Subplots are not

separated here, as values apply to the entire plot. Coordinates are based on a GPS New Zealand

map with EGS84 reference grid.

Transect

DE

KE

DW

NS

LZ

Elevation

Bottom
Mid
Top
Bottom
Mid
Top
Bottom
Mid
Top
Bottom
Mid
Top
Bottom
Mid
Top

Altitude (m.a.s.l)

650
790
940
732
891
1031
724
880
1009
743
883
1050
792
937
1073

Coordinates
North (N)
N 584 3746
N 584 3468
N 584 3367
N 583 9796
N 583 9287
N 583 9021
N 584 3754
N 584 3364
N 584 3109
N 584 0489
N 584 0796
N 584 1071
N 5840276
N 5840655
N 5840791
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East (E)
E 246 5971

E 246 5740
E 246 5739
E 245 8308
E 245 8289
E 245 8168
E 246 4325
E 246 4341
E 246 4357
E 245 8540
E 245 8657
E 245 8817
E2456733

E 2456562

E 2456751

Mean

Temperature (°C)
6.72
5.61
5.00
5.31
5.79
5.03
6.55
6.00
4.49
5.64
5.08
4.03
5.29
4.79
3.89



.+1Google

Figure S1: Satellite imagery of the experiment area of the Hope River, South Island, New
Zealand (Source: Google Earth), showing locations of the transects (white lines) and their code

(See Table S1 for topographic details and coordinates).

Experimental sampling and rearing

Sampling began with the visual search of two rarlgigpositioned 1 rA quadrats
from each subplot, where we searched all abovengrmegetation for Lepidoptera
larvae. This provided a standardized measure dfiveme density per unit area that
was used for the abundance analyses. However,| ldarsities were generally
higher on tussock plants than in the inter-tussackas. Thus, to yield higher
numbers of larvae for the community compositionlysig, we searched all the
tussocks within the 3 x 12 m strip.

We collected and identified each individual lareamorphospecies level, then to
confirm identification we reared specimens to m#tun a climate-controlled room,

with a constant temperature of 16 degrees, rel&tinveidity of 60% and a light cycle
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of 16L:8D. The exact rearing protocols varied deleg on the species
requirements. However, we kept most species in(230ml) plastic cups with a ca.
0.5 cm layer of vermiculite at the bottom, filledtvclipped grassRoa citg from
our greenhouse seed-grown plant cultures as fobd.dlet of the more voracious
species was supplemented with small cubes of @alifbeet-based diet designed for
Lepidoptera (Bio Serv, US). We reared specialidh feeders in the same way, with
artificial diet to supplement their specific hosamt. Once per week we supplied all
caterpillars with clean cups and fresh food, andckbd their development. We
maintained individuals of rare species, and spettias showed poor performance
with the above method, on living plants potted MOPcylinders, covered with a
clear plastic cylinder with holes and fine meshventilation.

Individuals that died during rearing and could hetidentified (n = 46) were kept in
the dataset for abundance analysis, but discarded tommunity composition
analysis. One morphospecies comprised two veryticrygpecies Tmetolophota
propria and Tmetolophota atristriga which we were unable to separate as larvae.
These species are thought to be a very recentti@diand have virtually identical
ecology (J.S. Dugdale, personal communication)refioee, we treated them as a
single species complex in the community analyses. €Btimate effects of
temperature and N on larval biomass, we weighedctterpillars directly after
collection for all samples from September 2009 sz&mnber 2009 (i.e. after one year

of N fertilization).

Nitrogen treatment application

Precise N deposition rates for the study regiomateknown, but expansion of dairy
farming across New Zealand is driving rapid incesagn N fertilizer application
(Austin et al. 2007), which will likely impact adjacent sematural grasslands.
Nitrogen fertilizer was applied in the form of Calmn Ammonium Nitrate (CAN)
granules (Ravensdown LTD, New Zealand). This fofrfedilizer combines fast and
slower release of biologically available nitrogemd has been used previously to
simulate atmospheric deposition (Clark & Tilman D0

We began N addition in September 2008, by additg 40the total year budget (20
Kg ha' yr, 1066 g CAN per subplot), and applied the remajré0% in 4 pulses,
evenly distributed over the next 12 months, spmukkthe dry granules throughout
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the treated subplot. Fertiliser addition continwda rate of 50 Kg Rayr* until
sampling was completed in December 2009. To veh§t the nitrogen treatment
was taken up and caused significant changes to pitaagen levels - the most likely
pathway of effect on the insect herbivore commufitylianakiset al. 2008) - we
analyzed the total N content of clippingsk#stuca novae-zelandid@arvested from
the plots in December 2009. Analyses were carnadg the University of Waikato
Stable Isotope Unit, Hamilton, New Zealand, usingpamas elemental analyser
interfaced with an isotope mass spectrometer (EBuBipentific 20-20 Stable Isotope
Analyser, Europa Scientific Ltd, Crewe, U.K). Addially, we visually separated
all dead leaf material from green leaf materiakl aised the relative proportion of
each to estimate the proportion of tussock bioniagswas actually available as a
food source for caterpillars. This measure wasniheel to remove a possible bias
that could arise from a simple measure of totalnass, if slower decay and
decomposition of old leaf material in colder comatis led to tussock retaining more
dead standing vegetation. Including elevation antmperature or their interaction
with the nitrogen treatment significantly reduced fit of a model testing the effect
of nitrogen treatment on leaf nitrogen, indicatthgt N treatments were unlikely to
have been confounded by underlying nutrient grddiam the landscape that were
correlated with the elevation gradient. This alswledes the possibility of any

differential uptake of nitrogen by the plants dfatient elevations.

Vegetation survey

We measured plant species composition by visualiynating the percentage cover
of all plant species within five 1 Tquadrats, and classed their abundance according
to a seven point semi-quantitative scales@1%; 2, 0.1-0.9%; 3, 1-5%; 4, 5-25%;

5, 26-50%; 6, 51-75%; 7, 76-100% (Mueller-Dombois Elenberg 2003). We
included both rooted and overhanging species, tibias percentage cover could be
more than 100%. Plant species present within tiperaxental area but not within
the search quadrats were arbitrarily assignededaivest cover class. Mean percent
cover per species per subplot was calculated bggake median of the cover class

for each species in all five quadrats, then avepgcross these quadrats.
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To estimate tussock biomass, we counted all tusswckhe subplot, distinguishing
between the two species presdPba cita and Festuca novae-zelandia®e then
randomly selected a number of tussocks to assesssike. This was achieved by
running a line along the diagonal of the subplad areasuring the first 15 tussocks
either side of the subplot's centre point, totalmgnaximum of 30 tussocks per
subplot. We obtained the size estimate (volume) royltiplying the basal
circumference by the height from ground level te tip of the highest leaf of the
tussock. Finally, we multiplied the average tussbumkmass estimate from these 30

plants by the total count of tussocks to estimiagetdtal tussock biomass per subplot.
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Appendix 1.2: Data analysis

Dissimilarity measures

We conducted two sets of analyses, each basedddferent dissimilarity measure.
The first used only species presence-absence wilathe Jaccard dissimilarity, to
focus strictly on changes in community compositidime second test used the
Modified-Gower distance with base 10 (Andersen al 2006). This distance
measure considers an order-of-magnitude changéundance (e.g., from 0.01 to
0.1) equal to a change in composition (i.e. fromoOl species), and therefore
accounts for the changes in relative abundanc@edias in addition to changes in
the community compositioper se This approach allowed us to specify explicitly
the relative importance given to changes in spaeiksive abundance vs. changes in

composition in the analysis (Anderseinal. 2006).

Plant composition in the herbivore community composition analyses

To include the effect of plant composition relativethe experimental drivers, we
performed a Principal Component Analysis (PCA) anttacted the scores of the
four PCA axes that each explained more than 5% hef variation in plant
composition (see Table S2). Together, these 4 axpkined 75.9% of the total
variation in plant community composition and wenmelided in the model as fixed
effects alongside temperature and nitrogen. Wedetste maximal model first, and
then removed all non-significant terms until thetbf#ting model was obtained.

In both plant and herbivore analyses, the effedeofperature was significant even
when it entered the model after elevation, indrgatihat temperature had an effect
on plant community structure even after controllfog other effects correlated with
elevation (e.g., radiation, partial gases concénftra In contrast, elevation was not

significant, even when it entered the model betereperature (P > 0.05).
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Table S2: Factor loadings of the Principal Component Analysis on plant composition, showing
the relative (% Variation) and cumulative (Cum. % Variation) contribution of the individual axes

(PC) to the explained variation.

PC Eigenvalues %Variation Cum.%Variation
1 21500 35.5 35.5
2 12200 20.1 55.6
3 7820 12.9 68.5
4 4490 7.4 75.9

Test for biotic homogenization

This test computes a distance matrix between theisp composition of groups (in
our case, between the coldest, mid, and warmestipleach transect), and the
individual distances from each site to its grouptasd are then used in a one-way
permutational ANOVA to test for differences in mudtriate dispersion between
groups (Andersoret al. 2006). In other words, it tests whether, édaample, the
warmest sites in each transect were on average snoikar to each other in their
composition than were the coldest sites, or viasazeNote that this required us to
treat temperature as a categorical factor for #malysis (to have groups within
which to assess similarity), rather than a varéatén all our other analyses.

Mixed effects models

To test the effect of vegetation composition oraltdterbivore abundance and
biomass (using a Poisson error), we included thet fiour axes of the plant
composition PCA in the initial model, and subsedlyeremoved all non significant
scores.When testing species richness, we inclubdedtdtal sample size as an
additional covariate, to determine whether chamgeghness were simply driven by

changes in sample size.

All initial models were fitted using maximum likabod estimation, then simplified
by removing non-significant interaction terms ahdrt main effects (at alpha = 0.05)
until no further reduction in residual deviance é&sred using the Akaike
Information Criterion, AIC) could be obtained. Wemoved non-significant terms

sequentially, re-testing the effect of removal dheo non-significant terms before
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any further simplification. Final simplified modelgere then fitted using restricted
maximum likelihood (REML), as recommended by Bolkeral. (2009), and tested

for overdispersion.

For models using a Poisson error (abundance deg¢adjrectly tested the coefficients
of our fixed effects (as recommended by Bolker e2@09). Due to issues associated
with calculating P values from mixed effects modeith a Gaussian error structure
(Bolker et al. 2009), we used Markov Chain Montal€4MCMC) resampling to
estimate P values from Gaussian models. The MCMi€eaalure was carried out
using the pvals.fnc function in the languageR pgek@aayen 2010) for R.

We used the same approach for all analyses, howevélte case of the models that
included time, the large number of coefficientsnigetested (11 levels of the time
factor, plus interactions) makes interpretatiofficlift. Therefore, for clarity, we also
tested fixed effects in these models by removirgftttor then comparing the two
models using a likelihood ratio test (Crawley 200IMis provides a single, more-
easily interpretable Chi square statistic and podita (P) value for the overall effect
of time, though we present the full coefficientbléaof each model (including a test
for the coefficient of each factor level) in Appéxn8d and 8.
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Table S3: Comparison of the maximal models in our phenology analyses, using either temperature or elevation as predictor. Asterisks (*) between two or
more predictors signify that the model included main effects of each predictor and all possible interactions between them. A colon (:) between two predictors
indicates an interaction effect between them. In all cases, temperature provided a better fit than elevation. The maximal is simplified to a reduced best model if
necessary. We provide a P value from a Likelihood Ratio test between the elevation and temperature model, and between the initial and the best model (where

applicable). Lower values of the Akaike Information Criterion (AIC), indicate better fit.

Response variable Model Predictors AlC L.R Test
Herbivore abundance through time Elevation elewdtidrogen*time 873.48
Temperature temperature*nitrogen*time 818.21 P0OD.
Best final model temperature*nitrogen*time 818.21
Herbivore bodyweight through time Elevation elewathitrogen*time 35673
Temperature temperature*nitrogen*time 35666 P 940.0
Best final model Temperature*nitrogen*time 35666
Herbivore biomass through time Elevation elevatiotrbgen*time 22715
Temperature temperature*nitrogen*time 22425 POOD.
Best final model temperature+nitrogen+time+tempetim 2233.4 P =0.030
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Appendix 1.3: Supplementary Results

Collinearity between the effects of global change drivers and plant composition on

the herbivore assemblage

Both temperature and nitrogen had significant ¢$fewhen they entered their
respective model first (3 = 9.53, P = 0.0001 and,f= 4.05, P= 0.0004,
respectively), whereas plant composition had noiggint effect when it entered the
model after the drivers (P > 0.05 in all cases)isTpicture reversed when plant
composition entered first, causing it to assumestieed variance, and the effect of
both drivers to become non-significant (temperatmael: k13> 6.22, P < 0.005
for the first two axes, /3=1.28, P = 0.259 for temperature; nitrogen modebgF
2.94, P < 0.004 for the first two axes,,E= 0.70, P = 0.715 for nitrogen. Note that
only the first two plant composition PCA axes wsignificant and retained in the
models). Although this strongly suggests that tifieces of temperature and nitrogen
on the herbivore community may have been mediateg@lant community shifts, we
cannot objectively attribute this shared varianzesither of the collinear predictor

variables with certainty.
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Figure S2: Effects of the global change drivers (temperature and nitrogen) on the herbivore
assemblage and multivariate dispersion of herbivore community across sites: Principal
Coordinates ordination showing differences in assemblage composition, based on the modified
Gower base 10 dissimilarity (Anderson et al. 2006), across plots. For visual clarity and the
homogeneity of dispersion analyses, plots are split into three temperature categories (red
triangles = warm, green circles = moderate and blue squares = cold plots from each transect),
but analyses of driver effects on composition treated temperature as a variate (mean

temperature values are given above each point), blocked by transect.
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Table S4: Results of permutational distance-based multivariate ANOVA (Anderson et al. 2006),

using the Modified Gower distance base 10 dissimilarity to compare changes in the relative

abundance of species. Error structure followed a split-plot design. Asterisks indicate level of

significance (.< 0.1, *<0.05, **< 0.01, *** < 0.001).

Error: Transect

Source Df SS MS

Residuals 4 0.58 0.14

Error: Plot in Transect

Source Df SS MS Pseudo-F
Temperature 1 0.97 0.97 8.00
Elevation 2 0.17 0.08 0.80
Residuals 7 0.74 0.11

Error: Subplot in Plot in Transect

Nitrogen 1 0.16 0.16 3.69
Temperature x nitrogen 1 0.06 0.06 1.50
Residuals 13 0.56 0.04

Error: Sampling dates in Subplot in Plot in Transec

Time 10 49.07 4.91 11.99
Temperature x time 10 13.40 1.34 3.27
Nitrogen x time 10 411 0.41 1.01
Temperature x nitrogen x time 10 3.68 0.37 0.90
Residuals 260 106.43 0.41

Total 329 239.24
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P(perm) perms
<0.001 9946 ***
0.575 9935

0.001 9924  **
0.169 9941

0.0001 9730 ***
0.0001 orrE *
0.470 9769
10.8 9746



Table S5: Results of permutational distance-based multivariate ANOVA (Anderson et al. 2006),
using the Jaccard dissimilarity to compare changes in the presence/absence of species, ignoring
changes in relative abundances. Error structure followed a split-plot design. Asterisks indicate

level of significance (.< 0.1, *<0.05, **< 0.01, *** < 0.001).

Error: Transect

Source Df SS MS

Residuals 4  2283.50 570.88

Error: Plot in Transect

Source Df SS MS Pseudo-F P(perm) perms
Temp 1 2860.00 2860.00 575 <0.001 9935 ***
Elevation 2 710.61 355.00 0.96 0.470 9925
Residuals 7  2585.40 369.35

Error: Subplot in Plot in Transect

Nitrogen 1 564.01 564.01 2.12 0.059 9942
Temp x Nitrogen 1 459.66 459.66 1.73 0.117 9949
Residuals 13  3454.50 265.73

Error: Sampling dates in Subplot in Plot in Transec

Time 10 2219.30 221.93 9.96 0.0001 9786 ***
Temp x Time 10 468.13 4681.30 2.10 0.0001 9778 ***
Nitrogen x time 10 224.29 2242.90 1.01 0.461 9752
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Appendix 1.4: Homogenisation of the herbivore community under

warmer temperatures

Figure S3: Bar plot summarizing the multivariate dispersion (dissimilarity in community
composition across plots, mean +/- SE) for three temperature categories. Letters show
significant differences across groups following a permutation-based test for homogeneity of
multivariate dispersions (Anderson et al. 2006). Warmest sites show lowest dispersion,
indicating that warm sites were on average more similar to each other than moderate or cold

sites.
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Appendix 1.5: Changes in herbivore abundance and biomass through

time in response to temperature and nitrogen addition

Table S6: Results table from a generalized linear mixed effects model (Poisson errors) with the

total abundance of larvae as the response. This minimum adequate model was generated by

removing non-significant parameters from the maximal model (see main text) to provide the

best fit (lowest Akaike Information Criterion, AIC score). Each fixed effect was tested here by

removing it from the model and testing for a change in unexplained deviance using a likelihood

ratio test. Individual coefficients and tests of their significance are shown below. Asterisks

indicate level of significance (.< 0.1, * < 0.05, ** < 0.01, *** < 0.001).

Full model
3 way interaction

Temperature x nitrogen

Nitrogen x time

Temperature x time

Nitrogen
Temperature
Time

Df AlC
10 818.21
10 858.90
1 859.10
10 896.96
10 903.48
1 914.76
1 907.01
10 1306.34
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AAIC

40.69
0.20
38.06
44.58
11.28
10.05
411.24

Chisg Chi

60.68
221
58.06
64.58
21.18
7.57
386.15

<0.0001 *+*
0.118
<0.0001 ***
<0.0001* **
0.001 ***
0.022 *
<0.0001 ***



Table S7: Full coefficient table for model of changes in larval abundance through time with

Poisson error distribution. A colon between two variables indicayes an interaction effect.

Asterisks indicate level of significance (. < 0.1, *<0.05,**<0.01, *** < 0.001).

(Intercept)
Temperature
Nitrogen

time2

time3

time4

time5

time6

time7

time8

time9

time10

timell
temp:nitrogen
temp:time2
temp:time3
temp:time4
temp:time5
temp:time6
temp:time7
temp:time8
temp:time9
temp:timel0
temp:timell
Nitrogen:time2
Nitrogen:time3
Nitrogen:time4
Nitrogen:time5
Nitrogen:time6
Nitrogen:time7
Nitrogen:time8
Nitrogen:time9
Nitrogen:timel10
Nitrogen:timell
temp:nitrogen:time2
temp:nitrogen:time3
temp:nitrogen:time4
temp:nitrogen:time5
temp:nitrogen:time6
temp:nitrogen:time7
temp:nitrogen:time8
temp:nitrogen:time9
temp:nitrogen:time10
temp:nitrogen:timell

Estimate

-0.59
0.37
-0.75
-2.38
-1.15
-2.72
2.46
1.25
-3.03
-5.74
-1.50
-3.50
-2.83
0.14
0.47
0.16
0.38
-0.85
-0.71
0.36
0.95
0.26
0.60
0.15
5.23
3.89
5.94
-0.13
-1.19
1.77
0.95
4.67
3.78
-0.69
-0.95
-0.63
-1.16
0.16
0.40
-0.22
-0.11
-0.81
-0.57
0.43

Std.Error

1.54
0.28
1.36
1.30
1.45
1.65
2.77
3.48
1.89
1.59
1.40
1.44
2.77
0.25
0.23
0.26
0.30
0.54
0.67
0.34
0.28
0.25
0.26
0.50
1.82
1.93
2.45
3.48
4.21
2.45
2.14
1.90
1.90
3.15
0.33
0.35
0.45
0.67
0.80
0.44
0.37
0.35
0.34
0.57
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Z value

-0.38
1.29
-0.57
-1.83
-0.79
-1.65
0.89
0.36
-1.60
-3.60
-1.08
-2.43
-1.02
0.56
2.01
0.63
1.27
-1.58
-1.06
1.07
3.40
1.01
2.34
0.31
2.87
2.01
2.42
-0.04
-0.28
0.72
0.45
2.45
1.99
-0.22
-2.86
-1.77
-2.55
0.24
0.49
-0.50
-0.31
-2.32
-1.68
0.75

®lz)
0.703

0.199

0.578
0.068
0.428
0.100
0.375
0.720
0.109
0.0003
0.282
0.015
0.306
0.575
0.045
0.530
0.206
0.116
0.290
0.284
0.0006
0.312
0.020
0.758
0.004
0.044
0.015
0.970
0.777
0.471
0.656
0.014
0.046
0.827
0.004
0.076
0.011
0.812
0.621
0.614
0.760
0.020
0.093
0.458

*kk

*%

*%



Table S8: Results of a linear mixed effects model with Gaussian errors and total herbivore

biomass through time as the response. This minimum adequate model was generated by

removing non-significant parameters from the maximal model (see main text) to provide the

best fit (lowest Akaike Information Criterion, AIC score). Each fixed effect was tested by

removing it from the model and testing for a change in unexplained deviance using a likelihood

ratio test. Individual coefficients and tests of their significance are shown in below. Asterisks

indicate level of significance (.< 0.1, *<0.05,* < 0.01, ** < 0.001).

Df
Best model 3
Temperature 1
Nitrogen 1
Time 3
Temperature x time 3

AIC  AAIC Chisq Chi
2233.4

2266.3 32.9 21.49
2250.6 17.2 5.81
2243.7 10.3 2.84
2248.8 15.4 21.42

P-value
<0.0001  ***
0.055
0.584
<0.0001

*kk

Table S9: Full coefficients table of model for changes in herbivore biomass through time with

Gaussian error distribution. A colon between two variables indicayes an interaction effect.

Asterisks indicate level of significance (. < 0.1, * < 0.05, ** < 0.01, *** < 0.001).

(Intercept)
Temperature
Nitrogen

time9

time10

timell
temp:nitrogen
temp:time9
temp:time10
temp:timell
Nitrogen:time9
Nitrogen:timel0
Nitrogen:timell
temp:nitrogen:time9
temp:nitrogen:time10
temp:nitrogen:time11

Estimate Std.Error
-16068.08

3594.87
7794.26
6049.21

494.99

12380.58

174291
-1168.03
79.12
-2508.84
7936.48
8633.13
9042.91
-1568.76
-1856.53
-1650.01
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4300.71
802.60
5431.11
5300.90
5300.90
5300.90
1017.14
992.75
992.75
992.75
7496.61
7496.61
7496.61
1403.96
1403.96
1403.96

-3.74
4.48
1.46
1.14
0.09
2.37
1.71
-1.18
0.08
-2.53
1.06
1.15
121
-1.12
-1.32
-1.18

tvalue pMCMC

0.001 **
0.002 **
0.188
0.302
0.935
0.035 *
0.118
0.284
0.933
0.022 *
0.347
0.300
0.278
0.314
0.229
0.288



Appendix 1.6: Effect of temperature and nitrogen on herbivore

phenology (i.e. three-way interaction between temperature, nitrogen

and time)
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Figure S4: Multiple plots representing the larval abundance in control and nitrogen plots
through time. The sequence of plots shows the three-way interaction between temperature,
nitrogen and time, i.e. nitrogen and temperature show a time-dependent interactive effect on
larval abundance. It interesting to note that control plots behave similarly to the nitrogen, but
with a time delay: from Time 1 through to Time 5, the effect of temperature in nitrogen plots
transitions from positive to negative, returning to a strong positive effect at time 8. In control
plots, the temperature effect remains more constant from Time 1 to Time 4, and then equals the
negative effect as in nitrogen Time 5. From here, the effect of temperature becomes more
positive, but is slower and less steep than the effect of temperature in the nitrogen plots. Note
that Time 1 to Time 5 corresponds to October 2008 to February 2009 (Spring and Summer),
Time 6 and 7 correspond to April and May 2009 (Fall) and Time 8 corresponds to September
2009 (early Spring), therefore representing a full year cycle excluding the months of snow cover

in Winter.
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Appendix 1.7: Changes in abundance of the three most common
herbivore species through time and in response to temperature and

nitrogen addition

Table S9: Results of mixed effects models (with Poisson errors) testing how the abundance of
A) Persectania aversa, B) Orocrambus ramosellus and C) Orocrambus simplex changed through
time and in response to temperature and nitrogen. Models are minimum adequate models, after
removing non-significant parameters from the maximal model (see main text) to provide the
best fit (lowest Akaike Information Criterion, AIC score). Each fixed effect was tested by
removing it from the appropriate model for each specific term and testing for a change in
unexplained deviance using a likelihood ratio test.

All three species responded positively to both drivers in isolation, though with varying
magnitude. Similarly, all three species showed a positive interaction between temperature and
time, indicating that phenological changes in abundance depended on temperature. However,
these three species showed different coefficients for their temperature x nitrogen interactions,
which ranged from negative to positive. Additionally, they showed different responses to the
treatments in their change in abundance through time (i.e. phenology). While Persectania aversa
showed no response, the two crambid species each responded in contrasting ways: the
phenology of Orocrambus ramosellus showed a positive interaction coefficient between time and

the drivers, whereas Orocrambus simplex showed a negative 3-way interaction.

A) Df AlC AAIC Chisq P-value

Full model 10 963.35 11.31 0.334
Temperature x nitrogen 1 967.98 4.63 6.64 0.010 *
Nitrogen x time 10 978.00 14.65 34.65 0.0001  **=*
Temperature x time 10 1113.23 149.88 169.88 <0.0051
Nitrogen 1 995.89 32.54 18.39 0.0001 ***
Temperature 1 1124.2 160.85 11.41 0.003 **
Time 10 2189.8 1226.45 1087.11 <0.0001 ***
B) Df AIC AAIC Chisq P-value

Full model 10 799.78

3-way interaction 10 804.57 4.79 24.7 0.006 **
Temperature X nitrogen 1 803.07 3.29 0.506 0.477
Nitrogen x time 10 838.01 38.23 53.44 <0.0001 ***
Temperature x time 10 887.56 87.78 102.99 <0.000% *
Nitrogen 1 844.45 44.67 12.16 0.002 **
Temperature 1 889.81 90.03 7.97 0.019 *
Time 10  2405.57 1605.79 1512.10 <0.0001 ***
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C)
Full model
3-way interaction

Temperature x nitrogen

Nitrogen x time

Temperature x time

Nitrogen
Temperature
Time

Df AIC
10 468.54
10 474.67
1 474.78
10 490.92
10 551.76
1 504.58
1 556.61
10 1484.47
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AAIC

6.13
6.24
22.38
83.22
36.04
88.07
1015.93

Chisq

26.12
2.11
36.25
97.08
18.37
9.56
941.25

P

0.004 **
0.146
<0.0001 ***
<0.0001* **
0.0001 ***
0.008 **
<0.0001 ***



Appendix 1.8: Changes in herbivore individual body mass through time

in response to temperature and nitrogen addition

Table S10: Results of linear mixed effects model with Gaussian errors and body mass of
individual larvae in the whole assemblage as the response, with species identity included as a
random effect. We found effects of the drivers on larval phenology/development. Overall, mean
body mass of each larva across the whole assemblage (after removing between-species variance
by including species as a random effect), showed an interaction effect between each global
change driver and time: temperature was responsible for a higher and earlier biomass peak,
whereas the positive effect of nitrogen on biomass became stronger through the season.
However, the effect of both drivers in combination was sub-additive (3-way temperature x N x
time interaction was negative and only marginally significant)

Each fixed effect was tested by removing it from the best-fitting model, selected by minimizing

the Akaike Information Criterion (AIC), and testing for a change in unexplained deviance using a

likelihood ratio test. Individual coefficients and tests of their significance are shown below.

Asterisks indicate level of significance (.< 0.1, * < 0.05, ** < 0.01, *** < (0.001).
A)

Df AIC AAIC Chisq Chi P
Fullmodel 10 35666
3 way interaction 10 35668 2 7.57 0.056
Temperature x nitrogen 1 35666 0 0.38 0.538
Temperature x time 10 35675 9 13.49 0.004 **
Nitrogen x time 10 35678 10 16.45 0.0009 ***
Temperature 1 35674 8 15.46 0.0004  **=*
Nitrogen 1 35675 9 2.23 0.329
Time 10 36353 687 673.72 <0.0001 ***

B) Full coefficient table of model for changes in body mass of individual larvae in the whole assemblage

with Gaussian error distribution.

Estimate Std. Error tvalue pMCMC
(Intercept) 19.46 89.46 0.21 0.715
Temperature 31.26 10.94 2.86 0.004 **
Nitrogen -58.30 75.24 -0.78 0.450
time9 35.55 84.97 0.42 0.660
timel0 15.73 89.76 0.18 0.851
timell 163.95 114.86 1.43 0.050 *
temp:nitrogen 11.58 12.45 0.93 0.401
temp:time9 -1.88 14.25 -0.13 0.706
temp:timel0 24.77 15.08 1.64 0.261
temp:timell 11.84 19.89 0.60 0.976
nitrogenN:time9 35.72 103.57 0.35 0.968
nitrogenN:timel0 116.17 108.98 1.07 0.521
nitrogenN:timell 301.49 134.41 2.24 0.146
temp:nitrogenN:time9 -5.74 17.54 -0.33 0.946
temp:nitrogenN:time10 -27.19 18.42 -1.48 0.287
temp:nitrogenN:timel11 -58.30 23.25 -2.51 0.078
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Appendix 2

Appendix 2.1: Artificial warming experiment: study location and

experimental temperature control

¥ S B
o
F @ Altitudinal Gradient Experiment

¥ Cass Warming Experiment
" A Christchurch
a:l

o

Figure S5: Satellite imagery of the upper half of the South Island, New Zealand (Source: Google
Earth), showing the location of the artificial warming experiment at Cass, the altidtudinal

gradient experiment, near Lewis Pass, in relation to the city of Christchurch.
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Figure S6: Photo sequence of the establishment of the Cass warming experiment. A) We dug the
experimental area in October 2008, B) installed the heating cables in each plot with standardized
layout, buried them in the ground and C) planted 2880 tussocks, 144 per plot with replicated
composition. D) The experimental warming was first activated in April 2009 and the experiment was
left to run E) through winter and spring, before F) we began sampling Lepidoptera larvae in January

2010 (midsummer).
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Figure S7 Average monthly temperature (*SE) for Aug 2009-July 2010 in a heated plot against the
control plot and differential temperature between the treatments. Monthly averages are calculated
as the average daily temperature for that month. The experimental warming maintained the
temperature difference between heated and control plots very close to the three degree target

throughout the year.
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Figure S8: Average daily temperature for October 2010 (the month of overall peak larval
abundance) in a heated plot against the control plot and differential temperature between the
treatments. For the heating plot, an average (+SE) is calculated from the three thermocouples in the
plot. For the control plot, values are the daily average of the one thermocouple installed. The
experimental warming maintained the temperature difference between heated and control plots

very close to the three degree target, and accurately followed daily temperature fluctuations.
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Appendix 3

Appendix 3.1: List of all parasitoid and Lepidoptera species

Table S12: List of species. All herbivore species are known to be endemic to New Zealand, and
historically associated with alpine grasslands (J. Dugdale, personal communication). All tachinid fly
species (Diptera) are also endemic to New Zealand (J.Dudgale, personal communication). All
hymenoptera species are believed to be endemic but, due to the species-level resolution for some
taxa, we cannot exclude the presence of exotic species, although this seems unlikely (]J. Berry,

personal communication).

Code Order Family Species
aclbra Hymenoptera Ichneumonidae Aclosmatiorsp.l
alegre Hymenoptera Braconidae Aleoides gressitti
alesp3 Hymenoptera Braconidae Aleoidessp.3
aucspl  Hymenoptera Ichneumonidae Aucklandellasp.1
aucspp  Hymenoptera Ichneumonidae Aucklandellasp.2
brarog Hymenoptera Braconidae indet rogadine
calape Diptera Tachinidae Calcager apertunfHutton)
caltri Diptera Tachinidae Calotachina tricolor(Malloch)
camnud Diptera Tachinidae Campylia nudarunMalloch)
camspl Hymenoptera Ichneumonidae Campoletisp.1
camsp2 Hymenoptera Ichneumonidae Campoletisp.2
camspx Hymenoptera Ichneumonidae Campoplexsp.1
camter Diptera Tachinidae Campylia temerariunfHutton)
casina Hymenoptera Ichneumonidae Casinariasp.1
cotspl Hymenoptera Braconidae Cotesiasp.1
cotsp2 Hymenoptera Braconidae Cotesiasp.2
degspl Hymenoptera Ichneumonidae Degithinasp.1
- diasp2 Hymenoptera Ichneumonidae Diadegmasp.2
8 diaspx Hymenoptera Ichneumonidae Diadegmasp.1
g dolspl Hymenoptera Braconidae Dolichogenideap.1
5 eupspl  Hymenoptera Braconidae Euphorinesp.1
< eutlic Hymenoptera Ichneumonidae Eutanyacra licitatoria(Erichsor)
& glysp5 Hymenoptera Braconidae Glyptapanteles
gramon  Diptera Tachinidae Gracilicera monticola(Malloch)
grapol Diptera Tachinidae Gracilicera politiventris(Malloch)
hetext Diptera Tachinidae Heteria extenséMalloch)
hetple Diptera Tachinidae Heteria plebia(Malloch)
hetpun Diptera Tachinidae Heteria punctigergMalloch)
ichind Hymenoptera Ichneumonidae Indet
levans Hymenoptera Ichneumonidae Levansasp.l
macspl Hymenoptera Braconidae Macrocentrus sgp.1
metcin Hymenoptera Braconidae Meteorus cinctellus
metcob  Hymenoptera Braconidae Meteorus cobbus
metspx  Hymenoptera Braconidae Meteorussp.1
palatr Diptera Tachinidae Pales atroxHutton)
paleff Diptera Tachinidae Pales efferatgHutton)
palnyc Diptera Tachinidae Pales nyctemeriangHudson)
plalon Diptera Tachinidae Plagiomyia longicornigMalloch)
trispx Hymenoptera Pteromalidae  Trichomalopsisp.1
zelvar Diptera Tachinidae Zealandotachina varipgdalloch)
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LEPIDOPTERA

agradm
alecuc
alesis
argant
asaabr
asaaeg
asacla
daspar
epieri
episir
eudsab
eudsub
graago
gralig
gramut
granul
graphr
graseq
helcor
hyddel
ichmar
merleu
methut
metstra
noc
opoomo
oroaet
orofle
ororam
orosim
orotri
orospl
parbre
perave
procom
tme
tmeaco
tmearo
tmeatr
tmelis
tmepro
tmesem
tmespl
tmeste
tmetem
tmetor
tmeuna
tmeuni
tmewsd
Xanocc

Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera
Lepidoptera

Noctuidae
Noctuidae
Noctuidae
Nymphalidae
Geometridae
Geometridae
Geometridae
Geometridae
Tortrcidae
Tortrcidae
Pyralidae
Pyralidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Geometridae
Geometridae
Noctuidae
Tortrcidae
Arctiidae
Noctuidae
Noctuidae
Tineidae
Crambidae
Crambidae
Crambidae
Crambidae
Crambidae
Crambidae
Geometridae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Noctuidae
Geometridae
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Agrotis admirationigGuenee)
Aletia cucullina(Guenee)

Aletia sistengGuenee)
Argyrophenga antipoduigDoubleday)
Asaphodes abrogai@Valker)
Asaphodes aegro{@utler)
Asaphodes clarat@/NValker)
Dasyuris partheniat§Guenée)
Epichorista eribola(Meyrick)
Epichorista sirianaMeyrick)
Eudonia sabulosell@Valker)
Eudonia submarginaliéValker)
Graphania agorastigMeyrick)
Graphania lignangWalker)
Graphania mutangWalker)
Graphania nullifera(Walker)
Graphania phriciagMeyrick)
Graphania sequen@iowes)
Helastia corcularia(Guenee)
Hydriomena deltoidatéWalker)
Ichneutica marmorat@/Nalker)
Merophyas leucanian@/Nalker)
Metacrias hutton{Butler)
Meteranasp.1

Noctuidsp.1

Opogona omoscop@ieyrick)
Orocrambus aethonelly®eyrick)
Orocrambus flexuoselly®oubleday)
Orocrambus ramosellu®oubleday)
Orocrambus simpleButler)
Orocrambus tritonellugMeyrick)
Orocrambussp.1

Paranotorius brephosatéMeyrick)
Persectania aversgWalker)
Proteuxoa comm@~Nalker)
Tmetolophotasp.1

Tmetolophota acontisti®eyrick)
Tmetolophota arotigMeyrick)
Tmetolophota atristriggWalker)
Tmetolophota lissoxyl@Meyrick)
Tmetolophota proprigWalker)
Tmetolophota semivittai@Valker)
Tmetolophotap.1

Tmetolophota steropastiMeyrick)
Tmetolophota temenau({deyrick)
Tmetolophota toroneuréMeyrick)
Tmetolophota unicolofWalker)
Tmetolophota unicéMeyrick)
Tmetolophotasp.2

Xanthorrhoe occulté@Philpott)



Appendix 3.2: Basis set of independence claims for the Altitudinal Gradient Experiment path model.

Each independence claim (in brackets) expressemtigpendence between the two variables, afterrating for the effect of the
conditioning variable(s). When an indirect pathwaypresented in the path model (e.g. A->B->C), dsuames that A and C are
independent (independence claim), holding B (thedtmning variable) constant. All independencemkfor the entire model must be
tested, and their P-values are used to calcul@statistic = -X* i-; In(p;), which is then compared to a chi-squag® @listribution with

2k degrees of freedom to assess the overall fiteofiibdel (Shipley 2009).

# I ndependence claim (variable 1, variable 2) {conditioning variables}, P-value for the independence claim

#1 (tenperature, Plant quality) {nitrogen}, P = 0.656

#2 (herbi vore abundance, nitrogen) {resource availability, plant quality, tenperature}, P = 0.887

#3 (herbivore richness, resource availability) {her bi vore abundance, tenperature, nitrogen}, P = 0.553

#4 (herbivore richness, Plant quality) {her bi vore abundance, nitrogen}, P = 0.725

#5 (herbivore richness, tenperature) {her bi vore abundance}, P = 0.624

#6 (herbivore richness, nitrogen) {her bi vore abundance}, P = 0.114

#7 (herbi vore conposition, herbivore abundance) {tenp., plant quality, resource avail., herbivore rich.}, P = 0.27
#8 (herbivore conposition, resource availability) {tenperature, herbivore richness, nitrogen}, P = 0.085

#9 (herbi vore conposition, Plant quality) {tenperature, herbivore richness, nitrogen}, P = 0.708

#10 (herbi vore comnposition, nitrogen) {tenperature, herbivore richness}, P = 0.877

#11 (parasitoid abundance, Plant quality) {herbivore richness, herbivore abundance, nitrogen}, P = 0.025

#12 (parasitoid abundance, nitrogen) {herbivore richness, herbivore abund,, resource avail.}, P = 0.330
#13 (parasitoid abundance, resource availability) {herbivore richness, herbivore abund., resource avail.}, P = 0.044
#14 (parasitoid abundance, herbivore conposition) {herbi vore richness, herbi vore abundance, tenperature}, P = 0.379
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#15 (parasitoid richness, herbivore abundance) {parasitoid abund., herb. rich., resource avail.,tenp.}, P = 0.111
#16 (parasitoid richness, nitrogen) {parasitoid abundance, herbivore richness, nitrogen}, P = 0.714
#17 (parasitoid richness, Plant quality) {parasi toid abundance, herbivore richness, nitrogen}, P = 0.746
#18 (parasitoid richness, tenperature) {parasi toi d abundance, herbivore richness}, P = 0.266

#19 (parasitoid richness, resource availability) {parasitoid abundance, herbivore richness}, P = 0.859

# 20 (parasitoid conposition, parasitoid richness) {para. abund., herb. rich., herb. abund., herb. conmp.}, P = 0.294
# 21 (parasitoid conposition, herbivore richness) {parasitoid abund, herbivore abund, herbivore conp}, P = 0.055

# 22 (parasitoid conmposition, Plant quality) {herb conp, herb abund, parasitoid abunde, nitrogen}, P = 0.483

# 23 (parasitoid conposition, resource availability) {herb conp, herb abund, para abund, nitrogen, tenp}, P = 0.450

# 24 (parasitoid conmposition, nitrogen) {herb conp, herbivore abundance, parasitoid abundance}, P = 0.483
# 25 (parasitoid conposition, tenperature) {herbi vore conposition, herbivore abundance, para abund) P = 0.623
# 26 (Mulnerability, Generality) {parasitoid conposition, tenperature}, P = 0.252

# 27 (VMulnerability, herbivore conposition) {parasitoid conposition, tenp, herbivore richness}, P = 0.076

# 28 (Vulnerability, parasitoid richness) {parasitoid conp, parasitoid rich, herbivore richness}, P = 0.079
# 29 (Wul nerability, parasitoid abundance) {parasitoid conp, tenp, herb abund, herbi richness}, P = 259

# 30 (Vul nerability, herbivore richness) {parasitoid conposition, herbivore abundance}, P = 0.476

# 31 (VWul nerability, herbivore abundance) {parasitoid conmp=, tenp, plant qual, resource avail}, P = 0.323

# 32 (Mulnerability, resource availability) {parasitoid conposition, tenperature, nitrogen}, P = 0.035

# 33 (Mulnerability, nitrogen) {parasitoid conposition}, P = 0.735

# 34 (Vulnerability, tenperature) {parasitoid conposition}, P = 0.361

# 35 (CGenerality, Connectance) {tenperature, herbivore conposition}, P = 0.661

# 36 (Cenerality, parasitoid composition) {tenp, herb abund, parasitoid abund, herbivore comp}, P = 0.739

# 37 (CGenerality, parasitoid abundance) {tenp, herb richs, herb abund, parasitoid abundance}, P = 0.505

# 38 (Cenerality, parasitoid richness) {tenp, herb rich, para abund, herbivore conposition}, P = 0.526

# 39 (Cenerality, herbivore richness) {tenperature, herbivore abundance}, P = 0.573

# 40 (Cenerality, herbivore abundance) {tenperature, resource availability, Plant quality}, P = 0.987

# 41 (CGenerality, Plant quality) {tenperature, nitrogen}, P = 0.546

# 42 (Generality, nitrogen) {tenperature}, P = 0.612
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herb conp, para abund, herb abundance}, P = 0.276
herbe conp, tenp, herb abund, herb rich}, P = 0.195
herb conp, herbivore abundance}, P = 0.465

herb conp, res avail, plant qual, tenp}, P = 0.904

ri chness, herbivore conposition, nitrogen}, P = 0.090
ri chness, herbivore conposition, nitrogen}, P = 0.144

ri chness, herbivore conposition}, P = 0.758
ri chness, herbivore conposition}, P = 0.528
ri chness, herbivore conposition}, P = 0.017



Appendix 3.3: Path analysis diagrams
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Figure S9: Multilevel path analysis (Shipley 2009) diagram for the A) altitudinal gradient experiment
and b) artificial warming experiment. Arrows indicate significant causal effect, blue indicates a
positive effect, red a negative effect and black a multivariate effect. Numbers represent
unstandardised path coefficients, whilst arrow width is scaled to the standardized path coefficient.

Asterisks indicate levels of significance: P. < 0.1, *P < 0.05, **P < 0.001, ***P < 0.0001

Literature cited in Appendix 3

Shipley, B. 2009. Confirmatory path analysis ineaeralized multilevel context. Ecology
90:363—-368.

168



