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Abstract 

Organic redox flow batteries are currently the focus of intense scientific interest, because they have 

the potential to be developed into low cost, environmentally sustainable solutions to the energy 

storage problem that stands in the way of widespread uptake of renewable power generation 

technologies. Because the search space of suitable redox-active electrolytes is large, computational 

screening is increasingly being employed as a tool to identify promising candidates. It is well known in 

the computational chemistry literature that redox potentials for organic molecules can be accurately 

calculated on a class-by-class basis, but the general utility and accuracy of the relatively low-cost 

quantum chemical methods used in high-throughput screening is currently unclear. In this work, we 

measure the redox potentials of 24 commonly available but chemically diverse redox-active organic 

molecules in acetonitrile, carefully controlling experimental errors by using an internal reference (the 

ferrocene/ferrocenium redox couple), and compare these with redox potentials computed at 

B3LYP/6-31+G(d,p) using a polarizable continuum model to account for solvation. Unlike previous 

large-scale computational screening studies, this work carefully establishes the accuracy of the 

computational procedure by benchmarking against experimental results. While previous small-scale 

computational studies have been carried out on structurally homologous compounds, this work 

assesses the accuracy of the computational model across a variety of compound classes, without 

applying class-dependent empirical corrections. We find that redox potential differences for coupled 

one-electron transfer processes can be computed to within 0.4 V and two-electron redox potential 

differences can usually be computed to within 0.15 V. 
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Introduction 

In the quest to reduce the amount of atmospheric carbon dioxide and other greenhouse gases 

exacerbating climate change, the world is experiencing an increase in power generation from low-

carbon, renewable sources such as solar and wind. While these methods of electricity generation do 

not involve the burning of fossil fuels, their fluctuating electrical output, affected by time of day and 

weather conditions, does not match up with the demand from consumers. As such, methods of storing 

the generated electricity are required to be able to feed the power into the grid when needed. One 

type of large-scale secondary battery that could be capable of doing this is the redox flow battery 

(RFB). RFBs consist of a redox-active pair contained in separate external tanks and flowed past each 

other in a central electrochemical cell, separated by an ion-exchange membrane.  Although they have 

lower energy densities than other batteries such as Li-ion,1 they are desirable due to their safety, 

longevity, and flexibility of design. It is this latter parameter which many research groups have been 

studying; chemical components such as solvent,2,3 redox-active species,4 and supporting electrolyte5 

are of importance, as are the engineering aspects including membrane,6–8 cell design,9 and electrodes.  

The first RFBs were based on vanadium redox pairs in aqueous solution.10 While water is a safe, cheap 

and non-flammable solvent choice for RFBs, the conditions required for good performance are often 

either extremely acidic or basic.1 Furthermore, the relatively narrow electrochemical stability window 

of water limits the available voltage of the battery as the redox pair must be active within this window. 

A solvent with a larger electrochemical stability window would allow a broader range of electroactive 

species to be considered and, depending on the separation of their reduction/oxidation potentials, 

may result in an RFB with a larger voltage than possible with an aqueous RFB. However, the solubility 

of salts in non-aqueous solvents is often poor,2 resulting in lower Coulombic capacity. To ensure that 

non-aqueous RFBs can achieve useful power capacities, it is important to optimize voltage using the 

full electrochemical stability window of the solvent. This means choosing redox-active pairs that have 

the largest possible redox potential difference. There are already many redox-active organic 

compounds available cheaply on an industrial scale; they are commonly used in applications such as 

pH indicators,11 pharmaceuticals,12 herbicides,13 and dyes.14 It is worthwhile to examine species in 

these areas and extend the search for organic RFB active species beyond those which have already 

been well-studied and derivatised, like viologens and anthraquinones.15–21 As RFB research in the area 

of organic redox-active species progresses, one of the tools that can streamline this process is 

computational chemistry. 

Using computational methods to predict the reduction and/or oxidation potentials of redox-active 

molecules is not a new approach. Early models correlated observed redox potentials against Hammett 

parameters.22,23 More recently, empirical relationships between experimental redox potentials and 
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HOMO-LUMO gap energies have been established.24,25 However, for fully ab initio predictions of redox 

potentials, it is necessary to compute the free energy difference between the oxidised and reduced 

forms of the molecule, as well as the corresponding quantities for a specified reference system - 

typically the standard hydrogen electrode.26–29  

Using this approach, large-scale computational screening studies have been carried out to identify 

promising RFB species, 27–29 but these lack experimental validation. Joint computational and theoretical 

studies, on the other hand, typically only focus on a single class of molecules.30–36 By way of example, 

correlations between predicted and measured redox potentials from the literature are illustrated in 

Figure 1. Although each individual study shows good agreement between theory and experiment, 

these studies use quite different computational and experimental approaches (Table 1), which makes 

it hard to draw generalised conclusions about the ability of any given computational method to predict 

experimental redox potentials for a wide range of compounds. 

 

Figure 1. Computed vs experimental oxidation and reduction potentials for 136 redox-active organic 

molecules, compiled from the literature.30–36 

Experimentally, results can vary according to choice of reference electrode, supporting salt, 

concentrations of electrolytes, solvent, and voltammetric technique. Further, corrections are required 

to express both computed and measured redox potentials relative to the standard hydrogen 

electrode, and there is some uncertainty associated with how these values are derived or measured.  
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Uncertainties in measured redox potentials can be as large as 1 V,35 but for carefully controlled 

experimental studies, uncertainties of < 0.1 V are more common.26,33–35 

Table 1. Key parameters and correction factors that influence the accuracy of reported experimental and 
computational redox potentials. Comments in italics refer to post-hoc corrections applied to the published 
literature values of both computational and experimental redox potentials to ensure consistent referencing 
against the standard hydrogen electrode.  

Species & Experimental Computational  

Process     Electrode Solvent Method (gas//solv) Solvent Notes 

C-centred 
radical 

oxidation30 

SCE 
(+0.24 to SHE) 

MeCN B3LYP/ 
6-311++G(2df,2pd) 

(4.44 to SHE) 

PCM 
(ε = 37.5) 

Empirical offset of 
+0.28 V applied to 
computational Eo 

      

O/S-centred 
radical 

reduction31 

SCE 
(+0.241 to SHE) 

MeCN G3MP2// 
B3LYP/6-31+G(d,p) 

(-4.43 to SHE) 

PCM 
(ε = 37.5) 

Solvation model uses 
modified atomic radii  

      

Nitroxide 
radical 

oxidation32 

Ag/Ag+ 
(+0.271 to SCE) 

MeCN G3MP2-RAD// 
B3LYP/6-31+G(d) 

(4.52 to SHE) 

PCM 
(ε = 37.5) 

 

      

Quinone (1) 
reduction33 

SCE MeCN G3MP2-RAD// 
B3LYP/6-31+G(d) 

(-4.67 to SCE) 

CPCM 
(ε = 37.5) 

+0.24 V added to all 
literature values to 
reference to SHE 

      

Quinone (2) 
reduction34 

Fc/Fc+ MeCN B3LYP/6-31++G(d,p) 
(reference reaction 

potential set to 
experimental value) 

CPCM 
(ε = 37.5) 

+0.64 V added to all 
literature values to 
reference to SHE 

      

Aniline and 
phenol 

oxidation35 

SHE H2O DLPNO-CCSD(T)/def2-
SVP/TZVP(extrap) 

(4.28 to SHE) 

Explicit Experimental redox 
potentials carefully 
curated from literature  

      

Viologen 
reduction36 

Ag/AgCl 
(-0.23 to SHE) 

H2O B3LYP/6-31+G(d,p) 
(-4.42 to SHE) 

CPCM 
(ε = 78.2) 

 

 

Of the computational studies included amongst these examples, only the Sterling and Bjornsson 

predictions of aniline and phenol oxidation potentials35 are truly ab initio, i.e. aim to recover 

experimental redox potentials directly, without relying on parameters built in to implicit solvation 

models and/or using electrode potential referencing schemes that cannot be fully justified ab initio 

and/or applying empirical corrections to improve agreement between computed and observed redox 

potentials. Yet despite its high computational cost, this approach yields a relatively poor correlation 

between computed and observed redox potentials; in Figure 1, the “anilines and phenols” data shows 

substantial deviation from and scatter about the diagonal equivalence line. 

In contrast, redox potentials predicted using DFT and/or composite ab initio methods with implicit 

solvation corrections appear to be at least as accurate, but can be obtained at much lower 

computational cost. However, it is hard to establish their true accuracy, because offsets have been 



 5 

applied that simultaneously account for electrode referencing and compensate for semi-systematic 

electronic structure and/or solvation model errors that cancel within an homologous series but not 

across a wider range of compounds.26,37 The semi-empirical nature of density functionals and implicit 

solvation models means that their accuracy depend on the charge state/s of the redox species of 

interest, whether the redox species of interest is open- or closed-shell,31 whether the charge of an ion 

is localised or delocalised, or in general where the computational model at hand does not describe a 

particular type of species as well as it does another, e.g. where implicit solvation model parameters 

are better suited to one class of compounds than another.26 

 

Figure 2. Chemical species investigated in this work, separated into categories. 1. Viologens and similar; 2. 
Triarylmethanes; 3. Quinones and ketones; 4. Nitroaromatics; 5. Phenothiazines; 6. Chalcogens; 7. TEMPO 
analogues. Their titles as referred to in this work are listed below the structures.  

In this work, we aim to resolve these questions of accuracy, reliability and generalisability through a 

joint experimental and computational investigation into the redox activity of a diverse set of organic 

molecules with potential applications in redox flow batteries. Our data set comprises 24 active species 

across 7 different compound classes, as illustrated in Figure 2. A primary focus of this work is to 

establish and validate computationally efficient procedures for predicting relative redox potentials 
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that can be used by chemists without extensive computational chemistry experience using only 

modest computational resources, i.e. a standard desktop PC, employing commonly available and 

widely used electronic structure and continuum solvation models. We will carefully control 

experimental and computational referencing in order to quantify and explain residual systematic and 

random errors in predicted redox potentials, and assess the overall applicability and accuracy of the 

proposed computational model. 

Methods 

Computational prediction of redox potentials vs Fc/Fc+ 

The geometry of each molecule illustrated in Figure 2, and its oxidised and reduced counterparts, were 

optimised using the B3LYP method with a 6-31+G(d,p) basis set (QChem 4).38 Single point solvation 

stabilization corrections were computed using a conductor-like polarisable continuum model (C-PCM) 

with a dielectric constant of 37.5 (acetonitrile, MeCN), employing the default atomic radii 

implemented within QChem. Analogous calculations were performed for ferrocene and ferrocenium, 

using a radius of 2.928 for Fe within the CPCM model. 

Absolute redox potentials were computed as the difference in absolute energies between oxidized 

reduced forms (in eV), and referenced to the standard hydrogen electrode (SHE) by summing the half-

reaction potentials: 

Active species reduced, SHE oxidised Active species oxidised, SHE reduced 

A(ox) + e¯ ➝ A(red) A(red) ➝ A(ox) + e¯ 

½ H2(g) ➝ H+(solv) + e¯ H+(solv) + e¯ ➝ ½ H2(g) 
 

Determining the SHE reference potential requires benchmark values for the free energy of formation 

of atomisation and ionisation of H2 to form gas phase protons, plus the free energy of solvation of a 

proton and, optionally, the free energy of reorganisation of solvent upon insertion of charged particles 

into the solvent medium relative to solvent structuring at the surface (surface potential).26 This last 

term is not required if these effects cancel between half-reactions, and we choose to omit it for 

simplicity and clarity. However, we note that ignoring this term may introduce quasi-systematic errors 

into the computed redox potentials – dependent on the charge states of the species involved. 

Although these quantities are not trivial to compute or measure, substantial research efforts have 

gone into determining the absolute free energy of reduction of the standard hydrogen electrode in 

aqueous solution as 4.28 eV (without surface potential correction) or 4.44 eV (with surface potential 

correction).26 However, benchmark free energy values are only available for solvation of protons in 

water. Various estimates for the solvation free energy difference between a proton in water and a 
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proton in acetonitrile (DDGsolv) are available,39 and these lie in the range 0.1 – 0.35 eV for the reaction 

below as written: 

H+(aq) ➝ H+(MeCN) 

However, given the substantial uncertainty in these estimates, we choose not to apply this correction 

but instead consider it a source of systematic error when comparing computational predictions and 

experimental observations of oxidation and reduction potentials.  

It remains to align the predicted redox potentials referenced against the standard hydrogen electrode 

to the measured potentials referenced against the ferrocene/ferrocenium (Fc/Fc+) redox couple as an 

internal standard. Once again, estimates of the Fc/Fc+ redox potential relative to the SHE vary, and 

can depend on experimental conditions, ranging from -0.624 V to -0.64 V.40,41 However, because all of 

our measurements are made under the same experimental conditions, this too will be a potential 

source of systematic error between theory and experiment, and we simply use the most recent value 

of -0.64 eV. 

We therefore compute redox potentials for active species of interest referenced to Fc/Fc+ as: 

E½ = |E(ox) – E(red)| – 4.28 – 0.64 (1) 

Where E(ox) and E(red) are the electronic energies of the oxidised and reduced forms, respectively, in 

units of electron-Volts (1 Eh = 27.2114 eV). 

Alternatively, the absolute redox potential of Fc/Fc+ may be estimated computationally as: 

DEFc  = |E(Fc+) – E(Fc)| (2) 

This gives a purely computational estimate for the redox potential for the active species of interest 

referenced to the ferrocene redox couple: 

E½ = |E(ox) – E(red)| – DEFc  (3) 

At B3LYP/6-31+G(d,p), we find DEFc  = 5.13 V, in reasonably close agreement with the value of 4.92 V 

estimated using the two-step approach above. For consistency with the majority of the existing 

literature, we will use equation (1) for the remainder of this work. Differences in referencing schemes 

appear as systematic offsets between computed and experimental redox potentials, so can be easily 

accounted for. 

We note that the energies we obtain computationally do not account for changes in zero point 

vibrational energy, thermal energy or entropy upon oxidation or reduction, but it has been shown that 

these effects are very small (< 0.1 eV in aggregate).37 These are much smaller than the non-systematic 

errors associated with choice of electronic structure model.37 
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Experimental 

Tetrabutylammonium tetrafluoroborate (TBABF4, Alfar Aesar), acetonitrile (MeCN, HPLC grade, 

Merck), and 4-nitroaniline (Riedel-de Haën) were used as received. Tris(4-(dimethylamino)phenyl) 

methylium chloride (Crystal Violet), thionine, methylthioninium chloride (Methylene Blue), 4-((4-

(dimethylamino)phenyl)(4-(dimethyliminio)cyclohexa-2,5-dien-1-ylidene)methyl)-N,N,N-trimethyl 

anilinium dichloride (Methyl Green), 4-nitrophenol, and 4-nitrobenzoic acid were sourced from British 

Drug Houses and used as received. Ferrocene, phenazine, phenazine methosulfate 

(methylphenazine), methyl viologen, 1,4-naphthoquinone, camphorquinone, 1,4-benzoquinone, 4,4’-

bis(dimethylamino)benzophenone (Michler’s Ketone), 4-(4-nitrophenylazo)aniline (Disperse Orange 

3), tetrathiafulvalene (TTF), dibenzotetrathiafulvalene (dibenzoTTF), thianthrene, 2,2,6,6-tetramethyl-

1-piperidinyloxy (TEMPO),  4-oxo-2,2,6,6-tetramethyl-1-piperidinyloxy (oxoTEMPO), and 4-hydroxy-

2,2,6,6-tetramethylpiperidin-1-oxyl (hydroxyTEMPO) were sourced from Merck/Sigma Aldrich and 

used as received.  Butyl viologen dibromide and bis(methoxyphenyl)-(dimethylamino)phenyl) 

methylium chloride (bismethoxy Crystal Violet) were synthesised and characterised by mass 

spectrometry. Mass spectra were recorded on either a DIONEX ultimate 3000 or Bruker MaXis 4G 

spectrometer. Characterisation details are reported in the Supporting Information. 

Butyl viologen dibromide 

To a solution of 4,4’-bipyridine (0.50 g, 3.20 mmol) and acetonitrile (80 mL) was added 1-bromobutane 

(3.7 mL, 32.00 mmol) and the reaction mixture was heated to reflux overnight. Upon cooling the 

reaction mixture to room temperature, the yellow solid formed was filtered to give butyl viologen 

dibromide (46%).  

Bis(methoxyphenyl)-(dimethylamino)phenyl)methylium chloride (bismethoxy Crystal Violet) 

To a solution of 4-bromo-N,N-dimethylaniline (0.48 g, 2.40 mmol) in anhydrous tetrahydrofuran (20 

mL) cooled to -78°C, n-butyl lithium (1.68 mL, 3.36 mmol, 1.6 M in hexanes) was added dropwise under 

a nitrogen atmosphere. The mixture was stirred at -78°C for 1 hour, then a solution of 4,4'-

dimethoxybenzophenone (0.68 g, 2.80 mmol) dissolved in anhydrous tetrahydrofuran (10 mL) was 

added. The reaction was allowed to warm to room temperature. The reaction was quenched with 

water (20 mL), extracted with dichloromethane (3 x 80 mL), and the combined organic fractions were 

dried (Na2SO4,) and concentrated under reduced pressure. The resulting yellow residue was dissolved 

in methanol (40 mL), acidified with conc. hydrochloric acid (0.5 mL) to give a dark red solution which 

was concentrated under reduced pressure to give the product (57%).  
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Cyclic voltammetry 

Cyclic voltammetry was performed in a 2 mL glass cell containing 0.1 M tetrabutylammonium 

tetrafluoroborate in MeCN and ~5 mM of species of interest. The working electrode was a glassy 

carbon rod with sides encased in Teflon, polished on a suede cloth with a silica slurry. The quasi-

reference electrode was a silver wire, and the counter electrode was a Pt coupon. Samples were 

purged with N2 for 15 minutes prior to measurement. All cyclic voltammetry was performed at 100 

mV/s, using an Autolab potentiostat controlled by Nova 11.1 (Metrohm Autolab). The half-wave 

potential, E1/2, was recorded as the average of the peak potentials of the peak currents of the cathodic 

and anodic processes. This can be used as an approximation of the formal reduction (or oxidation) 

potential of that species, which can be compared to the computational prediction. The exception to 

this was 2,2’-bipyridine, for which the reduction was not reversible; in this case the reduction potential 

was recorded as the potential of the peak reduction current. 

Results and Discussion 

The species which were investigated in this study are shown in Figure 2. There are 5 families of species 

that undergo electrochemical reduction: viologens and other nitrogen-containing systems (1), 

triarylmethanes (2), quinones and ketones (3), nitro-containing species (4), and phenothiazines (5). 

The remaining two families are known to undergo reversible electrochemical oxidation: chalcogens 

(6) and TEMPO derivatives (7). Table 2 outlines the redox reactions characterised in this work. 

Table 2. Summary of chemical families which undergo different electrochemical events. 

One electron 
reduction 

Two electron 
reduction 

One electron 
oxidation 

Two electron 
oxidation 

Viologens Viologens Chalcogens Chalcogens 

Triarylmethanes Quinones TEMPOs  

Quinones    

Nitroaromatics    

Phenothiazines    

 

1-Electron Processes 

Computational and experimental E1/2 values for all one-electron reduction and oxidation processes 

are reported in Table 3. The cyclic voltammograms from which the experimental values were derived 

are provided as Supporting Information. By using an internal reference Fc/Fc+, some of the difficulties 

associated with using a standard reference electrode are minimised – such as changes in electrode 

surface chemistry leading to poor reproducibility, or the formation of liquid junction potentials shifting 
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the reduction potential of the active species.42 However, some small shifts in experimental potential 

may be unavoidable. 

Table 3. One- and two-electron E1/2 values (V vs Fc/Fc+) obtained computationally and experimentally, using 5 
mM concentration of active species in 0.1 M TBABF4/MeCN. Values in brackets are those calculated accounting 
for self-protonation. To reference against the standard hydrogen electrode, add 0.64 V to all one-electron redox 

potentials and 1.28 V to all two-electron redox potentials. 

Species 1-electron E1/2 (V vs Fc/Fc+) 2-electron E1/2 (V vs Fc/Fc+) 
Experimental Computational Experimental Computational 

2,2'-Bipyridine -2.55 -2.75 - - 

Phenazine -1.58 -1.77 -2.08 -2.78 
Methylphenazine -0.49 -0.69 -1.34 -1.81 
Methyl viologen -0.84 -0.89 -1.24 -1.76 
Butyl viologen -0.90 -1.25 -1.25 -1.46      

Crystal Violet -1.25 -1.61 - - 

Bismethoxy CV -0.90 -1.28 - - 

Methyl Green -0.90 -1.22 - - 
     

Michler’s Ketone -2.51 -2.87 - - 

Camphorquinone -1.80 -1.72 - - 

Naphthoquinone -1.00 -1.01 - - 

Benzoquinone -0.84 -0.74 -1.37 -2.03 
     

Nitrophenol -2.04 -1.61 (-1.99) - - 

Nitroaniline -1.72 -1.76 - - 

Nitrobenzoic acid -1.54 -1.17 (-1.48) - - 

Disperse Orange 3 -1.30 -1.28 -1.60 -2.18      

Thionine -0.63 -1.02 - - 

Methylene Blue -0.70 -1.08 -1.40 -1.95      

Tetrathiafulvalene 0.00 -0.37 0.73 0.59 
DibenzoTTF 0.19 -0.18 1.27 0.68 
Thianthrene 0.86 0.52 - -      

TEMPO 0.25 0.18 - - 

HydroxyTEMPO 0.31 0.23 - - 

OxoTEMPO 0.45 0.45 - - 

 

Similarly, the supporting electrolyte can influence the reduction or oxidation potential of a species, 

depending on the ions’ ability to stabilise the reduction or oxidised form.43 Here, the same supporting 

electrolyte has been used for all experimental studies but will have had slightly different stabilising 

effects for each species. This should be considered an unavoidable source of semi-random error, 

although the magnitude of this effect is relatively small (< 0.1 V) in the concentration range used 



 11 

here.44 Although the ionic active species have counterions which could also participate in this 

stabilisation, the low concentration (~5 mM) is unlikely to have a significant effect compared to the 

0.1 M concentration of TBABF4.  

The correlation between computational and experimental E1/2 values is illustrated in Figure 3. There 

is generally good agreement between computational predictions and experimental measurements 

(slope = 0.9985 ± 0.0885 [95%CI], R2 = 0.9613) but closer inspection reveals that the data tend to 

cluster into two separate categories. For quinones, nitroaromatics and nitroxides there is very close 

agreement between theory and experiment, with most data points falling on or near the equivalence 

line. For triarylmethanes, phenothiazines and chalcogens, computational redox potentials are more 

negative than their experimental counterparts. Only molecules from the viologen/phenazine/pyridine 

family tend to scatter about the line of best fit. This is perhaps due to the structural and chemical 

diversity of molecules within this class. 

Differences between predicted and observed E1/2 values are more clearly illustrated in Figure 4. This 

analysis reveals two different types of outliers; nitrophenol and nitrobenzoic acid, whose predicted 

reduction potentials are too positive relative to those of other species in this class, and Michler’s 

ketone and butyl viologen whose predicted reduction potentials are more negative than would 

otherwise be expected based on their electronic and structural similarity to other species in their 

respective classes. 

 

Figure 3. Linear regression analysis of computed and experimental 1-electron E1/2 values for a selected group of 
molecules and ions. Experimental data was obtained using cyclic voltammetry at 100 mV/s in 0.1 M TBABF4, 
MeCN. Computational values were calculated at B3LYP/6-31+G(d,p) using a continuum solvation model with 

y = 0.999x + 0.171
R² = 0.9613
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dielectric constant of 37.5 (MeCN). For nitrophenol and nitrobenzoic acid, reduction potentials were computed 
both with (dark yellow, included in regression analysis) and without (light yellow, omitted from regression 
analysis) accounting for intramolecular proton transfer. The solid black line represents the line of best fit, while 
the line of equivalence is dashed grey. 

   

Figure 4. Direct comparison of computational and experimental E1/2 values as referenced to the Fc/Fc+ couple. 
Experimental data was obtained using cyclic voltammetry at 100 mV/s in 0.1 M TBABF4, MeCN. Blue shaded 
points represent predicted redox potentials for 4-nitrophenol and 4-nitrobenzoic acid prior to intermolecular 
proton transfer. Lines are to guide the eye.  

It is known that nitrophenol and nitrobenzoic acid can undergo self-protonation, in which the proton 

migrates from the acidic functional group (hydroxyl or carboxylic acid) to protonate the nitro 

substituent.45 Without considering self-protonation, the computed reduction potential of nitrophenol 

in MeCN is -1.61 V vs Fc/Fc+, more positive than the -2.04 V observed experimentally. This result is 

particularly incongruent, because our computational model tends to predict redox potentials more 

negative than those obtained experimentally. However, once self-protonation is accounted for in the 

computational model, the predicted value of -1.99 V agrees almost exactly with experiment. Similarly, 

the predicted redox potential for nitrobenzoic acid is only consistent with experiment once self-

protonation is accounted for.  

Michler’s ketone and butyl viologen are among the largest molecules investigated here, and by far the 

most flexible. Therefore, the chances of non-systematic methodological errors being introduced 

during the geometry optimization process are greatest for these species. In particular, linear 

dependence in the atomic orbital basis set is often a problem for large molecules when the basis set 

is augmented with diffuse functions, and this extent of linear dependence can vary substantially with 

molecular geometry. This is not a problem if the geometries of the oxidised and reduced forms are 
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very similar but can be a problem if the molecules undergo substantial conformational change upon 

oxidation/reduction.  

Two solutions are possible: 1. Using truncated model systems (e.g. the computed redox potentials for 

methyl viologen are a better predictor of the experimental butyl viologen values than those computed 

for butyl viologen itself), and 2. Only using diffuse functions when absolutely required, i.e. when 

modelling anionic species. However, in the interests of ensuring our computational model is easy to 

define and apply, we instead choose to simply note that these errors may occur and thus introduce 

uncertainties of around 0.4 V in computed redox potentials. 

For the other quinones, predicted redox potentials agree very closely with experimental values. The 

same is true for other compounds with relatively localised radical states – nitroxides, nitroaromatics 

and – to a lesser extent – viologens. However, this close agreement is almost certainly due to 

fortuitous error cancellation. We have not attempted to correct for the differential solvation free 

energy of a proton in water and acetonitrile in computing the absolute reduction potential of the 

standard hydrogen electrode, nor systematic errors associated with our choice of electronic structure 

model and basis set, nor experimental uncertainties associated with referencing to the Fc/Fc+ redox 

couple. 

For redox species with delocalised radical states – triarylmethanes, phenothiazines and chalcogens – 

these errors no longer cancel and predicted redox potentials are uniformly ~ 0.4 V more negative than 

corresponding experimental values. This relationship appears to be independent of the charge state 

of the parent molecule, whether it is a radical or closed-shell species and/or whether it undergoes 

oxidation or reduction.  

This clear distinction and consistent behaviour makes it tempting to apply separate correction factors 

for each super-set of molecules. However, there are two problems with this. Firstly, it is not necessarily 

always clear a priori which class a given compound would fall into, and indeed it seems that the 

viologens fall between them. Secondly, and more importantly, we are interested in establishing a 

general computational procedure that can be applied without any system-specific knowledge. Overall, 

we consider it more useful to be able to quantify prediction uncertainties than remove them. 

The simplest approach is to simply accept that any given computational prediction may be in error by 

up to 0.4 V, and relative redox potentials for inter-species redox reactions may also incur errors of up 

to 0.4 V. It may be possible to reduce errors in computed E1/2 values by adding a systematic offset 

derived from linear regression analysis, but it’s important to ensure that this is physically justified and 

truly accounts for systematic model deficiencies, e.g. neglecting the differential solvation energy of 
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the proton in acetonitrile vs water. Fortunately, we have an additional source of data to analyse the 

error profile; computed and observed redox potentials for two-electron processes. 

2-Electron Processes 

Some redox-active species can undergo multiple reversible redox processes. In some cases, where the 

second (or third) electron transfer being more thermodynamically favourable than the first, the 

difference in potential of these steps is so small that they appear as one redox couple on the resulting 

cyclic voltammogram.46 In cases where the second electron transfer is less favourable than the first, 

the peak separation between the two steps increases, allowing two (or more) peaks to appear in the 

cyclic voltammogram. 

In this work, reversible two-electron reductions were seen for the phenazines, viologens, 

naphthoquinone, benzoquinone, Methylene Blue, and Disperse Orange 3, and two-electron 

oxidations were  seen for TTF and dibenzoTTF. Thianthrene can, under very dry conditions, undergo a 

second reversible oxidation, but this was not observed here.47 

Measured potentials for the second redox processes are compared to computational predictions in 

Figures 5 and 6.  Although the correlation between computed and observed redox potentials is slightly 

stronger than in the one-electron case (R2 = 0.9788 vs 0.9613), the line of best fit is no longer parallel 

to the line of equivalence (slope = 0.916 vs 0.999).  

  

Figure 5. Linear regression analysis of computed and experimental 1-electron E1/2 values for a selected group of 
molecules and ions. Experimental data was obtained using cyclic voltammetry at 100 mV/s in 0.1 M TBABF4, 
MeCN. Computational values were calculated at B3LYP/6-31+G(d,p) using a continuum solvation model with 
dielectric constant of 37.5 (MeCN). The solid black line represents the line of best fit to the whole data set, while 

y = 0.916x + 0.373
R² = 0.9788
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the dotted line is fitted to all data points except the outliers butyl viologen (green) and tetrathiafulvalene (red). 
The line of equivalence is dashed grey. 

 

However, due to the smaller size of the data set, uncertainties in the slope and intercept are also 

larger. Linear regression parameters for one- and two-electron processes are summarised in Table 4. 

Table 4. Linear regression parameters describing correlations between computed and experimental redox 
potentials for one- and two-electron transfer processes. Reported uncertainties represent 95% confidence 

intervals. 
 

1-electron 2-electron 2e, no outliers 
slope 0.999 ± 0.089  0.916 ± 0.121 0.984 ± 0.080 
intercept 0.17 ± 0.12  0.37 ± 0.22 0.56 ± 0.16 
R2 0.9613 0.9788 0.9951 

 

This behaviour can be traced back to anomalous predictions of redox potentials for the second 

electron transfer process in butyl viologen and tetrathiafulvalene, as illustrated in Figure 6.  

 

  

Figure 6. Comparison of computed and experimental E1/2 values for a selected group of molecules and ions. 
Experimental data was obtained using cyclic voltammetry at 100 mV/s in 0.1 M TBABF4, MeCN and referenced 
to an internal Fc/Fc+ couple. Computational values were calculated at B3LYP/6-31+G(d,p) using a continuum 
solvation model with dielectric constant of 37.5 (MeCN).  

As in the one-electron case, the anomalous prediction for butyl viologen is likely due to its size and 

structural flexibility. Linear dependencies due to the presence of diffuse functions in the 6-31+G(d,p) 
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basis set can give rise to errors that do not cancel between the oxidised and reduced forms. It is well 

known in the computational chemistry literature that diffuse functions are required for describing the 

energies and properties of anions,48–50 but can cause problems when used in computing the electronic 

energies of cations and uncharged species.51–53 During the reduction of viologens, all species involved 

are either cationic or uncharged. 

This may also explain the anomalous computed oxidation potential for tetrathiafulvalene, which also 

undergoes conformational change upon oxidation to its dicationic state, in which the central double 

bond is formally broken, allowing distortion from planarity.54 Again, all species involved in the two-

electron oxidation of TTF are either cationic or uncharged.  

Repeating the linear regression analysis with these two outliers removed shows a much stronger 

correlation between computed and observed redox potentials (R2 = 0.9951) with a near-constant 

offset of ~ 0.56 V. For one-electron redox potentials, on the other hand, an offset of + 0.17 V could be 

applied to minimize differences between computed and observed redox potentials, although this 

results in a strongly bimodal distribution of residuals. Clearly, it is not possible to apply a single 

correction offset that accounts for systematic errors in both one- and two-electron redox potential 

predictions. 

RFB design implications 

Therefore, in the interests of clarity and consistency, we choose not to apply any post-hoc corrections 

to the predicted redox potentials obtained here. We recommend that further computational studies 

are carried out to accurately determine the solvation energy of a proton in acetonitrile, analogous to 

those already available in the literature that provide benchmark values for aqueous proton solvation 

free energies.55,56 We anticipate that this will provide a solid foundation for applying systematic 

corrections that will better align theory and experiment in a non-empirical manner, and enable 

remaining computational method errors to be isolated and quantified. 

Fortunately, in the context of designing redox flow batteries, we do not need accurate absolute redox 

potentials because we are primarily interested predicting redox potential differences to predict open-

cell voltages when different redox pairs are combined. 

Overall, finding complementary species that undergo two-electron oxidation and reduction reactions 

is desirable from both a theoretical and practical point of view. Theoretically, redox potential 

differences for these species can be determined quite accurately in most cases where systematic 

deviations from experiment cancel. Practically, two-electron redox processes are desirable because 

this maximises redox potential differences and increases the total amount of energy that can be 

stored.  
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However, electrochemical reversibility cannot be predicted computationally. This is particularly 

pertinent for the second electron transfer process which is more likely to be irreversible than the first. 

There is also not necessarily any particular relationship between chemical structure and 

electrochemical reversibility. For example, both of the phenazine compounds participated in two 

reduction events, but only for methyl phenazine was this reversible. Similarly, even the single-electron 

reduction of 2,2’-bipyridine was irreversible despite its structural similarly to the phenothiazines and 

viologens. 

In aprotic conditions, nitrobenzene is known to undergo a two one-electron reductions: the first 

reduction forms the radical anion, and the second, the dianion.46 This same process appears to occur 

during the cyclic voltammetry of Disperse Orange 3 (cyclic voltammogram provided in Supporting 

Information). The reversibility of the second step is highly dependent on the environment, as the 

dianion reacts readily with solvent and impurities. While the second electron reduction appears 

reversible in this case, it is likely that after continued cycling of Disperse Orange 3 at low potentials, 

the second reduction would become irreversible.  

Experimental conditions also affect the electrochemical reversibility of thianthrene oxidation. Under 

very dry conditions, thianthrene is known to undergo reversible one- and two-electron oxidation.47 

While our experimental value of +0.86 V vs Fc/Fc+ for one-electron oxidation is in line with literature 

results, we do not observe the second oxidation process seen in previous work.47 

Finally, it is important to carefully consider whether the redox species of interest can undergo side-

reactions upon oxidation/reduction, from both an experimental and computational modelling 

perspective. For example, nitrophenol undergoes an irreversible reduction process at -1.5 V vs Fc/Fc+, 

followed by a reversible reduction at -2.04 V vs Fc/Fc+. We now understand that this first process 

corresponds to reduction plus intramolecular proton transfer and the second process is reduction of 

the protonated-nitro form. Nitrobenzoic acid exhibits the same behaviour.  

This illustrates a potential pitfall of blindly applying computational redox potential screening 

procedures, even if other sources of error can be eliminated (by computing redox potential differences 

so that they cancel) or otherwise accounted for (by applying physically-motivated and externally-

validated correction offsets). 

Conclusion 

Although we have not attempted to perform a large-scale computational screening study in this work, 

we have nonetheless surveyed a substantial variety of redox-active organic molecules, and carefully 

measured their redox potentials under consistent experimental conditions using the Fc/Fc+ redox 
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couple as an internal reference to eliminate sources of experimental variability. We have also 

validated a straightforward and relatively low-cost computational procedure for predicting relative 

redox potentials for coupled one-electron transfer processes to within 0.4 V and coupled two-electron 

transfer processes to within 0.15 V, except those involving outliers where structural flexibility and 

basis set linear dependency errors can combine to produce errors of up to 0.56 V. This can potentially 

be avoided by using truncated model systems (e.g. methyl viologen as a model for butyl viologen) 

and/or considering only structurally rigid molecules. Further work is required to disentangle the 

different sources of systematic error in one- and two-electron redox potential predictions. Benchmark 

values for solvation energy of a proton in acetonitrile would be useful to isolate and identify the 

remaining referencing and computational method errors. 

Supporting Information 

Chemical structures of redox species and their computationally optimized geometries and electronic 

energies, cyclic voltammograms, experimental synthesis and characterisation details for butyl 

viologen and bis-methoxy Crystal Violet, computational and experimental redox potentials compiled 

from the literature. 
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