Testing claims of a usage-based phonology with Liverpool English t-to-r
ABSTRACT

The variable phenomenon in which /t/ can be realized as a tap or rhotic approximant in varieties of Northern British English (commonly referred to as t-to-r, Wells 1982: 370) has received some attention in English linguistics as debates have appeared over how best to model the phonology of the phenomenon (e.g. Carr 1991, Docherty et al 1997, Broadbent 2008). The occurrence of t-to-r seems to be constrained by the preceding and following phonological environment in a largely systematic way and so it is often accounted for within a rule-based model of grammar. Problematically, however, the rule does not apply blindly across the board to all words which fit the specified phonological pattern. Instead, t-to-r shows evidence of being lexically restricted, and this fact has recently encouraged a usage-based interpretation. Until now, there has been relatively little attempt to test the usage-based thesis directly with fully quantified data gleaned from naturally occurring conversation. This paper investigates the extent to which certain usage-based predictions can account for variation attested in t-to-r in Liverpool English. Using oral history interviews with Liverpool English speakers born in the early 1900s, we examine the usage-based predictions first proposed by Broadbent (2008) that t-to-r is more likely in (a) high frequency words and (b) high frequency phrases. There is some support for the importance of lexical frequency as a motivating factor in the use of t-to-r but our data do not fully support either of these claims wholesale. We suggest that t-to-r is not constrained by simple token frequency or phrase frequency alone but by a combination of both. Finally, we explore the possibility of employing notions from Cognitive Grammar such as schema strength (e.g. Taylor 2002, Bybee 1995: 430) in our interpretation of these data.
1 INTRODUCTION

This paper offers a contribution to the debate surrounding the nature of Northern English t-to-r, the phenomenon in which /t/ can be realised as a tap or rhotic approximant (e.g. ‘shut up’ [ʃʊɾ up], ‘get off’ [ɡɛɾ of]). t-to-r, which Wells (1982: 370) describes as “a widespread but stigmatised connected speech process in the middle and far north (of England)”, has received some attention in English linguistics as debates have appeared over how best to model the phonology of the phenomenon (cf. Carr 1991, Docherty et al. 1997, Broadbent 2008). The problem for phonological theory is this: on the one hand, t-to-r seems to be constrained by the preceding and following phonological environment in a largely systematic way, so it is often accounted for within a rule-based model of grammar. On the other hand, the rule does not apply blindly across the board to all words which fit the phonological pattern. Instead, t-to-r shows evidence of being lexically restricted. In order to account for this, recent analyses have invoked principles from usage-based models of grammar in an attempt to better understand the phenomenon (Asprey 2008, Broadbent 2008).

However, there has been relatively little attempt to test the usage-based thesis directly with t-to-r data. This paper investigates the extent to which the predictions of a usage-based model can account for the variation attested in t-to-r.

The vast majority of work on t-to-r to date has made reference to two varieties of English in Northern England – Tyneside (e.g. Carr 1991, Docherty et al 1997) and West Yorkshire (e.g. Broadbent 2008, Richards 2008). In each of these varieties, t-to-r is complicated by the fact that /t/ can be realised as both a rhotic and a glottal stop, and so these variants are often in competition. This paper reports the results of the first systematic investigation of t-to-r in north-west England, and takes as its starting point a
variety with very little occurrence of t-glottaling: Liverpool English (Watson 2007). By minimising the additional complication of t-glottaling and focusing exclusively on variation between the stop and rhotic variants of /t/, our objective is to reach a clearer understanding of the ways in which usage-based predictions could be operating on this variable phenomenon.

We begin in section 2 with a discussion of some of the attempts that have been made to account for t-to-r within different phonological theories. We show that while many of the claims surrounding t-to-r in generative phonology have now been empirically tested, many of the claims put forward from a usage-based perspective have not. In section 3, using a data set of almost 700 instances of t-to-r in Liverpool English, we examine the usage-based claims that t-to-r is more likely in (a) high frequency words and (b) high frequency phrases. As we will see, there is some support for the importance of lexical frequency as a motivating factor in the use of t-to-r but our data do not fully support either of these claims wholesale. We suggest that t-to-r is not constrained by simple token frequency or phrase frequency alone but by a combination of both. Finally, we explore the possibility of employing notions from Cognitive Grammar such as schema strength (e.g. Taylor 2002, Bybee 1995: 430) in our interpretation of these data.

2 MODELLING T-TO-R IN PHONOLOGY

2.1 Rule-based approaches to t-to-r

Wells (1982) offers the seminal description of the t-to-r process, noting that it can be found in many varieties of English in northern England (e.g. Greater Manchester, West Yorkshire, Lancashire, Merseyside, Tyneside). Using the terminology of re-write rules,
Wells (1982: 370) suggests that in these varieties, /t/ can be realised as a rhotic in the following phonological environment: t→r/[short V]_#V. That is, when word final /t/ is preceded by a short vowel and followed by a vowel-initial word, it can be realised as a rhotic (variably an approximant or a tap). However, since Wells notes that t-to-r also operates ‘very occasionally’ word internally, there is an indication even at this early stage in the story of t-to-r that the rule does not cover the full extent of variation.

Later rule-based accounts (e.g. Carr 1991) also admit exceptions but offer more detailed discussions of the derivation of the t-to-r rule, particularly in relation to the competing rule in which /t/ is realised as a glottal stop. Carr (1991) adopts a Lexical Phonology model of grammar and, using anecdotal examples from Tyneside English, suggests that t-to-r affects phonological feet formed post-lexically in derived environments, in contrast to t-glottaling which applies post-lexically across the board. In order to make this claim, it is necessary for Carr to introduce a division in the post-lexical component of the grammar. Carr’s main theoretical problem is in trying to account for differences in apparent minimal pairs such as ‘fitter’ vs. ‘fit her’ (with h-dropping) which share the same phonetic and metrical conditions but which occur with apparently different outputs (the claim is that ‘fitter’ occurs with t-glottaling in Tyneside whereas ‘fit her’ only occurs with t-to-r). Carr suggests that what differentiates these two examples is the level of grammar at which foot structure is formed: in ‘fitter’, foot structure is formed in the lexicon but with ‘fit her’, feet are formed post-lexically under cliticisation. For Carr, t-to-r applies “in a kind of postlexical, metrically derived environment” but does not apply to “intervocalic /t/ with the appropriate metrical structure if that structure is formed in the lexicon” (Carr 1991: 48). Carr then suggests that t→r and t→ʔ are ordered rules. t→r is a more ‘specific’
rule (because it is more restricted) and so the application of the t-to-r rule takes place before the application of the ‘across-the board’ rule of t-glottaling, which has a much wider distribution. Moreover, it is argued that the application of the t-to-r rule effectively blocks the application of the t-glottaling rule and so the rhotic and glottal variants of /t/ should be in complementary distribution. Carr’s (1991) explanation is an interesting and welcome attempt to account for features of non-standard phonology within a formal model of grammar. However, one of the drawbacks of the methods typically employed in (generative) theoretical linguistics, such as introspection and anecdotal data collection, is that they lack the means to empirically validate their claims because it is not clear to what extent these predictions are borne out by real speakers in daily use. In the case of Tyneside English, Docherty et al (1997) collected a sizeable corpus of conversation and word list data from 32 native Tynesiders, stratified by age and socio-economic class, and so were able to put to the test the issues raised in the theoretical phonology literature. Indeed, the proposals regarding the rule ordering of t-to-r and t-glottaling in Tyneside English are among several phonological claims which are tested – and ultimately refuted – by Docherty et al (1997) using their corpus of actual usage data. There is overwhelming evidence from natural conversation that speakers can and do realise word-final intervocalic /t/ as both a rhotic and a glottal stop; in other words, t-to-r and t-glottaling are not in complementary distribution in Tyneside English. The arguments set out in Carr (1991) with respect to the ordering of t-to-r and t-glottaling are therefore difficult to maintain.

Docherty et al (1997) argue that many of the predictions of generative phonology (especially Carr 1991 and Harris & Kaye 1990) are problematic because they do not accurately predict variation. However, little is offered in the way of an
alternative approach. They suggest that phonologists should work towards creating models of phonology that treat variation as central rather than peripheral and encourage future work to embed discussions of phonological theory in evidence of real language use. In what is now more than a decade since Docherty et al (1997) first appeared, models of language which adopt these tenets as a central philosophy have been developing independently in various sub-disciplines of linguistics (see e.g. network models of grammar (e.g. Bybee 2001, 2007, Hudson 2007), Exemplar Theory (e.g. Pierrehumbert 2001, 2002), various probabilistic models (e.g. Manning 2003, Smith and Cormack 2002, Bresnan and Nikitina 2003, Yang 2004) and also Cognitive Linguistic models of grammar (e.g. Langacker 1983, 1987, 1991)). These frameworks are now increasingly referred to as ‘usage-based’ models of language structure and have been offered as competing approaches to account for the t-to-r phenomenon (Broadbent 2008). In the following section, we briefly describe the main tenets of the usage-based approach before discussing its application to t-to-r.

2.2 Usage-based approaches to t-to-r

Frameworks which are described as usage-based (hereafter UB) typically share three defining characteristics – they are ‘maximalist’, in contrast to the ‘minimalist’ nature of generative grammars; they are ‘non-reductive’, because they are not guided by arguments of economy of storage, and they are ‘bottom up’, in that they only posit abstract structures in the grammar where there is good evidence for the existence of such structures from language use (Langacker 2000). This latter feature is perhaps the key characteristic of a usage-based model of language. Kemmer and Barlow (2000: ix) describe the relationship between language structure and language use as a ‘feedback
loop’ since experience of language both results from and also continues to shape the speaker’s linguistic system. This is only possible, it is claimed, because humans possess the ability to register frequency effects in language (Israel and Kemmer 1994:165). Frequency research has played a significant role in descriptions of usage-based models of language structure. The relationship between lexical frequency and ‘entrenchment’ (or lexical strength, cf. Bybee 2001) is particularly pertinent for the present discussion, as it has been directly invoked to account for patterns of t-to-r in northern English, most notably West Yorkshire English (hereafter WY, see Broadbent 2008).

It is clear from Broadbent’s (2008) initial description of t-to-r in WY that Wells’ re-write rule \((t \rightarrow r[/short V]_\#V)\) provides only a partial picture of the phenomenon. While the rule largely predicts the phonological environment in which t-to-r can occur\(^6\), it assumes that as long as the phonological environment is met, t-to-r is possible. However, as we will see below, this misses two key observations: (a) some words never allow t-to-r, even when the phonological criteria are met, and (b) t-to-r is more likely in some words than others, even when the words share the same phonological environment. Elaborating on this observation, Broadbent (2008: 45) proposes that there are 4 sets of t-to-r words in WY: (i) regular exhibitors of t-to-r, e.g. *but*, *put*, *get*, *got*. (ii) not so common exhibitors of t-to-r, e.g. *not*, *forget/forgot*, *shut(up)*. (iii) rare exhibitors of t-to-r, e.g. *lot*, *bet*. (iv) t-to-r is not possible, e.g. *it*, *sit*, *fit*, *cut*, *set*, *wet*.

In order to account for this, Broadbent (2008) draws on suggestions from UB models of phonology, in particular Bybee’s work on lexical strength. Bybee (2001, 2002, 2007) proposes a model in which frequently used instances (words, phrases, constructions) are stored in memory and reinforced (strengthened or ‘entrenched’) with repeated use. Speakers abstract similarity (‘schemas’) across instances of language
stored in memory. Broadbent (2008: 161) proposes that the words in which t-to-r occurs in WY share certain similarities and so speakers abstract schemas relating to the phonological shape of these words. In particular, Broadbent claims that lexical items which allow t-to-r fall under one of three phonological shapes or schemas: [ʊɹ], [ɛɹ] and [ɒɹ]. She suggests that one lexical item in each schema is particularly strong or entrenched “where strength is measured in terms of frequency” (2008: 161) and that “the presence of frequent exemplars may well keep this fossilised process productive for just such words” (2008: 161).

This is a welcome approach which begins to bring t-to-r under the microscope of the UB model, but a number of questions remain. For example, while an account based on lexical strength or frequency effects may explain why certain lexical items continue to occur with t-to-r in present day WY, it remains unclear why certain words which have the required phonological shape do not allow t-to-r. Why, for instance, is ‘get’ a possible candidate for t-to-r but ‘set’ is not? Another question relates to schemas and language change. Schemas are proposed in UB models of phonology not simply as a means of describing the categorisation process; newness in a system may be created by partial sanction, where an innovation shares only part of the specifications of its sanctioning schema. In this way, the schema concept can be used to model language change because as schemas sanction new instances they allow category expansion. Indeed, Broadbent addresses this point explicitly, pointing out that “a novel form may undergo lenition if that form closely resembles a form which regularly exhibits the lenition in question” (2008: 160). But, problematically for the WY data, the lexical item ‘set’ undoubtedly closely resembles the form ‘get’ which “regularly exhibits the lenition
in question”. This raises the question of why only the fossilising properties of lexical strength, and not also the sanctioning ability of such forms, seem to be at work in constraining WY t-to-r.

Another interesting line of enquiry is Broadbent’s suggestion that the apparent lexical effect we see for t-to-r in WY could be related to the collocation in which the word occurs. Following Bybee’s (2001) claim that very frequent collocations are often stored together in cognition as whole units, Broadbent proposes a similar analysis for high frequency collocations involving t-to-r. By assuming that t-to-r is stored as part of the high-frequency collocation (e.g. ‘but I’ or ‘get it’), “we have a way of capturing the intuition that t-to-r is essentially becoming lexicalised” (Broadbent 2008: 163).

While Broadbent (2008) offers a useful alternative to the rule-based approach to t-to-r proposed by Carr (1991), the two approaches are similar in that they both make claims which invite further empirical testing. For instance, it is not explicitly clear what data collection methods were employed in the WY study, or how many tokens of t-to-r were considered; each point is exemplified by a handful of instances which “come from a small number of conversations between speakers from Morley” (Broadbent 2008: 145). Also, because the data are presented as lists of examples, it is unclear whether all instances of the variable context were quantified (cf Labov’s (1972) Principle of Accountability). Broadbent argues that she does not employ such techniques because her aim is to “track the phonology of the phenomenon” and leave “any study of the interaction between the phonology and sociolinguistic factors to further work” (2008: 145). However, this separation between theory and data requires a very cautious interpretation, as it can easily lead to overgeneralisation. Docherty et al’s (1997: 275) critique of aspects of phonological theory showed explicitly that in order to track the
phonology of a phenomenon it is possible – even necessary – to examine corpora of
conversation such as those typically used in sociolinguistic research. Just as Docherty
et al (1992) tested claims from generative phonology using stringent sociophonetic
methods in their analysis of Tyneside English, so too it is necessary to employ a similar
technique in order to test several of the claims surrounding the suitability of UB
phonology to model t-to-r. This is especially important given the heavy emphasis often
placed on empirically analysing real language data within the growing UB tradition
(e.g. Foulkes and Docherty 2006, Bybee 2001, Pierrehumbert 2003). While speaker
intuitions and anecdotal accounts of variation are invaluable tools, any theoretical
approach which proposes the existence of a relationship between language structure and
language use must also employ real language data as a source of evidence for
understanding the structure of the linguistic system. The following discussion of t-to-r
in Liverpool offers such an account.

3. T-TO-R IN LIVERPOOL ENGLISH

3.1 Data

The compilation of a large spoken corpus containing recordings from Merseyside is
currently underway as part of a project to understand phonological diffusion and
divergence operating in and around the city of Liverpool. The corpus will be
comprised of interviews and elicitation-task data with 96 working class speakers from
three localities, stratified by age and sex. The corpus is also supplemented by archive
recordings in the form of 45 oral history interviews conducted with speakers from these
localities who were born in the early 1900s (and recorded in the 1970s and 80s). Data
collection is ongoing but a preliminary analysis of t-to-r among a sub-set of the archive
recordings and adolescent recordings (with a time span of 90 years in between) suggests that t-to-r is changing in Liverpool English. In surrounding Lancashire (see Watson & Clark 2010) and in West Yorkshire (see Richards 2008), t-to-r has remained stable over the last hundred-or-so years. However in Liverpool, adolescent speakers are using significantly more t-to-r forms than speakers who were born 90 years ago (see figure 1).
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There is very little variation in t-to-r among the adolescent generation in Liverpool (most use t-to-r categorically in word-final, intervocalic position) so, for the purposes of this paper, we focus on an analysis of t-to-r in the archive materials where t-to-r is still a variable process. Recordings of 8 speakers from the Liverpool archive data (4 males and 4 females) were digitised using a sampling rate of 48,000Hz and a 16-bit resolution. The interviews were then orthographically transcribed using ELAN10, resulting 70,000 words of time-aligned conversation.

3.2 Circumscribing the variable context

Previous accounts of t-to-r suggest that the variable can be realised either as a rhotic approximant or as a tap. In most Northern English varieties, the tap variant is marginal and so tap tokens are either conflated with approximant variants (cf. Broadbent 2008) or removed entirely (cf. Richards 2008). However, in Liverpool English, /t/ is commonly realised as [ɾ] in intervocalic position (Watson 2007: 352). It became clear during the coding process that the tap realisation of intervocalic /t/ in Liverpool English was constrained in similar ways as the approximant variant in West Yorkshire. In other
words, the tap variant of /t/ in Liverpool English is not indicative of a different lenition process; rather t-to-tap seems to be following the same pattern as t-to-approximant in other varieties of Northern English. For this reason, the small number of tokens of [j] in Liverpool English (N=29) were conflated with the majority [ɾ] token (N= 301) and both were coded simply as tokens of t-to-ɾ.

Some confusion continues to surround the nature of the variable context of t-to-ɾ. Previous discussions largely follow Wells’ description of t-to-ɾ as being typical in the phonological environment t → r/[short V]_#V, yet most include the proviso that there are a number of exceptions to this rule because t-to-ɾ can also occasionally occur word medially or following a long vowel. In Liverpool English intervocalic (t) contexts, t-to-ɾ occurred word finally following a long vowel in only 1.3% of all instances and word medially in only 1.5% of all instances (always in the word ‘whatever’). This means that while there are exceptions to Wells’ (1982) description of where t-to-ɾ can occur, the great majority of rhotic tokens appear in the context covered by his rule: [short V]_#V. The decision was therefore taken to delimit the envelope of variation to word final, intervocalic (t) following a short vowel. This resulted in a data set of 669 tokens of potential t-to-ɾ candidate words from 8 Liverpool speakers born in the early 1900s.

3.3 Testing Broadbent (2008)

It is now possible to return to claims regarding the role of lexical frequency in motivating t-to-ɾ previously set out in Broadbent (2008), and to test these claims empirically. As we illustrated above, Broadbent makes two suggestions regarding the role of lexical frequency (and, hence, the suitability of the UB framework to model t-to-
r), both of which are based on Bybee’s extensive research on frequency effects in language variation and change. These are (i) words with high token frequency are likely to show more evidence of t-to-r than words with low token frequency, and (ii) frequently occurring collocations with t-to-r candidate words are likely to favour t-to-r more than less frequently occurring collocations. In the following section, we deal with each of these claims in turn.

3.3.1 Lexical frequency

Following a number of cross-linguistic studies on the nature of language change, Bybee (2007) has suggested two main tendencies that emerge as general principles of sound change with respect to token frequency. First, Bybee (2007) proposes the REDUCTION EFFECT: phonetic change proceeds more quickly in words which occur more frequently. Some examples of this include schwa deletion in American English (Hooper 1976), t/d deletion in American English (Bybee 2000) and [ð] deletion in Spanish (Bybee 2002). Bybee suggests that this is because phonetic reduction is directly linked to neuromotor processing; as neuromotor processes (e.g. the movement of the articulators during language production) become more efficient, there is an increase in overlap and reduction of the gestures involved which, in language, leads to reduction and assimilation processes. Higher frequency words have more exposure to this reduction and so undergo phonetic reduction more rapidly. Second, Bybee (2007) proposes the CONSERVING EFFECT: high frequency words tend to have higher levels of lexical strength (or entrenchment) and so are likely to resist certain types of change and preserve archaisms longer. For example, with respect to morphosyntactic constructions in English, Tottie (1991), cited in Bybee (2006), shows that there is variation between a
‘negative incorporation’ construction (e.g. *I know nothing about it*) and a ‘not negation’ construction (e.g. *I don’t know anything about it*). The older negative incorporation construction is used in high-frequency contexts such as with existential constructions and constructions with possessive *have* and copular *be*. In other words, the older construction has remained in high token-frequency contexts but has been lost in lower token-frequency contexts.

t-to-r is a stable variable in present day WY (empirical evidence for this comes from Richards 2008) and so Broadbent (2008) invokes Bybee’s conserving effect to account for the apparent ability of the variety to retain t-to-r despite rapid changes in the realisation of */t/* in other environments (e.g. t-glottaling is less restricted than t-to-r and is fast replacing released variants of intervocalic */t/*). In Liverpool, t-to-r is changing, but the predictions surrounding the effects of token frequency remain the same because of the nature of the change. In figure 1 above we presented evidence that the occurrence of t-to-r in the archive Liverpool English corpus represents the early stages of a lenition (a change from *[t]* to *[r]* in word final, intervocalic position), which has almost reached completion in younger speakers today. We can expect the reduction effect to ensure that this change was more advanced in high frequency items because t-to-r is a reductive sound change. In other words, the prediction in either case (whether t-to-r is stable or undergoing change) is that high frequency words should favour t-to-r more than low frequency words.

An additional prediction from the UB literature on lexical frequency concerns the gradient nature of frequency effects. In a UB model, language structure is emergent and so every instance of usage (production and perception) affects the representation of linguistic structure. This means that frequency effects should be manifest in gradient
rather than categorical patterns because the difference is one of degree. Although in UB models frequency effects are assumed to be gradient, often in previous work lexical frequency has been treated as a categorical variable. Researchers typically group measures of lexical frequency into ‘high’ and ‘low’ frequency using a relatively arbitrary cut-off point that is rarely the same twice, making it virtually impossible to test the widely held assumption that frequency effects in language change are gradient (e.g. Bybee 2002). In order to avoid the inherent problems associated with creating discrete categories from continuous data and to use a method of analysis which more accurately models the predictions of the UB framework, we follow Hay (2001) in treating lexical frequency as a gradient phenomenon.

There is some debate surrounding the best way to measure lexical frequency when doing this type of analysis. For instance, it is possible to take the frequency value of a particular lexical item from a large corpus of English (e.g. Dinkin 2008, Abramowicz 2007) or from a list of frequency counts such as that provided by Baayen et al. (2005[1995]) in the form of the CELEX lexical database (employed by Hay 2001), or from a locally constructed corpus of a single speech community (e.g. Clark and Trousdale 2009). Ideally, we would have preferred to treat lexical frequency as a local phenomenon and so gather frequency data from the locally based Liverpool corpus (see Clark and Trousdale 2009 for a discussion of the benefits of this approach). However, given the relatively small size of the Liverpool corpus in its present state, lexical frequency values were instead taken from the token frequency of each word as it appeared in the spoken portion of the British National Corpus (BNC). In order to try to assign a frequency value that was as close as possible to the likely frequency with which
these words were used by the Liverpool speakers, we used the demographically sampled subcorpus of the spoken BNC, and included only speakers from the north of England.

First we examine whether t-to-r is more likely in high frequency words. To do this, we calculated a correlation between (i) the percentage of /t/ as a rhotic for all words in the corpus which fit the phonological environment [short V]_#V, and (ii) the lexical frequency values for each word, which were first normalised using the Log transformation. The correlation is highly significant by both parametric (pearson’s $r = 7.54$, $p<0.01$) and non-parametric measures (spearman’s $r = 0.797$, $p<0.01$). In other words, t-to-r is statistically more likely to occur in high frequency words. However, when we plot this correlation, a very unusual pattern emerges (see figure 2).
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t-to-r occurs variably only in higher frequency lexical items but this pattern is categorical rather than gradient. There is a clear split in the data highlighted by the vertical dashed line in figure 2: words with a log lexical frequency below 2.76 never appear with t-to-r, and those with a higher log lexical frequency all have t-to-r to some extent. Interestingly, if the lexical items which never allow t-to-r are removed from the analysis, not only is the correlation no longer significant (pearson’s $r = -3.00$, $p = 0.172$; spearman’s $r = -1.44$ $p = 0.328$), but the tendency is towards a negative trend (see figure 3). In other words, if anything there is a tendency towards t-to-r being disfavoured by the highest frequency items.
In testing Broadbent’s (2008) suggestion that words with high token frequency are likely to show more evidence of t-to-r than words with low token frequency, it seems that we have stumbled upon something of a paradox. On the one hand, generative phonological theory struggles to account for the pattern of variation we find in t-to-r in Liverpool English. In standard generative accounts of phonology (see, for example, Kiparsky 1982, Kenstowicz 1994), the lexicon and the phonology are distinct and placed in separate modules of the grammar. The phonetic output of a lexical item is not stored in the lexicon but is arrived at once the lexical item has been retrieved from the lexicon and processed by the rules of the (phonological) grammar. This output is then fed to a phonetic implementation component which provides the acoustic targets with which the word should be realized in real speech. However this process applies in exactly the same way to all surface phonological representations. The t-to-r rule (t→r/[short V]_#V) should therefore apply blindly to all lexical items with this phonological structure. This is clearly not the case; t-to-r only applies to a small proportion of words with this phonological shape. Furthermore, the patterning of this rule is not random but is instead clearly governed by lexical frequency. A UB model of phonology can readily account for the fact that t-to-r is more likely to occur in high frequency words than low frequency words (regardless of whether this variable is a change in progress (reduction effect) or a stable variable (conserving effect)), but it is unclear how a UB framework would handle the categorical nature of these frequency effects. Emergentist models of language assume that frequency effects in production
and perception will follow a continuous pattern because language structure is constantly updated as we experience and use language. Furthermore, a UB model of phonology would predict a positive correlation between t-to-r and lexical frequency in those lexical items which allow t-to-r, and yet in the Liverpool English data, the correlation, although not statistically significant, patterns in the opposite direction.

It seems there is partial support for the role of lexical frequency in the patterning of Liverpool English t-to-r, but that the picture is complex. In order to try to better understand the phenomenon in these data, we now move on to investigate the second of Broadbent’s predictions.

### 3.3.2 Collocation frequency

Broadbent (2008) suggests that frequently occurring collocations with t-to-r candidate words are likely to show more evidence of t-to-r than less frequently occurring collocations. Similar effects have been found elsewhere. For instance, Bybee and Scheibman (1999) found that the vowel in *don’t* is more reduced in the contexts in which this word occurs more often (e.g. *I don’t know*), leading to the suggestion that high frequency phrases “change phonetically and semantically in a way that suggests storage as a single unit” (Bybee 2007: 283). It is not simply a matter of predicting phonetic change based on lexical frequency, however, because even within a particular lexical item, change may proceed more quickly or more slowly depending on the context in which the lexical item occurs. For Broadbent (2008), the assumption is that the realisation of /t/ as a rhotic may be more likely in high frequency constructions because the rhotic variant may have become fossilised in particular high frequency collocations (not simply in particular high frequency words). To exemplify this claim,
Broadbent provides lists of t-to-r candidate words in context and suggests that “these examples illustrate that the words exhibiting t-to-r are commonly followed by it, him, he, a and them” (2008: 162). However, since the list of examples includes 10 tokens of t-to-r preceding the word ‘it’ but only 1 token of t-to-r preceding the word ‘him’, the claim is ripe for further empirical testing. In order to test the claim that frequency of collocations (rather than simple lexical frequency) is an important predictor, we collected the raw frequency values for all bigrams (t-to-r word + following word) in which t-to-r was a potential variant. As before, these figures were taken from the demographically sampled northern component of the spoken BNC and then normalised using the log transformation. The frequency of occurrence we are dealing with is now rather small (for example, 37% of the bigrams only occur once). Because a bigram which occurs only once will have a t-to-r value of either 0% or 100%, it is useful to consider bigrams which occur several times in order to reach a reliable estimate of frequency of t-to-r occurrence. To allow this, only bigrams with 4 or more instances were considered in the following analysis (N = 37 different bigrams; a complete list of these bigrams can be found in appendix 1). Following the same procedure outlined above, the percentage of /t/ realised as a rhotic was correlated with (log) bigram frequency using both parametric and non-parametric tests. However, unlike before, these correlations did not produce significant results (pearson’s r = 0.22, p = 0.449; spearman’s r = -1.24 p = 0.235). t-to-r does not correlate statistically with bigram frequency in Liverpool English.

This is perhaps unsurprising. Bigram frequency is only an approximate indication of the extent to which two lexical items regularly co-occur. The problem with using only bigram frequency as an indication of lexical strength or unit status is
that high frequency words will appear together more often simply because of their high frequency and not necessarily because they are more lexicalised. For instance, in the Liverpool English data set, the bigram ‘it at’ has a very high log frequency but this is merely a by-product of the high lexical frequency of the individual lexical items and has nothing to do with the extent to which these two forms are stored or accessed compositionally. Therefore, a more appropriate measure of unit status in this case would be to consider collocation strength rather than collocation frequency. A range of different methods are available to measure collocation strength statistically and these are all based on some consideration of observed vs. expected frequencies of words and word pairs in a particular corpus. We consider collocation strength using five measures provided by BNCweb’s collocation facility (see Hoffmann, Evert, Smith, Lee & Berglund Prytz 2008). The results of the correlations between t-to-r and the measures of collocation strength are presented below in table 1.

None of the measurements of collocation strength correlate significantly with t-to-r in Liverpool English. However, one final method of testing the extent to which multiple words may be stored as a single unit is to explore the constituent structure of each utterance and question whether t-to-r is more likely in bigrams which are, or have the potential to be, syntactic constituents. Each of the bigrams included in the previous analysis of collocate strength and frequency were also coded for possible constituency status using a set of standard constituency tests (replacement, movement, clefting, co-ordination and sentence fragment tests; see Carnie 2002: 51-53). For instance, the bi-
gram ‘it is’ in the utterance “just over here it is’ (speaker Liv_ArchiveM04) passes the movement test (“it is just over here”). However “it a” in “i’ll give it a drink bob” (Liv_ArchiveF01) clearly fails all of the standard constituency structure tests; ‘it a’ is not a syntactic constituent. t-to-r was then correlated with syntactic constituency (see figure 4). A Fisher’s Exact test reveals no significant difference in the frequency of t-to-r between these two conditions (p=0.5984).

[INSERT FIGURE 4 HERE]

Thus, having found no relationship between bigram frequency, collocate strength or constituency structure and t-to-r, it is difficult to uphold, for Liverpool English, Broadbent’s (2008) second claim that t-to-r occurs more often in frequently occurring (unit-like) collocations.

To summarise, the aim of this section was to empirically test two claims proposed by Broadbent (2008) on the likely relationship between t-to-r and lexical frequency. First, it was predicted that words with high token frequency are likely to show more evidence of t-to-r than words with low token frequency. There is statistical evidence to support the proposition that t-to-r occurs in high frequency words more often than in low frequency words when the variable environment is defined as [short V]_#V. However, on closer inspection, not all words in this environment allow t-to-r, suggesting a frequency effect that is categorical. A UB model of phonology can account for frequency effects in language production, but the data here are difficult to account for in UB terms because of the claim that frequency effects are gradient. Second, it was predicted that frequently occurring collocations with t-to-r candidate
words are likely to show more evidence of t-to-r than less frequently occurring collocations. There is no evidence from Liverpool English that t-to-r occurs more often in high frequency collocations or in collocations with high collocation strength.

Given the problems associated with confirming certain UB predictions in the data on t-to-r in Liverpool English, we must consider whether a UB model of grammar still provides a useful way to interpret variation in these data. In order to answer this question, and so in the process reach a better understating of t-to-r, it is necessary to examine in more detail the specific lexical items that favour t-to-r and the contexts in which they occur.

3.3.3 Token/ type frequency and schema strength

Figure 5 below shows the percentage of t-to-r in words which allow this variant. These data are arranged along the x-axis by frequency of rhotic forms.

The most striking observation is that these words do not fall into patterns according to natural linguistic classes. Grammatical category seems unimportant (there are no nominal/verbal or function/lexical patterns to these data); t-to-r also seems to be unaffected by the quality of the vocalic element immediately preceding the /t/ (e.g. the KIT vowel appears in ‘it’ with only 17% t-to-r and in ‘bit’ which occurs with 83% t-to-r). An explanation for patterns of t-to-r which considers variation only in terms of the
individual t-to-r candidate word is, therefore, unhelpful. However, if we consider the variation not just in terms of the individual word in which t-to-r may occur but also in terms of how many different bigrams the word appears in, an interesting picture emerges. Table 2 details the number of instances of each lexical item in the Liverpool English corpus along with the number of different bigrams in which each word appears (e.g. the word ‘bit’ occurs 18 times, in two different bigrams – ‘bit of’ [n=17], ‘bit older’ [n=1]).

[INSERT TABLE 2 HERE]

Because we are now dealing with corpus internal frequency counts and not BNC frequency counts as before, the number of tokens are much smaller and so do not lend themselves to an analysis which employs statistical testing. Nevertheless, there does seem to be a special relationship between the number of instances of each of these lexical items in the Liverpool English data set and the number of different bigrams in which these instances occur. This is most apparent when we look at the two lexical items which occur with the most and least t-to-r in Liverpool English: ‘it’ and ‘bit’ (highlighted in table 2). Both ‘bit’ and ‘it’ can be categorised as ‘high frequency’ words but notice that whereas all 18 occurrences of the word ‘bit’ appear in only 2 different bigrams, the word ‘it’ occurs with a far greater number of words filling the bigram’s second slot (n=27).

The relationship between lexical frequency and the constructions in which the lexical items appear has received attention in UB linguistics through discussions of morphological productivity, but, as we show below, the relationship is also of interest in
the discussion of t-to-r. Productivity is defined as a pattern’s ability to apply to novel items in language. One generalisation that has emerged from the UB literature is that patterns with higher type frequencies (where a ‘type’ is a more abstract pattern of language use) are more likely to be productive (Bybee 2000: 12-13). The classic example of this is the pattern of past-tense formation in English. The –ed past-tense form (or type) occurs with a very high number of instances in English and it is phonologically unrestricted. Irregular forms of the past tense, by contrast, are much more restricted, applying to individual verbs or small clusters of verbs with similar phonological structure (e.g. ‘tear/tore’; ‘bear/bore’; ‘wear/wore’). The –ed pattern of past tense formation is much more productive and this, Bybee (2000:12-13) argues, is a function of its high type frequency. Other examples include work on phonotactic productivity which has shown that nonce words are often judged to be more acceptable if they resemble high type-frequency patterns of real English words (e.g. see Pierrehumbert 1994). The proposed reason for this relationship between productivity and type frequency in UB linguistics is that both type and token frequency influence schema strength.

UB models of language, particularly those within the Cognitive Linguistic tradition (e.g. see Langacker 1987, 1991), have been concerned with understanding the ways in which speakers abstract and categorise linguistic structure from their experience of language in use. The relationship between more or less abstract patterns of linguistic knowledge has often been discussed in terms of the relationship between a schema and instances of the schema. The proposal that knowledge structures are organised around schemata was imported to linguistics from cognitive science and social psychology where schema theory is a well-established model of categorization (e.g. Mandler 1984,
Rumelhart 1984, Rumelhart & Ortony 1977). In other disciplines, schemas are described as “abstract concepts that represent a general case, emphasising what is similar among a number of instances” (Fiske & Morling 1995: 498). The same definition applies to linguistic knowledge where it is invoked by UB models to describe the relationship between instances of language use and the categories that speakers construct (at different levels of abstraction) over instances of language use (e.g. see Langacker 1987:371).

Frequency effects in language are not only relevant to understanding lexical strength; frequency of occurrence is also important for schema strength because a schema gains strength (or becomes entrenched) in proportion to both the type and token frequency of the instances which elaborate it. Taylor (2002: 277) describes this relationship in the following way: “High token frequency of an instance entrenches the instance and weakens (or at least does not strengthen) the schema. High type frequency of an instance entrenches the schema and weakens (or at least does not strengthen) the instances.” The relationship between type/token frequency and schema strength is diagrammatised in figure 6.

[INSERT FIGURE 6 HERE]

The schema on the right in figure 6 has a number of instances and so the schema is strengthened each time one of the instances is used. The schema on the left has only a few instances but these occur frequently and so each time the instances are used, the instances themselves are strengthened but the schema is not.
The notion of schema strength has become an important consideration in UB (especially Cognitive Linguistic) discussions of productivity because it is assumed that schemas which are strong/highly entrenched are more likely to be productive. In the case of highly entrenched instances, where the schema is weak, the pattern will not be productive. We can return to the past-tense formation in English as an illustration of this. The regular past tense morpheme in English (+ed) attaches to a great many lexical items and so the schema [PAST+ -ed] has a high type frequency. This means that the schema will be strongly entrenched and it is the reason why the pattern is productive (schema 2 in figure 6). Compare this with the pattern of irregular verbs which mark past tense by changing phonological form (e.g. ‘tear/tore’; ‘bear/bore’; ‘wear/wore’). The schema [PAST + e→o] is instantiated by only a few lexical items in English. Unless speakers have a large number of instances from which to abstract commonality, the schema will be weakly entrenched and not productive (schema 1 in figure 6).

How can the notion of schema strength help us to better understand the patterns of variation that we see in t-to-r? Although not explicitly discussed in linguistics, a great deal of work exists in the cognitive science and psychology literature which suggests that strong schemas are not only more productive; they are also more resistant to change. McNeil & Alibali (2002:661) write:

When a schema is strong, it resists change (e.g. Allport, 1954, Bartlett, 1932, Bruner, 1957, Schutzwohl, 1998). Individuals who have a strong schema have been shown to resist learning new information when it is more specific than (Adelson, 1984, Thorndyke & Hayes-Roth, 1979), not applicable to (Voss, Vesonder, & Spilich, 1980), or discrepant with (Marchant, Robinson, Anderson
& Schadewald, 1991, Markus, 1977) their current schema...Importantly, the stronger a schema is, the more resistant it is to changing (see Luchins, 1932)

Although these studies have all examined change with respect to behavioural schemas\textsuperscript{15}, the concept of a schema as a higher-level cognitive structure that both supersedes its constituent parts and endorses new environmental stimuli remains the same in linguistics. This means that the notion that strong schemas resist change should also be applicable to linguistic schemas. By combining ideas from schema theory in cognitive linguistics (i.e. high type frequency encourages strong schema) and cognitive science (strong schemas resist change), we should expect to find the following in the case of t-to-r in Liverpool English: (a) lexical items which occur with high type/bigram frequency will be more resistant to t-to-r because their schemas will be strongly entrenched, (b) lexical items which occur with low type/bigram frequency and high token frequency will show more evidence of the phonological reduction because their schemas will be more weakly entrenched.

This is what we find for ‘bit’ and ‘it’ in Liverpool English, illustrated in figure 7.

[INSERT FIGURE 7 HERE]

T-to-r occurs with a frequency of 83\% in the lexical item ‘bit’ in Liverpool English whereas in ‘it’ it occurs with a much lower frequency of 17\%. The frequency of t-to-r in these words is not simply a by-product of their high lexical frequency (see 3.3.1), nor is it simply a result of the frequency or strength of collocations within which these
words occur (see 3.3.2). However, both type and token frequency can influence the likely strength of any generalisations or abstractions arising from the context in which these words regularly occur in language use. Generalisations (or schemas) which are weak are unlikely to resist change. Strong schemas, by contrast, will resist change. Thus, we can perhaps account for the fact that ‘it’ resists t-to-r despite the high lexical incidence of this word because both type and token frequency are important to the strength of more abstract schemas surrounding this lexical item. Because the [i(t)#V] schema is instantiated by so many bigrams, it is strong, and so is able to resist the change from t-to-r for longer.

4. CONCLUSIONS
This paper set out to empirically test two particular hypotheses that had been proposed by Broadbent (2008) in the debate surrounding how best to model t-to-r in phonological theory. The first suggestion was that words with high token frequency are likely to show more evidence of t-to-r than words with low token frequency. This hypothesis was largely confirmed by statistical analysis and so it would appear that this particular prediction from UB phonology is borne out in Liverpool English. However, the t-to-r data from Liverpool do not show gradient frequency effects; the patterning of lexical frequency is categorical and this is difficult for a UB model to explain. The second hypothesis was that frequently occurring collocations would be more likely to favour t-to-r than less frequently occurring collocations. There was no evidence that bigram frequency, collocate strength or constituency status was a motivating factor in the realisation of t-to-r in Liverpool English.
Despite the categorical nature of the frequency effects found in these data, lexical frequency does seem to constrain variation in t-to-r in some way and so rather than abandoning our efforts to understand the relationship between phonological change and frequency, we widened our approach and in section 3.3.3 suggested the existence of a relationship between type and token frequency in words (tokens) and bigrams (types) which allow t-to-r. The suggestion here is necessarily preliminary but we hope that by incorporating research on schema strength and behavioural change from cognitive science and psychology we have been able to add an additional and potentially interesting new angle to the debate surrounding t-to-r in models of phonology.¹⁶
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### Appendix 1

<table>
<thead>
<tr>
<th>word</th>
<th>bi-gram frequency log</th>
<th>MI3</th>
<th>z-score</th>
<th>t-score</th>
<th>log-likelihood</th>
<th>dice</th>
<th>% r</th>
</tr>
</thead>
<tbody>
<tr>
<td>at a</td>
<td>1.87</td>
<td>12.7</td>
<td>1.9</td>
<td>1.7</td>
<td>3.6</td>
<td>0.01</td>
<td>33.33</td>
</tr>
<tr>
<td>at all</td>
<td>2.37</td>
<td>19.7</td>
<td>56.4</td>
<td>14.4</td>
<td>874.0</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>at home</td>
<td>2.01</td>
<td>18.9</td>
<td>66.5</td>
<td>9.9</td>
<td>602.1</td>
<td>0.04</td>
<td>40</td>
</tr>
<tr>
<td>at it</td>
<td>2.11</td>
<td>14.4</td>
<td>2.6</td>
<td>2.4</td>
<td>6.7</td>
<td>0.01</td>
<td>83.33</td>
</tr>
<tr>
<td>bit of</td>
<td>2.5</td>
<td>21.8</td>
<td>104.4</td>
<td>17.4</td>
<td>1781.3</td>
<td>0.06</td>
<td>88.24</td>
</tr>
<tr>
<td>but as</td>
<td>1.36</td>
<td>9.8</td>
<td>2.5</td>
<td>2.0</td>
<td>5.9</td>
<td>0.01</td>
<td>25</td>
</tr>
<tr>
<td>but he</td>
<td>3.13</td>
<td>19.1</td>
<td>33.0</td>
<td>14.7</td>
<td>565.8</td>
<td>0.03</td>
<td>80</td>
</tr>
<tr>
<td>but I</td>
<td>3.05</td>
<td>22.7</td>
<td>62.9</td>
<td>27.2</td>
<td>2101.8</td>
<td>0.05</td>
<td>69.23</td>
</tr>
<tr>
<td>but in</td>
<td>1.43</td>
<td>8.4</td>
<td>-3.9</td>
<td>-5.8</td>
<td>-20.0</td>
<td>0.00</td>
<td>50</td>
</tr>
<tr>
<td>but it</td>
<td>2.78</td>
<td>20.4</td>
<td>34.5</td>
<td>17.9</td>
<td>737.8</td>
<td>0.03</td>
<td>50</td>
</tr>
<tr>
<td>but it's</td>
<td>2.42</td>
<td>20.4</td>
<td>68.8</td>
<td>15.4</td>
<td>1207.5</td>
<td>0.02</td>
<td>50</td>
</tr>
<tr>
<td>get a</td>
<td>2.66</td>
<td>20.2</td>
<td>42.6</td>
<td>17.6</td>
<td>883.9</td>
<td>0.04</td>
<td>87.5</td>
</tr>
<tr>
<td>get it</td>
<td>2.56</td>
<td>18.4</td>
<td>19.7</td>
<td>12.0</td>
<td>276.9</td>
<td>0.02</td>
<td>40</td>
</tr>
<tr>
<td>get out</td>
<td>2.12</td>
<td>17.2</td>
<td>30.1</td>
<td>10.2</td>
<td>347.6</td>
<td>0.03</td>
<td>80</td>
</tr>
<tr>
<td>get up</td>
<td>2.07</td>
<td>16.3</td>
<td>21.9</td>
<td>9.0</td>
<td>226.8</td>
<td>0.02</td>
<td>25</td>
</tr>
<tr>
<td>got a</td>
<td>3.03</td>
<td>23.5</td>
<td>94.3</td>
<td>29.6</td>
<td>3250.3</td>
<td>0.08</td>
<td>77.78</td>
</tr>
<tr>
<td>got in</td>
<td>1.88</td>
<td>12.7</td>
<td>1.2</td>
<td>1.1</td>
<td>1.4</td>
<td>0.01</td>
<td>50</td>
</tr>
<tr>
<td>got it</td>
<td>2.53</td>
<td>17.7</td>
<td>11.2</td>
<td>8.3</td>
<td>106.0</td>
<td>0.02</td>
<td>60</td>
</tr>
<tr>
<td>got older</td>
<td>0.3</td>
<td>1.2</td>
<td>0.1</td>
<td>0.6</td>
<td>0.5</td>
<td>0.00</td>
<td>100</td>
</tr>
<tr>
<td>got on</td>
<td>1.69</td>
<td>11.2</td>
<td>-0.2</td>
<td>-0.3</td>
<td>-0.1</td>
<td>0.01</td>
<td>42.86</td>
</tr>
<tr>
<td>got out</td>
<td>1.56</td>
<td>11.1</td>
<td>3.2</td>
<td>2.5</td>
<td>9.0</td>
<td>0.01</td>
<td>75</td>
</tr>
<tr>
<td>it a</td>
<td>2.1</td>
<td>12.1</td>
<td>-15.6</td>
<td>-29.9</td>
<td>-355.0</td>
<td>0.01</td>
<td>12.5</td>
</tr>
<tr>
<td>it all</td>
<td>2.42</td>
<td>17.2</td>
<td>12.9</td>
<td>8.8</td>
<td>130.2</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>it is</td>
<td>3.01</td>
<td>22.4</td>
<td>60.6</td>
<td>26.0</td>
<td>1904.5</td>
<td>0.05</td>
<td>22.22</td>
</tr>
<tr>
<td>it on</td>
<td>2.6</td>
<td>18.2</td>
<td>12.1</td>
<td>9.0</td>
<td>122.3</td>
<td>0.02</td>
<td>15.34</td>
</tr>
<tr>
<td>it out</td>
<td>2.44</td>
<td>17.8</td>
<td>18.9</td>
<td>11.0</td>
<td>244.6</td>
<td>0.02</td>
<td>33.33</td>
</tr>
<tr>
<td>it up</td>
<td>2.51</td>
<td>18.1</td>
<td>18.9</td>
<td>11.4</td>
<td>253.3</td>
<td>0.02</td>
<td>0</td>
</tr>
<tr>
<td>lot of</td>
<td>2.6</td>
<td>23.2</td>
<td>154.9</td>
<td>19.5</td>
<td>2722.8</td>
<td>0.08</td>
<td>59.57</td>
</tr>
<tr>
<td>not a</td>
<td>2.23</td>
<td>15.9</td>
<td>10.5</td>
<td>7.1</td>
<td>85.1</td>
<td>0.01</td>
<td>72.72</td>
</tr>
<tr>
<td>put in</td>
<td>1.93</td>
<td>14.8</td>
<td>13.5</td>
<td>6.9</td>
<td>107.7</td>
<td>0.01</td>
<td>83.33</td>
</tr>
<tr>
<td>put it</td>
<td>2.7</td>
<td>20.9</td>
<td>55.5</td>
<td>19.6</td>
<td>1306.7</td>
<td>0.03</td>
<td>61.54</td>
</tr>
<tr>
<td>put up</td>
<td>1.32</td>
<td>10.0</td>
<td>3.7</td>
<td>2.6</td>
<td>11.2</td>
<td>0.01</td>
<td>50</td>
</tr>
<tr>
<td>that had</td>
<td>1.3</td>
<td>8.4</td>
<td>-3.5</td>
<td>-5.1</td>
<td>-16.2</td>
<td>0.00</td>
<td>50</td>
</tr>
<tr>
<td>that I</td>
<td>1.48</td>
<td>15.4</td>
<td>-13.7</td>
<td>-20.2</td>
<td>-245.8</td>
<td>0.01</td>
<td>50</td>
</tr>
<tr>
<td>what a</td>
<td>2.04</td>
<td>13.2</td>
<td>-2.4</td>
<td>-2.8</td>
<td>-6.7</td>
<td>0.01</td>
<td>75</td>
</tr>
<tr>
<td>what I</td>
<td>2.83</td>
<td>20.1</td>
<td>21.9</td>
<td>14.6</td>
<td>375.3</td>
<td>0.03</td>
<td>75</td>
</tr>
<tr>
<td>what it</td>
<td>2.41</td>
<td>16.2</td>
<td>1.3</td>
<td>1.3</td>
<td>1.7</td>
<td>0.01</td>
<td>90.92</td>
</tr>
</tbody>
</table>
FIGURES

Figure 1: Percentage of variants of word final, intervocalic (t) across 90 years of Liverpool English in apparent time (N=1090). The difference in proportion of t-to-r across both groups of speakers is significant (Fisher’s exact test: P = 0.0001**).
Figure 2: Correlation between (log) lexical frequency and percentage of t-to-r for each t-to-r candidate word in Liverpool English archive data
Figure 3: Correlation between (log) lexical frequency and percentage of t-to-r for only those words which allow t-to-r in Liverpool English archive data
Figure 4: graph displaying frequencies of t-to-r in those bi-grams which are part of a syntactic constituent and those which are not.
Figure 5: Frequency of occurrence of t-to-r for each lexical item in Liverpool archive data.
Figure 6: The relationship between frequency and schema strength (adapted from Taylor 2002: 276)
Figure 7: The relationship between frequency and schema strength in Liverpool English t-to-r.
### TABLES

<table>
<thead>
<tr>
<th>Measure of collocate strength</th>
<th>Pearson’s r</th>
<th>P value</th>
<th>Spearman’s r</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI3</td>
<td>0.026</td>
<td>0.441</td>
<td>0.098</td>
<td>0.286</td>
</tr>
<tr>
<td>z-score</td>
<td>0.146</td>
<td>0.198</td>
<td>0.115</td>
<td>0.252</td>
</tr>
<tr>
<td>t-score</td>
<td>0.162</td>
<td>0.173</td>
<td>0.101</td>
<td>0.280</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>0.185</td>
<td>0.140</td>
<td>0.110</td>
<td>0.262</td>
</tr>
<tr>
<td>Dice</td>
<td>0.115</td>
<td>0.252</td>
<td>0.112</td>
<td>0.257</td>
</tr>
</tbody>
</table>

Table 1: Correlations between t-to-r and collocate strength using parametric and non-parametric measures
<table>
<thead>
<tr>
<th>word</th>
<th>no of instances of each word in Liverpool corpus</th>
<th>no of different bigrams in which each word occurs in Liverpool corpus</th>
<th>% t-to-r</th>
</tr>
</thead>
<tbody>
<tr>
<td>it</td>
<td>83</td>
<td>27</td>
<td>16.7</td>
</tr>
<tr>
<td>at</td>
<td>36</td>
<td>9</td>
<td>30.5</td>
</tr>
<tr>
<td>let</td>
<td>7</td>
<td>5</td>
<td>42.86</td>
</tr>
<tr>
<td>that</td>
<td>43</td>
<td>16</td>
<td>50</td>
</tr>
<tr>
<td>lot</td>
<td>49</td>
<td>3</td>
<td>57.14</td>
</tr>
<tr>
<td>put</td>
<td>31</td>
<td>8</td>
<td>58.06</td>
</tr>
<tr>
<td>but</td>
<td>93</td>
<td>19</td>
<td>62.4</td>
</tr>
<tr>
<td>got</td>
<td>75</td>
<td>16</td>
<td>65.33</td>
</tr>
<tr>
<td>what</td>
<td>47</td>
<td>12</td>
<td>70.22</td>
</tr>
<tr>
<td>not</td>
<td>25</td>
<td>11</td>
<td>72</td>
</tr>
<tr>
<td>get</td>
<td>64</td>
<td>14</td>
<td>75</td>
</tr>
<tr>
<td>bit</td>
<td>18</td>
<td>2</td>
<td>83.33</td>
</tr>
</tbody>
</table>

Table 2: Frequency of occurrence of each t-to-r word and bigram in the Liverpool English corpus.
FOOTNOTES

1 We gratefully acknowledge the financial support of the Economic and Social Research Council, grant number XXXXXXXXX. Additional acknowledgements to follow...

2 Broadbent (2008: 156) suggests that the rise of t-glottaling in West Yorkshire led to the restricted pattern of t-to-r in present day use.

3 In the data analysed in this paper, word-final intervocalic /t/ is realised as a glottal stop with a marginal frequency of just 4%.

4 This section is not intended to be an extensive review of all available t-to-r literature (see Broadbent 2008 for a more thorough overview, including sociolinguistic and historical accounts of t-to-r).

5 See Docherty et al (1997) on the methodological issues that surround using corpora of conversation to explore phonological knowledge.

6 As in Tyneside (Carr 1991; Docherty et al 1997), there are occasional occurrences of t-to-r word medially in WY.

7 Broadbent (2008: 161) is not clear on how to handle the lexical item ‘that’ which seems ‘only to be related to the other words by virtue of the fact that it can appear with t-to-r’.

8 See [project web page removed for blind review]

9 These recordings were kindly donated by the North West Sound Archive.

10 See http://www.lat-mpi.eu/tools/elan/

11 Bybee’s work on lexical frequency effects in linguistics is vast and so in the interests of space, we only deal with those proposals which are discussed in detail by Broadbent (2008).

12 We explore in further detail precisely which words favour and disfavour t-to-r in section 3.3.3. As we will see, the words which favour t-to-r do not fall into natural linguistic categories (e.g. there are no nominal vs verbal or function vs lexical patterns to these data).
This is an oversimplification and there are of course differences in the degree of abstractness that different phonologists allow for but it is fair to say that most models of generative phonology continue to assume that morphemes and words which can be generated by automatic rules are not stored in the lexicon (see Booij 2009 for a detailed discussion of lexical storage in generative models of phonology).

Each measure of collocational strength has its own advantages and drawbacks and so it is impossible to state which method is ‘best’ (e.g. some measures attach more importance to low frequency collocations, others bias high frequency collocates). For this reason, we measured collocational strength using five different tests: MI3, z-score, t-score, log likelihood, DICE (see Hoffmann et al 2008).

McNeil & Alibali (2002) deal particularly with mathematical schemas and show that school children with a strongly entrenched maths additional schema (3+4+5 =12) have more difficulty understanding maths equivalence problems (3+4+5= 3+_) than those with a more weakly entrenched maths additional schema.

Before we impose too much weight on the strength of these findings, it is necessary for us to exercise some caution in our interpretation. First, although our efforts to empirically test the predictions of Broadbent (2008) employed almost 700 tokens, our corpus is still in the early stages of compilation and this has limited our ability to include more data from a greater number of speakers. Second, much has been made recently of the various measurements available for conducting work on lexical frequency and language change (see Clark & Trousdale 2009). The lack of a single ‘correct’ method has led to a plethora of different techniques being used in linguistic research. Our preferred method would have been to take frequency counts from our own corpus of Liverpool speakers but this was largely impossible possible because of its size. Instead we took frequency counts from the spoken, demographically sampled, northern component of the BNC in an effort to replicate the frequency with which these lexical items would have been used by our speakers. Each of these
limitations will be addressed in future work, which will be based on a much larger data set as our Liverpool English corpus grows.

17 This diagram necessarily over-simplifies the process of linguistic category formation; it should therefore be borne in mind that this is simply a short-hand way of representing this process.