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The Proton on Hydrogen collision problem is treated in the time-dependent formalism using a new self-consistent nuclear trajectory model in conjunction with a simple semi-classical approximation. In this method the nuclear trajectory is dependent on the time-evolution of the electronic wavefunction which is described by a basis of $H_2^+$ eigenfunctions. The small-energy, large scattering angle region is well described in this way and agreement with available experimental data is obtained. The inclusion of the semi-classical approximation and the use of a larger molecular basis than hitherto employed allow these limits to be quite reasonably extended to describe the small angle and moderate energy region also.

Results of charge exchange probabilities and differential-scattering cross-sections in the range 150-1000 e.v. (lab. energy of incident proton beam) are presented along with some inelastic calculations on excitation into the Hydrogen 2p±1 and 2s states. It is further shown that the inclusion of the Gerd (2S, 3D) in the basis set has a significant effect on the results obtained for collision energies of 700 e.v. and 1 kev.

A new numerical method is described which enables very rapid computation of all quantities required for the basis set, and leads to quick and simple integral calculations.
The experimental work of Heibig & Everhart (Ref. 1) (which was verified and improved by Houver, Barat & Fayeton (Ref. 2)) with Proton and Hydrogen collisions, has led to many theoretical studies of this problem. The work of Bates et. al. (Refs. 3,4,5) are typical of earlier efforts where the nuclear motion was assumed to be classical and in straight lines (Impact Parameter Approximation, I.P.A.). This motion was treated as a perturbation on the electronic wavefunction which was solved in the Time-Dependent formalism.

The electronic wavefunction is usually described by a basis set of either atomic or molecular eigenfunctions of the stationary system; the technique being referred to as the method of Perturbed Stationary States (PSS). An expansion in molecular eigenfunctions is best used in the case of low energy collisions because, for a period of time in these collisions, the electron cannot be said to belong either to the target nucleus or to the incident nucleus. Obviously a large enough atomic basis set could describe such a situation but the time required for a computation would be very large.

The early results, using the I.P.A. and a two state molecular expansion (1S0g, 2p0µ) to describe the electronic motion, were in qualitative agreement with experiment but failed to predict with any accuracy either the heights
or the positions of the extrema in the charge exchange probability curves.

Bates & Williams (Ref. 5) found that including the effect of the rotation induced coupling between the $2p\sigma\mu$ and $2p\pi\mu$ molecular states gave much better quantitative agreement with experiment by damping and altering the phase of some of the theoretical charge exchange oscillations.

The $E,\theta$ range (where $E$ is lab. energy of incident proton beam and $\theta$ is lab. frame scattering angle) where this particular approach gave best accord with experiment was $500 < E < 1000$ e.v., $\theta \approx 3^\circ$.

Explanations of the small angle, low energy deviations came from F.J. Smith (Ref. 6), Marchi & F.T. Smith (Ref. 7) and F.T. Smith (Ref. 8), who showed that the error was inherent in the classical nuclear path approximation. It is the quantum-mechanical or wave-effect of the nuclear motion which gives rise to almost all of the damping of charge exchange curves in this region. The theoretical results that lead to this conclusion are in fact present in the very early papers of Mott (Ref. 9) and of Massey & Smith (Ref. 10).

This effect has been taken into consideration in the work of McCarroll & Salin (Ref. 11) which has lead to the results published by McCarroll, Piacentini & Salin (Ref. 12). They have used an Eikonal approximation where the classical limit of the Time-Independent
The Schrödinger equation for the whole system is coupled with the classical electronic transition amplitudes calculated in the I.P.A. This work, along with the inelastic calculations of Chidichimo-Frank & Piacentini (Ref. 13) using the same method, are inaccurate in the moderate scattering angle region due to the straight line trajectory approximation. The high energy, large angle inaccuracies are caused firstly by high energy non-adiabatic effects appearing which are not described by a simple molecular basis set of three states, and secondly by failure to take any account of the bending of the trajectories at moderate to large scattering angles.

The first of these problems was first investigated by Bates (Ref. 3) who multiplied each of his molecular basis functions by a velocity dependent term to make the resulting functions eigenfunctions of the total system for infinite separations. This allows for the effect of the relative motion between colliding centres in the asymptotic limit. In part, these terms were to account for the so called "Momentum-Transfer" effects when the target electron was picked up by the incident proton. Rosenthal (Ref. 14) has pointed out that the introduction of these velocity dependent terms is purely to correct for the error caused by using a small basis set. Gaussorgues & Salin (Ref. 15) using an atomic basis set have shown that these velocity dependent effects are negligible below incident energies of 5 Kev.

The second problem, namely taking correct account
of the bending of the nuclear trajectories, is related
to the first problem but becomes more important at low
energies and moderate to large scattering angles.
The difficulty surrounding the whole problem is
understandable when the case of an inelastic transition
is considered. If a Time-Dependent solution is
attempted the difficulty is in correctly choosing
classical trajectories for particular reaction
channels, and for the Time-Independent equivalent, the
difficulty lies in choosing a potential (since the
wavefunction is changing in time then so too is the
potential).

In the interesting paper of Knudson and Thorson
(Ref. 16) a Time-Dependent method is presented where
the electronic wavefunction is separated into a
gerade half \(1\Sigma_g^+\) and an unge\(\tau\)ed half \(2\Pi_u, 2\Pi_u\),
and each half is solved for along its own Time-Independent
classical trajectory. However it was found that the
"inelastic phases" predicted by this approximation
were inaccurate and had to be replaced by those
calculated in a Time-Independent method. This particular
Time-Dependent approach fails in the small energy, large
scattering angle region due to the constant potentials
used to solve for the nuclear motions. An explanation
of this error is presented in the next few paragraphs.

Gaussorgues et. al. (Refs. 17 & 18) have presented
a Time-Dependent method which relies on the physical
reasoning that in large angle scattering, the scattering
force is predominantly due to the repulsion between the
nuclear centres, and is comparatively unaffected by the changing electronic wavefunction.

It can be seen that this method has a lower limit because at small energies, despite the fact that large angle scattering may be involved, the nuclear scattering is significantly influenced by the way in which the electronic wavefunction evolves in time. This limit is illustrated in the paper (Ref. 18) where a discrepancy of 30% is noted for a scattering angle of 20° in a collision of 100 e.v. It is this small-energy, large to moderate scattering angle region which my method best describes.

To reiterate, the Eikonal Approximation using the I.P.A., (Ref. 11) accurately describes the small-energy, small scattering angle region where straight line classical behaviour and nuclear quantum-mechanical effects are predominant, whereas the Common-Trajectory method of Gaussorgues et. al. (Refs. 17 & 18) predicts accurately the experimental results in the small-energy, very large scattering angle regions where the nuclear-nuclear forces can be expected to provide for almost all of the scattering force. Neither of these two methods adequately describe the small-energy, moderate to large scattering angle region due to their not considering the mutual dependence between the electronic wavefunction and the nuclear trajectories. To elaborate; firstly, the solution of the electronic wavefunction is quite sensitive to variations in the bending of the classical trajectories, and secondly, the potential giving
rise to this bending is significantly dependent on the variations of the evolving electronic wavefunction.

To fill this gap I have developed a technique which solves for both the classical nuclear trajectory and the time evolution of the electronic wavefunction together in a self-consistent fashion.

The main approximation inherent in the method is the solution of the entire electronic wavefunction subject to the constraint of only one classical nuclear trajectory. In the $\theta$ range considered this approximation is reasonable as the classical trajectories associated with each contributing basis function do not differ markedly from the self-consistent trajectory. In addition, the "inelastic phase" predictions are quite accurate which is in contradistinction to the results of the dual-trajectory model proposed by Thorson et. al. (Ref. 16).

To facilitate the calculation of differential scattering cross-sections and to predict the low-energy, small angle damping in the charge oscillation curves previously mentioned, I have developed a semi-classical approximation which was derived from the work of Marchi & F.T. Smith (Ref. 7) and of F.T. Smith (Ref. 8). The contributing state electronic phases are introduced into this approximation from the solution of the electronic wavefunction along the self-consistent trajectory.

In the moderate energy region, where inelastic transitions (other than that to the $2p_{\perp\perp}$ state) occur,
I have employed a molecular eigenfunction basis set which, at most, included the 1sσg, 2pπv, 2σg, 3pπv, 2pσv, 3σg, 3pσv and 3σg states. The extra Gerar1 basis functions were included to account for any radially induced excitations present at higher energies, due to the neglect of velocity dependent translation factors in this work. It has been found that the inclusion of the states 2σg & 3σg in the basis set has a significant effect on the results for a collision energy of 1 KeV and gives better agreement with experiment than hitherto obtained. However, the neglect of any velocity dependent terms has led to some non-physical oscillations occurring which give rise to unreliable higher state excitation calculations.

In the next section the reasoning leading up to the self-consistent trajectory approximation is enlarged upon and the equations to be solved are derived. The semi-classical approximation and some theoretical justification for its use are presented in Section III followed by Section IV which deals with the numerical algorithm used to construct the basis set and also with some computational details of the problem. In Section V the results of this research are graphed along with those of several other theoretical approaches and experiments, and a discussion of the results is presented.
The basic premise implicit in all theoretical collision studies employing approaches along the lines of the PSS approximation, was presented in the half-century old work of Born and Oppenheimer (Ref. 19). The main reasoning behind that work is that if there are slow relative movements between nuclei in molecules (a slow ion-atom collision is an example of this) then the electronic wavefunction will adjust itself instantly to these movements since the electron moves so very much faster than the nuclei. This assumption is the basis of an approximation which is usually known as the zeroth-order Born Oppenheimer (B.O.) approximation since it is formally the result of truncating a perturbation expansion in \( \left( \frac{m}{M} \right)^{1/2} \) to the zeroth order term where \( m/M \) is the ratio of electronic to nuclear mass. When this approximation is applied to cases where the electronic wavefunction does not undergo transformations to higher states but instead alters itself to adjust to the slow nuclear movements, it is often referred to as the adiabatic approximation. If this B.O. approximation is applied to the collision problem, the total wavefunction becomes separable into a simple product of electronic and nuclear components. This separation leads to the method of solution where the solutions to the electronic equations are used to calculate an effective potential in which the nuclear motion may be solved.

Thus the total wavefunction may be written as,

\[
\Psi (\bar{R}, \bar{r}) = \Psi (\bar{R}) \psi (\bar{R}, \bar{r})
\]
where \( \psi(\vec{R}, \vec{r}) \) is the electronic wavefunction and \( F(\vec{R}) \) is a function of the nuclear variables only. (All electronic and all nuclear coordinates are represented by \( \vec{r}, \vec{R} \) respectively).

Mott (Ref. 9) showed that very little error was incurred in simple collision theory by assuming that the nuclei could be treated as infinitely heavy particles. This discovery led naturally to the Impact Parameter Approximation (I.P.A.) where the nuclei are treated as classical particles and travel undeviated at constant velocity along straight lines during an interaction.

When the I.P.A. is applied in solving the Proton on Hydrogen collision, the electronic wavefunction is usually expanded in a basis set of molecular eigenfunctions:

\[
\psi(t, \vec{r}) = \sum_{n} a_n(t) \mu_n(t, \vec{r}) e^{-i \int_{0}^{t} E_n(\tau) d\tau}
\]

\( n = 1, 2, \ldots \) number of basis functions \( N \),

where the \( a_n \) are time dependent coefficients and the \( E_n \) & \( \mu_n \) are respectively, eigenenergies and eigenfunctions of the electronic Hamiltonian. The change in variable from \( \vec{R} \) to \( t \) in the electronic wavefunction is because time is the independent variable in this approach and the nuclear coordinates, \( \vec{R} \), may be extracted from the particular time-dependent straight-line trajectory chosen. Velocity dependent terms have here
been ignored for simplicity. This wavefunction is solved by substitution into the Time-Dependent Schrodinger equation:

\[ H\psi(\vec{r},t) = i\hbar \frac{d\psi(\vec{r},t)}{dt} \]

where \( H \) is the electronic Hamiltonian of the system and is dependent on the internuclear separation \( R \), but not on the time rate of change of \( R \). Given the incident nucleus trajectory \( \vec{R}(t) \), the problem is to solve for the electronic wavefunction after the collision is over in order to calculate the probability of charge transfer. It turns out that a simple superposition of the eigenfunctions \( 1s_0g \) & \( 2p\sigma_w \) \((\mu_1 & \mu_2)\) accurately gives the wavefunction of an electron in the \( 1s \) Hydrogenic state about the target nucleus for large internuclear separations, \( R \). Thus:

\[ \psi_{1s}(\vec{r}) = \frac{1}{\sqrt{2}} \left( \mu_1(R, \vec{r}) + \mu_2(R, \vec{r}) \right) \]

is the ground state wavefunction of an electron centred about the target nucleus. Equation (3) is integrated in time subject to the initial conditions at \( t=0 \) that,

\[ a_1 = 1/\sqrt{2} + i0 \quad \text{and,} \]

\[ a_2 = 1/\sqrt{2} + i0 \]

where the subscripts 1 & 2 apply respectively to the
eigenfunctions $1S\sigma g$ & $2p\sigma u$. It should be noted that
the coefficients $a_n$ are complex. The initial conditions
(5) are chosen to correctly localize the electron
around the target nucleus in the $1S$ Hydrogenic state.

When the substitution of (2) into (3) is carried
out and if only a two state approximation involving states
1 & 2 is used (noting the orthonormality of the $\mu_n$'s),

$$a_m(t) = 0 , m = 1, 2, \quad (6)$$

for all time and thus the solution of the wavefunction
(2) is subject only to the evaluation of the terms:

$$e^{-i\int_0^t E_n(\tau) d\tau}, n = 1, 2 \quad (7)$$

along the particular straight line trajectory chosen.
The solution of the problem is completed by using the
inner product between the final wavefunction (2) and
the wavefunction (4) to calculate the probability of
charge exchange. This probability, $P_{EX}$ is given by:

$$P_{EX} = 1 - |<\phi_{1S}|\psi(\infty, \tau)>|^2 \quad (8)$$

since the term, $|<\phi_{1S}|\psi(\infty, \tau)>|^2$ gives the probability
that the electron stays on the target atom. Since the
potential energy curves associated with states 1 & 2
are different (Appendix II), the two terms (7) will
usually differ, which leads to a particularly simple
partial explanation for the existence of the charge
exchange oscillations and qualitative agreement with experiment.

When a larger basis set is employed and if a transformation to the rotating centre of mass frame is carried out, equations (6) become:

$$a_m(t) = \sum_n a_n(t) (i\hbar (\mu_m | L \rangle | \mu_n > - V(\mu_m | \frac{d\mu_n}{dR} \rangle) e^{-i\int_0^t (E_n(\tau) - E_m(\tau))d\tau},$$

for $n = 1, 2, \ldots, N$.

Dirac's Bra and Ket notation is used. Here $\theta(t)$ is the angular velocity of the rotating frame with respect to the lab frame, $V(t)$ is the time rate of change of the internuclear separation $R(t)$, and $L$ is the usual angular momentum operator. Equations (9) are integrated along a classical nuclear straight line trajectory while all dynamical variables and the internuclear separation at which the basis set is to be evaluated, are derived from that trajectory.

The rotation induced coupling is one of the most important mechanisms involved in predicting the experimental results and much work has been done to incorporate it into theoretical approaches to the problem.

Bates & Williams (Ref.5) and McCarroll, et. al. Refs. (12,29) have published work which includes the rotation coupling in an I.P.A. approach. However, the straight line trajectory approximation fails where large scattering angles are involved, as could be expected. The error introduced through not taking account of the
bending of the classical trajectories for collision energies in the range .1 - 1 Kev and scattering angles greater than $4^\circ$, may be seen in the results published in (Refs. 12 & 18).

The physical reason explaining this error came from Knudson & Thorson (Ref. 16) who pointed out that the straight line trajectory samples the region of strong coupling (between $2p_s\mu$ & $2p\pi\mu$ states) much more than does the correct trajectory. The strong coupling region occurs for small internuclear separations (see integral graphed in Appendix II) and it is for such separations that the nuclear repulsive forces cause the incident nucleus to be at least partly repelled from the target leading to lesser coupling than that predicted by a straight line trajectory. One other difficulty involved with the I.P.A. is the ambiguity implied in obtaining a scattering angle from a straight line, particularly for large angles.

Bates & Sprevak (Ref. 20) have presented a method based on the work of Bates & Crothers (Ref. 21) which describes very large angle scattering and is very similar to the work of Gaussorgues et.al. (Ref. 17) discussed in the introduction. Bates & Sprevak in a Time-Independent approach have used for their potential an average of the $1s\sigma_g$ & $2p\pi\mu$ potentials, an approximation which fails in the low energy, moderate to large scattering angle region for the same reason as does the work of Gaussorgues et. al. (Refs. 17 & 18). The reason is that in this region it is no longer an accurate approximation.
to calculate the potential which determines the nuclear motion regardless of the variations in time of the electronic wavefunction.

Knudson & Thorson (Ref. 16) have done some Time-Dependent calculations and though their results are good for small angles and small energies, the method is inaccurate for larger scattering angles because of the constant potential approximation used for the nuclear scattering. To obtain reliable results in the small-energy, moderate to large scattering angle region, a method is required which solves for both the nuclear motion and the electronic wavefunction without any constant potential approximations.

I have developed a method which meets these requirements where the incident nucleus is assumed to move along a single classical trajectory which has been found by using the time-evolution of the electronic wavefunction to give a time varying potential. The first step in obtaining a solution to a particular collision is to guess a probable nuclear classical trajectory given the initial conditions of incident energy, E and impact-parameter, ρ. The time-dependence of the electronic wavefunction is determined along the guessed trajectory using equations (5 & 9), and this time-dependence is used in calculating a time varying potential which leads to a better guess for the nuclear trajectory. The force on either the target or the incident nucleus at any time is given by:
\[ F(t) = \sum_n |a_n(t)|^2 \left( \frac{\partial E_n}{\partial R}(t) - \frac{1}{R^2} \right). \]  

The whole process is then repeated using the newly calculated trajectory and so on until the final electronic wavefunction obtained does not vary from iteration to iteration by more than a certain tolerance. As an indication of the speed of the method, I have found that for all collisions attempted, convergence to better than 1% was reached after only two iterations. Given an incident energy \( E \), and an impact-parameter \( p \), a calculation using the self-consistent trajectory method gives a scattering angle \( \theta \), and a solution to the electronic wavefunction (equation 2). For computational details involved in this section see (appendix I).

The results obtained as described may be used directly in the calculation of charge exchange probabilities as in eqtn. (8) but those results do not predict the low-energy, small to moderate angle damping which is experimentally observed and they do not directly lead to calculations of differential-scattering cross-sections (DSCS). To cover these inadequacies some effort must be made to include the quantum-mechanical effect of the nuclear motion.
SECTION III

THE SEMI-CLASSICAL APPROXIMATION

In theoretical investigations of experimental results it is important not to lose sight of the simple physical aspects of the problem considered. The observables associated with the proton on Hydrogen experiment are the incident beam energy \( E \), and the scattering angle \( \theta \). In the straight-line trajectory studies of Bates et. al. (Refs. 3,4,5) a quantity \( \rho \) (the impact parameter) is introduced and placed on the same footing as accorded the experimental observables \( E \) & \( \theta \). Their method of solution is to decide upon the initial conditions, \( \rho \) & \( E \) for a particular collision trajectory and these lead simultaneously to a unique solution of the electronic wavefunction and to a unique scattering angle \( \theta \). The physical implication of this model is that all protons observed to scatter through an angle \( \theta \) result from identical collision trajectories, (each characterised by the same impact - parameter \( \rho \)) and possess the same observable electronic properties. An obvious example where this implication is not valid is the case of very low energy collisions (\( \leq 15 \text{ e.v.} \)) where the De Broglie wavelength of the incident proton is comparable to the spatial variation of the scattering potential. In such cases a wavepacket description of the incident proton is required as opposed to the classical point model.
In the energy range of interest (.1 to 1KeV) it is the zeroth order Born-Oppenheimer approx. (eqtn. 1) which leads to the incorrect notion that there is a unique one-to-one dependence between $\rho$ & $\theta$ for a particular collision energy $E$. It turns out that if the full quantal treatment of the problem is reduced to a semi-classical approximation, then the scattering observed at an angle $\theta$ may result from several different classical trajectories each characterised by the same angle $\theta$. Thus, in a two state approximation using the lsog & 2p\sigma u states, contributions to the scattering calculated at a particular scattering angle $\theta$ will generally come from two different classical trajectories, each characterized by its own impact parameter, $\rho_1$ & $\rho_2$ respectively. I shall now go through the reasoning which leads to this result. The works of F.T. Smith (Ref. 8) and of Marchi & Smith (Ref. 7) have contributed significantly to this section.

In a higher order approximation the total wavefunction is written:

$$\Psi(\vec{R}, \vec{r}) = \sum_n \sum_{\mu} \psi_n(\vec{R}) \nu_n(\vec{R}, \vec{r}),$$

$$n = 1, 2, \ldots, N,$$  \hspace{1cm} (10)

(where all variables are as before) instead of the approximation of eqtn. (1). If this wavefunction is affected by a scattering potential the resultant scattered wave is normally described by:
\[ \psi_{\text{total}} = N^{-\frac{k}{2}} R^{-1} e^{i k R} \sum_{n} \mu_n (R, r) \]

\[ n = 1, 2, \ldots, N, \]

where \( e^{i k R}/R \) is a spherical wave and the \( \mu_n \)'s are the quantal scattering amplitudes. For simplicity eqtn. (11) is reduced to a two state expansion including the \( 1s_{1/2} \) and \( 2p_{3/2} \) states only:

\[ \psi_{\text{total}} = 2^{-\frac{k}{2}} R^{-1} e^{i k R} (\mu_1 (R, r) + \mu_2 (R, r)) \]

The next step in the solution is to associate a physical quantity with these scattering amplitudes, thus:

\[ \sigma_1 (\theta, E) = |\mu_1 (\theta, E)|^2 \]

is known as the Differential Scattering Cross Section (DSCS) for scattering into state 1, and is an observable quantity. How might it be observed?

Some necessary results and equations derived from the previous section are now presented. Rewriting eqtn. (4),

\[ \phi_A = \frac{1}{\sqrt{2}} (\mu_1 + \mu_2), \]

\[ \phi_B = \frac{1}{\sqrt{2}} (\mu_1 - \mu_2), \]

where \( \phi_A \) & \( \phi_B \) are ground state hydrogenic wavefunctions
centred around the target nucleus and the incident nucleus respectively. If the substitution,

$$\eta_n = - \int_0^t E_n(\tau) d\tau , \quad n = 1, 2,$$

is put into eqtn. (7) then eqtn. (8) becomes,

$$P_{EX} = \frac{1}{2} [1 - \cos(\eta_1 - \eta_2)],$$

(16a)

and

$$P_D = \frac{1}{2} [1 + \cos(\eta_1 - \eta_2)],$$

(16b)

where $P_D$ is the probability of direct scattering and $(\eta_1 - \eta_2)$ is referred to as the phase difference between states 1 & 2.

Following F.T. Smith (Ref. 8) the concept of the classical action is introduced. Given a particular scattering event whose classical trajectory is known there is a corresponding action,

$$S = \int \bar{P} \cdot d\vec{q},$$

(17)

where $\bar{P}(\vec{q})$ is the momentum along the trajectory. For the equivalent classical trajectory without interaction the action is,

$$S_0 = \int \bar{P}_0 \cdot d\vec{q}_0,$$

(18)
which gives the overall collision action,

\[ A = S - S_0 \]  \hspace{1cm} (19)

If a collision between two protons occurs subject only to a \( lSag \) potential,

\[ V_1(R) = E_1(R) - E_1(\infty) + 1/R^2 \]  \hspace{1cm} (20)

the collision action along the resultant classical trajectory can be calculated. Given two such collisions derived from the \( lSag \) & \( 2p\sigma \mu \) potentials, two collision actions \( A_1 \) & \( A_2 \) may be obtained. Marchi & Smith (Ref. 7) have shown that provided the scattering angles associated with the \( A_1 \) & \( A_2 \) are the same, \( \theta_{\text{scat}} \) for example, then

\[ (A_1 - A_2) = (\eta_1 - \eta_2) \]  \hspace{1cm} (21)

to second order in the function,

\[ (V_1(R) - V_2(R))/E \]

where the \( V \)'s are as defined in (20) and \( E \) is the collision energy. It should be noted that the classical phases \( \eta \)'s used in eqtn. (21) were calculated using an average potential,

\[ V_{\text{avg}} = \frac{1}{2}(V_1(R) + V_2(R)) \]  \hspace{1cm} (22)
to determine the nuclear motion and the scattering angle \( \theta_{\text{scat}} \), and not a straight line trajectory.

A simple physical explanation of the agreement shown in eqtn. (21) is given if eqtn. (17) is examined. The quantity \( S/h \) gives the number of De Broglie wavelengths along a particular classical trajectory and if two actions like \( A_1 \) & \( A_2 \) are combined the effect is very similar to the interference resulting from the superposition of two waves. Thus the combination of two totally classical quantities, i.e. action integrals, and the use of two contributing trajectories, leads to qualitative agreement with experiment by producing oscillations. Eqtn. (12) may be rewritten thus,

\[
\Psi_{\text{total}} = e^{i k R/2R} ((f_1 + f_2) \phi_A + (f_1 - f_2) \phi_B)
\]

using eqtns. (14), leading to the DSCS's for direct scattering and charge exchange,

\[
\sigma_{\text{EX}} = \frac{1}{4} |f_1 - f_2|^2 , \quad (24a)
\]

\[
\sigma_{\text{D}} = \frac{1}{2} |f_1 + f_2|^2 . \quad (24b)
\]

In approaches using the I.P.A., the predictions for probability of charge exchange \( P_{\text{EX}} \), are undamped in the small-energy, small-scattering angle region (see eqtns. 16) whereas here,

\[
P_{\text{EX}} = \frac{\sigma_{\text{EX}}}{\sigma_{\text{D}} + \sigma_{\text{EX}}} , \quad (25)
\]
can only be undamped if $|f_1| = |f_2|$.

The scattering amplitude $f$, is a quantum mechanical term but to be consistent with the correspondence principle, it should have a classical limit, let this be

$$f_{\text{classical}} = \exp(iA/\hbar) \quad (26)$$

(using eqtn. (19)) since in the high-energy, or classical nucleus region, the charge exchange oscillations still exist and are predicted by eqtn. (26) but the nuclear quantum-mechanical damping is no longer present. If the full-quantal scattering amplitude is written:

$$f = \exp(iAq/\hbar) \quad (27)$$

then $Aq$ may be expanded,

$$Aq = A + \hbar A_1 + \hbar^2 A_2 + \ldots \quad (28)$$

and thus $A$ is the classical limit of $Aq$ and leads to eqtn. (26). However, since the quantal DSCS is given by $|f|^2$, then it would be reasonable to expect the classical approximation of $f$ to lead to a classical DSCS. The classical DSCS is given by,

$$\sigma_C(\theta,E) = -\frac{\hbar \partial}{\sin \theta} \frac{\partial F}{\partial \theta} \quad (29)$$

as seen in Ref. (22), and if $F$ is the classical approximation of $f$ then would expect,
\[ \sigma_c(\theta,E) = |F|^2 \] (30)

This is achieved by setting the imaginary part of \( A_1 \) to,

\[ \Im(A_1) = \frac{1}{2} \log_e \sigma_c \] (31)

(The real part of \( A_1 \) and its consequences is dealt with by Ford and Wheeler (Ref. 30), but it has no part in this research.) This gives, to first order in \( \hbar \), a classical scattering amplitude,

\[ F(\theta,E) = \sigma_c^{\frac{1}{2}} \exp(iA/\hbar) \] (32)

The classical approximations to the \( f_1 \) & \( f_2 \) of eqtn. (12) may be written,

\[ f_n(\theta,E) = \left( \frac{-\rho_n}{\sin \theta_n} \times \frac{\partial \rho_n}{\partial \theta} \right)^{\frac{1}{2}} \exp(iA_n/\hbar) \quad n = 1, 2, \] (33)

where the relationship between \( \rho_n \) & \( \theta_n \) is determined classically using the potential \( V_n(R) \) given by eqtn. (20). Since the potentials \( V_1(R) \) & \( V_2(R) \) are significantly different for some values of \( R \), then so will be the terms, \( \left( \frac{-\rho_n}{\sin \theta_n} \times \frac{\partial \rho_n}{\partial \theta} \right) \), \( n = 1, 2 \) and therefore, \( |f_1| \neq |f_2| \) for certain collision trajectories. Thus the small-energy, small angle damping which is experimentally observed has a theoretical description.

In my calculations I have used eqtns. (21 & 33) combined with the solutions obtained for the electronic wavefunction in the self-consistent trajectory approximation,
to produce differential-scattering cross sections. Eqtn. (21) was obtained by Marchi & Smith (Ref. 7) using an average potential (eqtn. (22)) and hence its use here is justified since the self-consistent trajectory technique uses an average potential (eqtn. (10) to determine the nuclear motion. It is well known, (Bates & Sprevak (Ref. 20)), that the rotation induced excitation causes a change in the phase of the charge exchange oscillations calculated in the two state approximation. I have taken this effect into consideration by using the coefficients $a_n$ (see eqtn. (2)) as corrections to the classical phases $\eta_n$. To obtain results as a function of the scattering angle $\theta$, I solve for the electronic wavefunction along many different self-consistent trajectories, all at the same collision energy $E$. Using eqtns. (21 & 33), the scattering amplitudes are written, for a particular energy,

$$f_n(0) = \left[ -\frac{\rho_n(0) \partial \rho_n(0)}{\sin \theta \partial \theta} \right]^{1/2} a_n(0) \exp(i \eta_n(0)), \ n = 1, 2, \ldots, N \tag{34}$$

where the $N^{-1/2}$ in eqtn. (11) may be dropped since

$$\sum_n |a_n|^2 = 1. \quad \text{(It should be noted that the } \eta_n \neq A_n \text{ but that strict correctness is achieved when the phase differences are calculated in accordance with eqtn. (21)).}$$

In higher energy collisions ($E > 1$Kev) it becomes possible to excite the electron to hydrogenic states other than the $1S$ and $2p \pm 1$ states. I have allowed for this by expanding the basis set to include the rotation induced excitation, $2p\pi \pm 3p\rho$ and $3p\rho \pm 3p\pi$. 
These excitations provide for the possibility of describing scattering into the 2S and 3p±l hydrogenic states respectively. The hydrogenic states 2S, 2p±l and 3p±l may be written,

\[ \psi(2S)_{A,B} = \frac{1}{\sqrt{2}} (\mu(2S\sigma g) \pm \mu(3p\sigma\mu)) \] (35a)

\[ \psi(2p\pm)_{A,B} = \frac{1}{\sqrt{2}} (\mu(3D\pi g) \pm \mu(2p\pi\mu)) \] (35b)

\[ \psi(3p\pm)_{A,B} = \frac{1}{\sqrt{2}} (\mu(4D\pi g) \pm \mu(3p\pi\mu)) \] (35c)

where the notation of eqtn. (14) is used. Large internuclear separations are required for eqtns. (35) to be accurate. In all calculations which I carried out the first molecular wavefunctions in the expansions (eqtns. (35)) were barely excited and were consequently neglected in higher state DSCS calculations. Since there is only one molecular state contributing to the excitation of each of the higher hydrogenic states then there is no interference between scattering amplitudes (as in eqtns. 24) and this leads to identical direct and exchange DSCS's. The differential scattering cross-sections for direct & exchange scattering into the higher states are written,

\[ \sigma(2S)_{D,EX} = \frac{1}{2} \frac{\partial^2}{\partial \theta^2} \frac{\partial^2}{\partial \phi^2} |a_3|^2 \] (36a)

\[ \sigma(2p\pm)_{D,EX} = \frac{1}{2} \frac{\partial^4}{\partial \theta^4} \frac{\partial^4}{\partial \phi^4} |a_4|^2 \] (36b)

\[ \sigma(3p\pm)_{D,EX} = \frac{1}{2} \frac{\partial^6}{\partial \theta^6} \frac{\partial^6}{\partial \phi^6} |a_5|^2 \] (36c)

where eqtn.' (34) has been used and where 3,4,5 apply
respectively to the $3p\sigma\mu$, $2p\pi\mu$, and $3p\pi\mu$ molecular eigenfunctions. When the possibility of higher state excitations is included the probability of charge exchange represented by eqtn. (2) must be modified to,

$$P_{\text{EX}} = \frac{\sum_n \sigma_{n,\text{EX}}}{\sum_n \sigma_{n,\text{D}} + \sum_n \sigma_{n,\text{EX}}} \quad n = 1, 2, \ldots, N.$$ (37)

To complete this Section the final DCS for scattering into the $1S$ state is written,

$$\sigma(1S)_{\text{EX}} = \frac{1}{2} \left| \left( \begin{array}{c} -\rho_1 \\ \sin \phi \sin \theta \end{array} \right) \right|^{1/2} a_1 \exp (i\eta_1)$$

$$- \left| \left( \begin{array}{c} -\rho_2 \\ \sin \phi \sin \theta \end{array} \right) \right|^{1/2} a_2 \exp (i\eta_2) \right|^2$$ (38)

where eqtns. (34 & 24) are used and remembering the new normalization of eqtn. (34).
In most studies of the Proton on Hydrogen collision problem in the low-energy region (1< Kev), a basis set of molecular eigenfunctions has been used to describe the electronic wavefunction. A partial justification of this choice of basis set is the quasi-molecular nature of the system for low collision velocities at small internuclear separations. Examples of molecular basis set approaches may be seen in the works of Ferguson (Ref. 23), Bates & Williams (Ref. 5), Knudson & Thorson (Ref. 16) and McCarrol, Piacentini & Salin (Ref. 12).

The main problem associated with such a basis set is, to quote from Bates & McCarroll (Ref. 3) who first pointed it out, that though these eigenfunctions satisfy the appropriate equation for all internuclear separations if the internuclear velocity is zero, they do not satisfy it for all velocities of relative motion if the internuclear separation is infinite. This problem was partly solved by the introduction of certain velocity dependent terms and much improved theoretical results were obtained in the high energy region (see Ferguson (Ref. 23)). However Ferguson (Ref. 23) and Gaussorgues & Salin (Ref. 15) showed that the introduction of these velocity dependent terms had a negligible effect on the theoretical results obtained for collision energies below 1 Kev. They are neglected in this work.
If the velocity dependent terms are omitted the radial interaction connecting eigenfunctions of the same parity and angular momentum projection appears (see eqtn. 9). To allow for any possible excitations occurring because of this mechanism I have included in my basis set the even parity states, 2Sσg, 3Dσg and the odd parity state 3pσμ. The angular interaction term also shown in eqtn. (9) connects states whose parity is the same but whose angular momentum projections differ by 1. To describe any resulting rotational excitations the basis set has been extended to include the 3Dπg, 2πμ and 3πμ electronic states also. The basis set size was terminated here because preliminary results showed that the inclusion of higher states had a negligible effect on the charge exchange probability curves. (It will be seen in the next section that this termination led to errors in the calculations of excitations of higher states.)

The largest basis set used consisted of the following functions:

\[\mu_1 = \psi(1S\sigma g)\]

\[\mu_2 = \psi(2p\sigma u)\]

\[\mu_3 = \psi(3p\sigma u)\]

\[\mu_4 = \frac{1}{\sqrt{2}}(\psi(2p\pi u_+) + \psi(2p\pi u_-))\]
\[ \mu_5 = \frac{1}{\sqrt{2}}(\psi(3p\pi u_+) + \psi(3p\pi u_-)) \]

\[ \mu_6 = \psi(2\Sigma g) \]

\[ \mu_7 = \psi(3\Sigma g) \]

\[ \mu_8 = \frac{1}{\sqrt{2}}(\psi(3\Pi g_+) + \psi(3\Pi g_-)) \]

where the subscripts + or - apply to the angular momentum projection quantum number \( m = \pm 1 \). The summation in the \( \pi \) state basis functions is to satisfy the condition that there be no resultant angular momentum about the internuclear axis.

To calculate the quantities required by the time-dependent basis set a numerical technique developed by Cayford, Pimple & Unger (Ref. 24) for atomic calculations was applied by Cayford, Pimple, Unger & White (Ref. 25) to the \( \text{H}_2^+ \) two centre problem. The standard method of obtaining the eigenfunctions and eigenvalues of the \( \text{H}_2^+ \) system is to solve for the wavefunction using a truncated infinite series. Examples of such calculations may be seen in Refs. (26,27). The electronic wavefunction of the \( \text{H}_2^+ \) system is usually separated thus,

\[ \psi = L(\lambda)M(\mu)(\exp(i\phi)/\sqrt{2\pi}) \quad , \tag{38} \]

where \( \lambda, \mu \) and \( \phi \) are the usual confocal elliptic coordinates,
\[ \lambda = \frac{(r_a + r_b)}{R} \]

\[ \mu = \frac{(r_a - r_b)}{R} \]

(\(r_a\) & \(r_b\) are the distances from the two respective nuclear centres to the electron).

Peeke (Ref. 27) using a series expansion has determined \(H_2^+\) eigenfunctions (eqtn. (38)) to an accuracy of \(1 \times 10^{-17}\) with 20 terms in \(\mu\) and 16 terms in \(\lambda\). Computing the value of one of the integrals given in eqtns. (9) using such an expansion would require the summation of approximately \(10^5\) analytic integrals. Even if an accuracy of \(1 \times 10^{-8}\) was required the figure \(10^5\) would only be reduced by an order of magnitude. Using the numerical technique to be presented in this section, accuracies of \(1 \times 10^{-8}\) can be achieved using at most \(10^3\) summations along with a numerical extrapolation.

The functions \(L\) & \(M\) of eqtn. (38) are solutions of,

\[
\left[ \frac{d}{d\lambda} \left( \lambda^2 - 1 \right) \frac{d}{d\lambda} + A + \frac{E R^2 \lambda^2}{2} + 2 R \lambda - \frac{m^2}{\lambda^2 - 1} \right] L(\lambda) = 0 ,
\]

where \(1 \leq \lambda \leq \infty \),

and of,

\[
\left[ \frac{d}{d\mu} \left( 1 - \mu^2 \right) \frac{d}{d\mu} + A - \frac{E R^2 \mu^2}{2} - \frac{m^2}{1 - \mu^2} \right] M(\mu) = 0 ,
\]

where \(-1 \leq \mu \leq 1 \).
Equations (40) & (41) are solved subject to the boundary conditions,

\[ L(\infty) = 0 , \]
\[ L(1), M(-1), M(+1) \text{ are finite}, \] (42)

and to the normalization conditions,

\[ \int L^2 d\lambda = 1 , \] (43a)
\[ \int M^2 d\mu = 1 . \] (43b)

(The correct normalization of \( \psi \), namely that,

\[ \frac{R^3}{8} \int L^2 M^2 (\lambda^2 - \mu^2) d\lambda d\mu = 1 , \] (44)

is corrected for at the end of the computation.) To remove the singularities which exist in eqtns. (40 & 41) due to the terms in \( m^2 \), the transformations,

\[ L(\lambda) = L(\lambda)/(\lambda^2 - 1)^{m/2} \] (45a)

and

\[ M(\mu) = M(\mu)/(1 - \mu^2)^{m/2} \] (45b)

are made. These lead to the new equations,
\[
\left[ \left( \lambda^2 - 1 \right) \frac{\partial^2}{\partial \lambda^2} + 2(m+1) \lambda \frac{\partial}{\partial \lambda} + A + \frac{ER^2 \lambda^2}{2} + 2R\lambda + m(m+1) \right] L(\lambda) = 0 ,
\]

(46a)

and,

\[
\left[ (1-\mu^2) \frac{\partial^2}{\partial \mu^2} - 2(m+1) \mu \frac{\partial}{\partial \mu} - A - \frac{ER^2 \mu^2}{2} - m(m+1) \right] M(\mu) = 0 .
\]

(46b)

The method used requires that the functions to be solved go to zero at their end points and to this end the transformations

\[
X(\lambda) = (\lambda^2 - 1)L(\lambda) ,
\]

(47a)

and,

\[
Y(\mu) = (1-\mu^2)M(\mu) ,
\]

(47b)

are substituted into eqtns. (46) leading to,

\[
\left[ \left( \lambda^2 - 1 \right) \frac{\partial^2}{\partial \lambda^2} + 2(m-1) \lambda \frac{\partial}{\partial \lambda} + 2\frac{(\lambda^2+1)}{(\lambda^2-1)} - \frac{4m\lambda}{\lambda^2-1}
\]

\[+ A + \frac{ER^2 \lambda^2}{2} + 2R\lambda + m(m+1) \right] X(\lambda) = 0 ,
\]

(48a)

and

\[
\left[ (1-\mu^2) \frac{\partial^2}{\partial \mu^2} - 2(m-1) \mu \frac{\partial}{\partial \mu} + 2\frac{(1+\mu^2)}{(1-\mu^2)} - \frac{4m\mu}{1-\mu^2}
\]

\[+ A - \frac{ER^2 \mu^2}{2} - m(m+1) \right] Y(\mu) = 0 .
\]

(48b)
As these equations are to be solved numerically it is no longer feasible to use the \( \lambda \) coordinate system since it cannot be divided up into a finite number of finite mesh spaces. To eliminate this problem the \( \lambda \) space is transformed to another space whose limits are finite. When solving eqtn. (38) for the case of large internuclear separations, it is obvious that computational emphasis should be placed on those regions which are close to each nuclear centre.

To deal with these two abovementioned problems, the following coordinate space transformations have been devised,

\[
\xi = \frac{(\lambda-1)}{(1+C(\lambda-1))},
\]

where \( 0 \leq \xi \leq 1/C \), \hfill (49a)

and,

\[
\rho = \frac{\mu}{(A-\mu^2)}
\]

where \(-1/(A-1) \leq \rho \leq 1/(A-1)\), \hfill (49b)

where \( A \) & \( C \) are constants dealt with later. Thus eqtn. (48a) after the substitution of eqtn. (49a) becomes,

\[
\begin{align*}
&\left(2\xi+(1-2C)\xi^2\right)(1-C\xi)^2 \frac{\partial^2}{\partial \xi^2} \\
&+ \left\{(2(m-1)(1+1-C)\xi)(1-C\xi) - 2C(2\xi+(1-2C)\xi^2)(1-C\xi)\right\} \frac{\partial}{\partial \xi}
\end{align*}
\]
\[ + \frac{2 (2 + (2-4C) \xi + (1-2C+2C^2) \xi^2)}{(2\xi + (1-2C) \xi^2)} - 4m (1+(1-C) \xi) (1-C \xi) \]

\[ + A + m(m+1) + \frac{ER^2 (1+(1-C) \xi)^2}{2 (1-C \xi)^2} + \frac{2R (1+(1-C) \xi)}{1-C \xi} \]

\[ X(\xi) = 0 \quad (50) \]

Similarly eqtn. (48b) becomes,

\[ \left[ \rho^2 (1+4A\rho^2) \left( 4\rho^2 - (\sqrt{1+4A\rho^2} - 1)^2 \right) \right] \frac{\partial^2}{\partial \rho^2} \]

\[ + \frac{2 \rho (4\rho^2 - (\sqrt{1+4A\rho^2} - 1)^2) (\sqrt{1+4A\rho^2} - 1 \right)^3}{(\sqrt{1+4A\rho^2} - 1)^2} \]

\[ - 2 (m-1) \rho \sqrt{1+4A\rho^2} \right) \frac{\partial}{\partial \rho} + \frac{2 (4\rho^2 + (\sqrt{1+4A\rho^2} - 1)^2)}{4\rho^2 - (\sqrt{1+4A\rho^2} - 1)^2} \]

\[ - \frac{ER^2 (\sqrt{1+4A\rho^2} - 1)^2}{8\rho^2} - A - m(m+1) \right] Y(\rho) = 0 \quad (51) \]

The boundary conditions (42) are now given by,

\[ X(0), X(1/C), Y(-1/(A-1)), Y(1/(A-1)) = 0 \quad (52) \]

and the normalization conditions (43) are,

\[ \int X^2 \left[ \frac{(1-C\xi)^2}{2\xi + (1-2C) \xi^2} \right]^{(2-m)} \frac{1}{(1-C\xi)^2} d\xi = 1 \quad (53a) \]

and

\[ \int \frac{\rho^2 - \frac{4\rho^2}{4\rho^2 - (\sqrt{1+4A\rho^2} - 1)^2}}{2\rho^2 \sqrt{1+4A\rho^2}}^{2-m} \frac{(\sqrt{1+4A\rho^2} - 1)}{2\rho^2 \sqrt{1+4A\rho^2}} \right] d\rho = 1 \quad (53b) \]
Equations (50-53) are now translated to finite difference form. The whole $\xi$ space is divided up by a mesh of $N-1$ evenly spaced mesh points giving the interval between points, $h_1 = 1/CN$. A similar treatment of the $\rho$ space leads to a mesh spacing $h_2 = 2/((A-1)N)$. The following notation will be used,

$$\xi_k = kh_1, \; k = 0, 1, \ldots, N$$

$$x_k = x(\xi_k)$$

$$\rho_k = -1/(A-1) + kh_2, \; k = 0, 1, \ldots, N$$

$$y_k = y(\rho_k).$$

A first order approximation to the derivatives in eqtns. (50,51) is used. As examples of this approximation derivatives of the function $X$ at the mesh point $k$ are presented,

$$\left. \frac{dx}{d\xi} \right|_{\xi_k} \approx \frac{1}{2h_1} (x_{k+1} - x_{k-1}),$$

(55a)

and

$$\left. \frac{d^2x}{d\xi^2} \right|_{\xi_k} \approx \frac{1}{h_1^2} (x_{k-1} - 2x_k + x_{k+1}).$$

(55b)

The integrals (eqtns. 53) are approximated by trapezoidal rule which is entirely consistent with the first order
approximations of the derivatives.

To illustrate the finite difference form, eqtns. (50,52,53) are put into this form. Thus, at each internal mesh point in $\xi$ we have the following set of equations,

\[
\begin{align*}
- \frac{2k(2+(1-2C)kh_1)(1-Ckh_1)^2}{h_1} + A + m(m+1) + \frac{ER^2(1+(1-C)kh_1)^2}{2(1-Ckh_1)^2} \\
+ \frac{2(2-(2-4C)kh_1+(1-2C-2C^2)k^2h_1^2)-4m(1+(1-C)kh_1)(1-Ckh_1)}{(2kh_1+(1-2C)k^2h_1^2)} \\
+ \frac{2R(1+(1-C)kh_1)}{1-Ckh_1} x_k + \frac{k(2+(1-2C)kh_1)(1-Ckh_1)^2}{h_1} (x_{k-1} + x_{k+1}) \\
+ \frac{(m-1)(1+(1-C)kh_1)(1-Ckh_1)-C(2kh_1+(1-2C)k^2h_1^2)(1-Ckh_1)}{h_1} x
\end{align*}
\]

\[(x_{k+1} - x_{k-1}) = 0 , \]

\[k = 1, \ldots, N-1 \quad (56)\]

This is a set of $N-1$ equations in the unknowns $x_k$ ($k = 0, 1, \ldots, N$) and also the energy $E$ and separation constant $A$. A similar set of equations in the unknowns $y_k$ ($k = 0, 1, \ldots, N$), $E$ & $A$ may be written using eqtn. (51). The normalization conditions become,

\[
\begin{align*}
\text{h}_1 \sum_{k=1}^{N} \left( \frac{(1-Ckh_1)^2}{2kh_1+(1-2C)k^2h_1^2} \right)^{(2-m)} \frac{1}{(1-Ckh_1)^2} x_k^2 - 1 = 0 , \quad (57a)
\end{align*}
\]
It should be noted that the trapezoidal approximations given above are strictly correct only if the integrands go to zero at the end points. Though the X's & Y's have been constrained to go to zero at their end points the integrands represented in eqtns. (57) in fact do not. Thus knowledge of the end point values of the integrands is required and since this is not forthcoming from the equations, we usually take a Taylor expansion about a known point to get a first order approximation to the end point values. Such a procedure has the effect of adjusting the coefficients of the extreme Y_k's & X_k's in eqtns. (57) but since this would cloud the presentation unnecessarily it is here omitted.

The boundary conditions (52) become finally,

\[ X_0 = X_N = 0 \]

and

\[ Y_0 = Y_N = 0 \]  

(58)

giving the whole finite difference system 2N+4 equations.
in as many unknowns. The solution of the system is started by substituting eqtns. (58) into eqtns. (56) and the corresponding equations in the Y's, for \( k = 1 \) and \( k = N-1 \). This eliminates the unknowns \( X_0, X_N, Y_0 \), and \( Y_N \) and reduces the order of the system of unknowns and equations to \( 2N \).

Before introducing a Newton-Raphson algorithm for solving the system, it is most convenient to alter the notation slightly. It is desirable to think of all the unknowns, the \( X_k, Y_k, E \) and \( A \) on equal footing. With this goal in mind we make the following definitions,

\[
X_{k+N-1} = Y_k, \quad k = 1, n - 1, \quad (59)
\]

\[
X_{2N-1} = A, \quad (60)
\]

\[
X_{2N} = E.
\]

We note in passing that the definition (59) \( (k = 1) \) has nothing whatsoever to do with the boundary condition (58). \( X_N \) (of (58)) has been discarded from the list of unknowns and we are merely reusing the symbol in place of \( Y_1 \).

Now that we have all the unknowns notationally on the same footing, we simply number the equations 1 to \( 2N \), first taking (56) \( (k = 1, \ldots, N-1) \), then the corresponding Y eqtns. \( (k = 1, \ldots, N-1) \) and finally (57a) and (57b). In the revised notation this system
can be represented formally as

\[ f_k(x_1x_2 \ldots x_{2N}) = 0 \quad k = 1, \ldots, 2N, \]  

(61)

where each \( f_k \) corresponds to one of the above mentioned equations.

The equations (61) are a set of nonlinear algebraic equations, and, starting with an initial guessed solution, can be solved by means of a generalized Newton-Raphson iterative method (Ref. 24). Let \( \vec{x}(n) = (x_1^{(n)}, \ldots, x_{2N}^{(n)}) \) be a vector whose components are the values of the unknowns in (61) at the \( n^{th} \) iteration, and also define \( \vec{F}(n) = (f_1(\vec{x}(n)), \ldots, f_{2N}(\vec{x}(n))) \). Then at the \( (n+1)^{th} \) iteration the solution vector is given in terms of values at the \( n^{th} \) iteration by,

\[ \vec{x}(n+1) = \vec{x}(n) - (J(n))^{-1} \vec{F}(n), \]  

(62)

where \( J \) is a Jacobian matrix, the elements of which are,

\[ J_{lm}^{(n)} = \left[ \frac{\partial f_k}{\partial x_l} \right]^{(n)} \]  

(63)

The iteration (62) is repeated until

\[ \max(|f_1(\vec{x}(n))|, \ldots, |f_{2N}(\vec{x}(n))|) \leq \text{tolerance}, \]  

(64)

since when \( \vec{F}(n) = 0 \) the system of finite-difference equations is solved exactly. A very efficient algorithm,
has been developed for the rapid solution of (62). The algorithm, which has been described in a previous paper Ref. (24), is based on the sparse and near-tridiagonal properties of the Jacobian matrix.

It remains to determine a starting vector $x^{(0)}$ for the algorithm. We have found that the procedure will easily converge from the poorest of starting solutions but probably the simplest to generate and apply are united atom wavefunctions. Once a solution has been obtained for one value of $R$ it is a simple matter to use that solution as a starting solution for another nearby value of $R$. In this way it is possible to quickly obtain the wavefunctions for many values of $R$.

In these calculations the mesh point distribution has quite a bearing on the accuracy of the final result and we have found that the distribution should emphasise that region of the wavefunction which has the greatest contribution. This emphasis is obtained by varying the constants $A \& C$ in the coordinate transformations (49). The operators required for integral calculations in eqtns. (9) are given in confocal elliptic coordinates by,

$$
\frac{d\psi}{dR} = \frac{2L}{3\lambda} \frac{\lambda(1-\lambda^2)}{(\lambda^2-\mu^2)} \frac{\partial M}{\partial R} + \frac{L}{3\lambda} \frac{(\mu^2-1)}{(\lambda^2-\mu^2)} \frac{\partial M}{\partial R} + \frac{M}{3\lambda} \frac{\partial M}{\partial R} ,
$$

(65)

where $\psi = L(\lambda)M(\mu)$ (note that the $\phi$ part of $\psi$ does not depend on $\kappa$ at all) and,
Some of the above operators involve derivatives of the wavefunction with respect to the internuclear separation $R$. These are calculated numerically by evaluating the wavefunction at $R$ and then at $R + \Delta R$ leading to a computation of the derivative using eqtn. (55a). All integrals are computed using the trapezoidal approximation including any end-point corrections which may be necessary.

One can improve the accuracy by taking more mesh points, but roundoff error increases with the number of mesh points. Instead we make an extrapolation to the $h_1 = h_2 = 0$ limit based on a number of calculations at different finite sizes of $h_1$ & $h_2$. This technique is known as the Richardson extrapolation procedure (Ref. 28). Let $Q$ be a quantity like the electronic energy $E$, separation constant $A$ or matrix element of some operator which depends on a finite difference solution. Then, if $h_1$ is a function of $h_2$, the procedure assumes that $Q$ is a continuous function of the mesh spacing $h_1$ and $Q$ is expanded in a Taylor Series about the point $h_1 = 0$. However, since inverting the coordinate system, corresponding to $h_1 + -h_1$, cannot change the resulting value of $Q$, we can omit all terms containing odd powers of $h_1$. 

\[
I_y = i \left[ -\frac{\mu \sqrt{\lambda^2 - 1} (1 - \mu^2)}{(\lambda^2 - \mu^2)} \cos \frac{\phi}{\lambda} + \frac{\lambda \sqrt{\lambda^2 - 1} (1 - \mu^2)}{(\lambda^2 - \mu^2)} x \right. \\
\left. \cos \frac{\phi}{\mu} + \frac{\lambda \mu}{\sqrt{(\lambda^2 - 1) (1 - \mu^2)}} \sin \frac{\phi}{\mu} \right].
\]
Thus,\n\[ Q = a_1 + a_2 h_1^2 + a_3 h_1^4 + \ldots, \] (67)

where \( a_1 \) is the \( h_1 \to 0 \) limit of \( Q \), and hence given the \( Q \)'s corresponding to several different \( h_1 \)'s it is possible to get \( a_1 \) to a high degree of accuracy. Results of such extrapolations may be seen in Refs. (24, 25).

In computing the present basis set three different mesh spacings have been used corresponding to \( N-1 = 120, 140, 160 \) and the eight basis functions required (37) were obtained at 66 different internuclear separations from \( .05 \) A.U. to \( 40 \) A.U.. At each of these internuclear separations all electronic energies and integrals were computed using the three different mesh spacings and all quantities were extrapolated according to eqtn. (67). During the calculation of the time evolution of the electronic wavefunction, values of the various integrals and electronic energies are required at intermediate values of the internuclear separation \( R \), and to fill these gaps least square fit polynomials as functions of \( R \) were calculated for each of the energies & integrals. The values drawn from the resultant polynomials are never in error by more than \( 1:10^4 \). Much of this work may be seen graphically represented in Appendix (II).
The main point of this work is to present and justify the Self Consistent Trajectory method of describing the nuclear motion in Proton on Hydrogen collisions of low energy and moderate to large scattering angles. Unfortunately there is very little experimental information in this region and in fact the lowest energy results of Helbig & Everhart (Ref. 1) have very large angular resolution errors associated with them. Consequently three identical calculations of charge exchange probability in the range $10^\circ < \theta < 18^\circ$ for an energy of 151 e.v. have been carried out using eqtns. (9, 34, 37). The only difference between the calculations is in the treatment of the nuclear motion which, in this range of $E \& \theta$, is the essential difference between the I.P.A. inherent in the work of McCarroll & Piacentini (Ref. 29), the common trajectory technique of Gaussorgues et. al. (Ref. 18) and the self consistent trajectory (S.C.T.) technique presented here. Thus the electronic wavefunction (described by three states $1S_0g, 2p_0\mu$ & $2p_2\mu$) was solved in the Time Dependent formalism subject to: 1) a straight line trajectory, 2) a trajectory determined only by the nuclear-nuclear repulsive forces, and 3) a self-consistent trajectory. The results are presented in Fig. I. The differences between the various approaches
are quite apparent and the only valid comparison that may be drawn is between the $2p\tau\mu$ probability amplitudes obtained from 2) & 3) which are approaching each other as $\rho$ diminishes. This is as expected since the forces giving rise to the S.C.T. are largely nuclear-nuclear for very small $\rho$. The results of Fig. I, along with similar results published in the paper of Gaussorgues et al (Ref. 18), serve to illustrate the fact that, at low energies and moderate to large scattering angles, a time-dependent potential is required to describe the nuclear motion.

Another interesting result of this research is presented in Fig. II and shows the effect of the inclusion of higher states in the basis set. It was found that at an energy of 1 kev the radial excitation of the gerard states $2s\sigma g$ & $3d\sigma g$ had a significant effect on the probability of charge exchange curve. S.C.T. calculations using three state, five state and seven state (as in Fig. II) expansions were carried out and they show that higher states do have an important contribution at an energy of 1 kev. In the range of scattering angle studied closer agreement between the three state S.C.T. calculation and the three state calculation of Gaussorgues et al. should have been obtained and the discrepancy is unaccounted for. However, the seven state calculation is in excellent accord with experiment, with the probability of exchange curve having slightly higher values than the experimental points for $\theta > 4^\circ$, as would be expected.
due to the experimental angular resolution errors involved. In preliminary investigations I found that the states $3S\sigma_g$, $4\sigma_u$ were barely excited through radial interactions in collisions of up to 1 kev and this led to the final basis set as noted in eqtns. (37).

Typical low energy (151, 250 e.v.) results are given in Figs. III & IV (prob. of charge exchange $v$ scattering angle) and in Figs. VII & VIII (reduced DSCS's $v$ scattering angle), however the experimental data does not extend to large enough scattering angles for comparison to be made. Good agreement with the results of McCarroll et. al. (Ref. 29) is obtained, even at very small scattering angles. But this small angle accuracy is not experienced in inelastic calculations using the S.C.T. method.

Fig. IX shows the reduced DSCS's obtained for an incident energy of 700 e.v., where the discrepancy between this work and that of Gausscrgues et. al. (Ref. 18) in describing the small angle behaviour of the reduced DSCS for direct or exchange scattering into the $2p^2$ state, should be noted. This error is due to the single classical trajectory assumption inherent in the S.C.T. method. The Proton on Hydrogen collision problem, including inelastic processes is a multichannel problem and the use of the S.C.T. method is equivalent to forcing each of these channels along a common trajectory. However the single trajectory approximation becomes more acceptable for larger energies and larger scattering angles.
where the trajectories associated with each channel approach the self-consistent trajectory. Thus the single trajectory assumption creates a lower limit for the applicability of the S.C.T. method which is about \( E \theta \approx 1400 \text{ e.v. deg.} \). In Figs. (VII - X) the limiting points where the inelastic DSCS's predicted in this work become inaccurate are marked by a vertical slashed line. This lower limit applies to inelastic calculations only whereas the elastic phases (which lead mainly to the charge exchange probability curves) are predicted quite accurately for all \( \theta \) justifying further the approximation of eqtn. (21).

Some higher energy (700 e.v., 1000 e.v.) seven state calculations are presented in Figs. V & VI and the discrepancies between this work and that of Gaussorgues has been shown to be due to the inadequacy of their basis set. It should be noted that the experimental points given in Fig. IX are scaled to the results of Gaussorgues et. al. (Ref. 18) and not to the results of this work. Scaling in such logarithmic presentations would result in all of the experimental points being displaced by the same amount. The results of Chidichimo-Frank & Piacentini Ref. (13) were calculated using the Eikonal approximation developed by McCarroll & Salin Ref. (11) and a five state molecular expansion \( (1s\sigma_a, 2p\sigma, 2p\pi, 3p\sigma, 3p\pi) \) coupled using exact matrix elements of \( \langle \mu_m | L_y | \mu_n \rangle \) (see eqtn. 9). Some of their results are reproduced in Fig. X along with inelastic results calculated by Gaussorgues & Salin.
using an atomic expansion and the above mentioned Eikonal approximation.

Before elaborating further on Fig. X some difficulties associated with the higher energy studies of this work are discussed. In solutions of equations such as the Time-Dependent Schrödinger equation, it is obvious that any numerical integration may be terminated only when the result obtained is tending toward some limit. The integration in this work (see App. I) was taken to 20 A.U. and, when using a three state expansion, convergence was easily obtained within this limit. However it was found that when higher states were included such convergence could never be reached, and the higher state coefficients continued to vary. This very point is noted by Rosenthal (Ref. 14) who attributes these variations to the physically spurious limits (for large $R$) of the matrix elements of eqtn. 9. (see App. II for matrix elements). Essentially, the coupling introduced by the radial matrix elements does not go to zero as $R \to \infty$, and this effect gives rise to problems in calculating higher state excitation probabilities in this work. These problems are eliminated in Bate's and McCarroll's work (Ref. 3) with the introduction of other difficulties.

However, despite this problem, after integration to 20 A.U. the $1s\sigma_g$, $2p\sigma_u$, $2p\pi_u$ state occupancies did not vary by more than 1%, while the $3p\sigma_u$ state occupancy varied about a mean by around 20%, and consequently these results are presented in Fig. X with appropriate error bars.
(Note here that though the 2S hydrogenic state is
strictly formed as a linear combination of the 2S\sigma
& 3p\rho\mu molecular states, the occupancy of the 2S\sigma
state in these calculations, apart from the fact that
it varied greatly at "convergence", is so small that
it does not affect the result presented for scattering
into the 2S state of Hydrogen (beyond the error bars).
Consequently this work's predictions of the direct &
exchange DSCS's for scattering into the 2S state, are
equal).

This work's agreement with the DSCS for direct
scattering into the 2S state of Hydrogen as calculated
by Gaussorgues & Salin (Ref. 15) is apparent (Fig. X).

The basic theoretical difference between the work
of Gaussorgues & Salin and that of Chidichimo-Frank
& Piacentini (Ref. 13) is that Gaussorgues et. al.
have included radial coupling elements in their calculations.
One major reason for this work's agreement with that of
Gaussorgues et. al. is that radial coupling elements
have been included here.

It therefore appears that the neglect of velocity
dependence translation factors and radial coupling elements
is a mistake and that best results will be obtained by
using a reasonably large basis set and translation
factors. In this work it has been shown that the use of
a large basis set and radial coupling elements has led
to improved agreement with experiment and it is an
obvious extrapolation of this result to state that near
perfect agreement could be obtained with a very large
basis set. However the inclusion of translation factors would give equivalent agreement when coupled with a much smaller basis set because of the consequent elimination of convergence problems.

In this work it appears that the major effect of the inclusion of the $2S_0g$ & $3D_0g$ states is to slightly alter the classical phase of the $1S_0g$ state (specified by both its coefficient, $a_1$ (eqtn. 2.) and $\eta_1$ (eqtn. 15)) by coupling through the radial elements. This coupling is what leads, in the main, to the final agreement with experiment.

As a partial check on the accuracy of these calculations, it is interesting to note that the numerical value of the DSCS's obtained in this work agree with those of Gaussorgues et. al (Ref. 18) and hence no scaling factor was required for Fig. IX. Because of this agreement all other theoretical & experimental values have been normalized to this work's results (except in Fig. IX) at a point where the two approaches could be expected to concur.
FIGURE I

The curves A represent probability of charge exchange v impact parameter ρ using;

- straight line trajectory approx. (I.P.A.),
- 1/R nuclear-nuclear forces only to determine nuclear trajectory, and,
- the self-consistent trajectory method. All of these probabilities were computed using eqtn (37).

The curves B represent the probability of excitation of the 2p1/2 state v impact parameter ρ, where the legend noted above still applies. This probability is strictly a probability amplitude which is given by,

\[ P = |a_{2p1/2}|^2 \]

The vertical bar in this figure is repeated on Fig. III and the bars denote the corresponding point in ρ & θ space.
FIGURE II

All points are probability of charge exchange values v the laboratory scattering angle $\theta$.

---- three state $(1S\sigma_g, 2p\sigma_u, 2p\pi_u)$ calculation of Gaussorgues et al. (Ref. 18).

The full curves A, B, & C were all obtained using the S.C.T. method presented in this work, and they result from 3 state $(1S\sigma_g, 2p\sigma_u, 2p\pi_u)$, 5 state $(1S\sigma_g, 2p\sigma_u, 2p\pi_u, 3p\sigma_u, 3p\pi_u)$ and 7 state $(1S\sigma_g, 2p\sigma_u, 2p\pi_u, 3p\sigma_u, 3p\pi_u, 2S\sigma_g, 3D\sigma_g)$ calculations respectively.

The experimental points x were obtained by Houver et al. (Ref. 2) and have an angular resolution of .2°.
FIGURE III

Probability of charge exchange vs lab scattering angle \( \theta \) for incident energy \( E = 151 \text{ e.v.} \).

--- This work, a three state \((1S\sigma g, 2p\sigma\mu, 2p\sigma\mu)\) calculation using the self-consistent trajectory technique.

x Experimental points of Helbig & Everhart (Ref. 1) whose angular resolutions are \( 1.2^\circ \). The vertical bar is repeated at the same point on Fig. I to allow for comparison between figures.
FIG. III

151 E.V.
FIGURE IV

Probability of charge exchange v lab. scattering angle $\theta$ for incident energy $E = 250$ e.v..

----- a three state (1s$^2$g, 2p$^2$µ, 2p$^4$µ) calculation of McCarroll et. al. (Ref. 29) using the Eikonal approximation (Ref. 11).

----- This work, also a three state calculation, using the S.C.T. technique.

x Experimental results of Houver et. al. (Ref. 2) angular resolution: $.4^\circ$. 
Probability of charge exchange \( \theta \) vs. lab. scattering angle \( \theta \) for an incident energy \( E = 700 \text{ e.v.} \).

- A three state \((1s\sigma_g, 2p\sigma_u, 2p\pi_u)\) calculation of Gaussorgues et. al. (Ref. 18).
- B This work, a seven state \((1s\sigma_g, 2p\sigma_u, 2p\pi_u, 3p\sigma_u, 3p\pi_u, 2s\sigma_g, 3d\sigma_g)\) calculation, using the S.C.T. technique.
- A This work, a three state \((1s\sigma_g, 2p\sigma_u, 2p\pi_u)\) calculation, using the S.C.T. technique.
- x Experimental points of Hauver et. al. (Ref. 2), angular resolution = .07°.
FIG. V

700 E.V.

P_{ex} \rightarrow

\theta_{lab} \rightarrow
Probability of charge exchange vs lab. scattering angle $\theta$ for an incident energy $E = 1$ Kev.

--- a three state calculation ($1s_{0g}, 2p_{0\mu}, 2p_{T\mu}$) of Gaussorgues et. al. (Ref. 18).

This work, a seven state ($1s_{0g}, 2p_{0\mu}, 2p_{T\mu}, 3p_{0\mu}, 3p_{T\mu}, 2s_{0g}, 3d_{0g}$) calculation, using the S.C.T. technique.

Experimental results of Houver et. al. (Ref. 2)

angular resolution: $\times \ 0.07^\circ$

$\circ \ 0.2^\circ$
FIGURE VII

Reduced DSCS \((\theta^2 \frac{\partial \sigma}{\partial \Omega})\) v lab. scattering angle \(\theta\) for incident energy \(E = 151\) e.v.. All curves are calculated for this figure as for Fig. III.

A: Total reduced DSCS for exchange,

\[
\theta^2 \left( \frac{\partial \sigma}{\partial \Omega_{\text{EX}}} (1S) + \frac{\partial \sigma}{\partial \Omega_{\text{EX}}} (2p\pm 1) \right).
\]

B: Reduced DSCS for direct scattering into the 1S hydrogenic state.

C: Reduced DSCS for direct or exchange inelastic scattering into the 2p\pm 1 hydrogenic state.
Reduced DSCS's $v_{\text{lab}}$, scattering angle $\theta$ for an incident energy $E = 250$ e.v.

------ Work due to McCarroll et. al. (Ref. 29).

------- This work.

$x, o$ Experimental results of Houver et. al. (Ref. 2).

For other details see the legend of Fig. IV. The curves A, B & C have the same labelling as in Fig. VII.
Reduced DSCS's $\theta_{\text{lab}}$ scattering angle $\theta$ for an incident energy $E = 700$ e.v..

-- Work due to Gaussorgues et. al. (Ref. 18).

--- This work (seven states).

$\Theta, O, X$ Experimental work of Houver et. al. (Ref. 2).

For other details see the legend of Fig. V. The curves A, B, & C have the same labelling as in Fig. VII. It should be noted that three state calculations (using the S.C.T. method) of the DSCS's are in closer agreement with the appropriate results of Gaussorgues et. al., but they are not presented here for the sake of clarity.
DSCS's lab. scattering angle $\theta$ for an incident energy $E = 1$ Kev.

Work of Chidichimo-Frank et. al. (Ref. 13) using a 5 state $(1s\sigma_g, 2p\sigma_u, 2p\pi_u, 3p\sigma_u, 3p\pi_u)$ expansion coupled with the Eikonal approx. (Ref. 11).

Work of Gaussorgues & Salin (Ref. 15) using an atomic basis set and also coupled with the Eikonal approx. (Ref. 11).

This work, as in Fig. VI.

Experimental results of Hauver et. al. The curves are all direct DSCS's and A, B & C correspond to scattering into the $1S$, $2p\pi_l$ & $2S$ states of Hydrogen respectively.
CONCLUSION

In this work it has been shown that the self-consistent trajectory method is a useful and viable method for describing small energy, large scattering angle proton on hydrogen collisions. However more experimental data is required to completely assess its accuracy.

The inclusion of higher state general functions in the molecular basis set has been shown to have a significant effect on the results for collision energies as low as 700 e.v.. However, the neglect of velocity dependent terms in the basis set has caused spurious excitations of some higher states which in turn leads to inaccurate inelastic cross-sections. Some effort must be made to ensure that the excitations caused by the radial coupling elements go to zero as the accelerations of the colliding nuclei go to zero.

A colleague of the writer has extended the algorithm presented in section IV to deal with single configuration H$_2$ (Ref. (31) and these calculations are presently being further extended to include multi-configuration and electron correlation effects. The basis functions obtained for these systems, coupled with the methods presented in this work, will enable atom-atom collisions to be accurately described.
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APPENDIX I

COMPUTATIONAL DETAILS

The following consists of a general discussion regarding some of the more technical details involved in obtaining the results.

The basis set was evaluated at the following internuclear separations:

\[
\begin{align*}
R &= 0.05 + 0.5, \quad \Delta R = 0.05, \\
R &= 0.5 + 2, \quad \Delta R = 0.1, \\
R &= 2 + 5, \quad \Delta R = 0.25, \\
R &= 5 + 10, \quad \Delta R = 0.5, \\
R &= 10 + 20, \quad \Delta R = 1, \\
R &= 20 + 40, \quad \Delta R = 2,
\end{align*}
\]

where A.U. are the units involved. At each of these internuclear separations the basis set was evaluated for \( N = 120, 140, 160 \), where \( N \) is the number of mesh points in each dimension of the wavefunction.

The radial and angular integrals were evaluated at each internuclear separation three times using the three different basis sets corresponding to \( N = 120, 140, 160 \), and the results were then extrapolated using the technique discussed in section IV. Accuracies for the resulting eigenenergies and integrals
ranged from 1 part in $10^5$ to 1 part in $10^8$.

To enable evaluation of the various integrals and eigenergies at intermediate values of the internuclear separation, some sort of interpolating procedure is required and consequently a least squares (LSQ) fit technique has been used.

If it is assumed that these quantities are continuous functions of $R$ then it is possible to state that,

$$Y(R) = a_0 + a_1R + a_2R^2 + \ldots + a_M R^M,$$  \hspace{1cm} (1)

to some degree of accuracy, where the $a_i$ are unknown coefficients and where $Y(R)$ represents an approximation to the functional dependence of an integral or eigenenergy on $R$. If $Y_i, i = 1, N$ represents a set of exact solutions to $Y(R)$ at the points $R_i, i = 1, N$, then the least-square criterion may be written,

$$S = \sum_{i=1}^{N} (Y_i - Y_i')^2,$$  \hspace{1cm} (2)

where the $Y_i'$ are given by (1) after substitution of the $R_i, i = 1, N$, and where $S$ is to be minimized.

The way in which this is carried out is to differentiate (2) with respect to each of the $a_i, i = 0, M$, and set each differential to zero. Thus a set of $M+1$ equations in $M+1$ unknowns is obtained,

$$Na_0 + \sum_{i} R_i a_1 + \ldots + \sum_{i} R_i^M a_M = \sum_{i} Y_i.$$
\[ \sum_{i=1}^{N} \sum_{j=1}^{M} a_{ij} \gamma_{ij} = \sum_{i=1}^{N} \gamma_{ii} \]

and here \( \sum \) implies \( \sum_{i=1}^{N} \). These equations are simultaneous and may be solved by any standard sub-program. The accuracy of the resulting polynomial may be easily checked by resubstitution of the \( R_i \). At no stage are polynomials of greater order than \( M = 10 \) required and the resulting accuracy is never worse than 1 part in \( 10^6 \).

Due to the variations in the integrals and eigenenergies with \( R \), it was decided to evaluate the LSQ polynomials over discrete ranges of \( R \). Consequently three polynomials were computed for each integral and eigenenergy, and these give accurate values in the ranges; \(.05 \leq R \leq .5, .5 \leq R \leq 10, 10 \leq R \leq 40 \) respectively, where A.U. are used.

Graphical representations of all eigenenergies and integrals are presented in App. II along with the LSQ polynomials.

Equations (9) were integrated numerically from their starting solutions (eqtns. 5) using the standard 4\(^\text{th}\) order Runge-Kutta method. The integrations were taken from an internuclear separation \( R \) of about 20 A.U. (approximately \( \infty \)) out to 20 A.U., in about 1500 equally spaced time points. These parameters were varied so that
the final results obtained (excluding the higher state results as previously discussed) did not change by more than 1%. The trajectory along which the electronic wavefunction was solved, was divided into 3000 points equally spaced in time. At each of these points in space the appropriate polynomials are evaluated to give the values of the integrals and eigenenergies of the contributing states. A large saving in computer time would occur if an integration technique giving emphasis to the region of closest approach was employed.

The results for each energy come from solutions of the electronic wavefunction corresponding to about 60 different values of the impact parameter \( p \). These values are chosen to give the smooth curves in the Figs. (I-X).

In the calculations of the scattering amplitudes given in eqtn. (34) it is necessary to know \( \rho_i \) and \( \frac{\partial \rho_i}{\partial \theta} \) as functions of the scattering angle \( \theta \), for each of the contributing electronic states \( (i = 1, \ldots, N) \). This functional dependence is also obtained by fitting a LSQ polynomial through a number (about 50) of previously calculated points. These points are calculated by setting the initial conditions (impact parameter \( p \) and incident energy \( E \)), subjecting the system to a potential caused by the electronic state in question, numerically integrating to a large internuclear separation, and hence obtaining a scattering angle \( \theta \).
APPENDIX II

GRAPHICAL REPRESENTATIONS OF THE INTEGRALS AND EIGENENERGIES;

THE LSQ POLYNOMIALS.

The following two figures show the variations of the radial and angular integrals as functions of \( R \), the internuclear separation. These values are required for the solution of eqtns. (9).

The numerical values for Figs. (XI-XIII) were obtained by evaluating the LSQ polynomials presented in Tables (I-III) respectively.

To use the LSQ polynomials to evaluate any integral or eigenenergy at a particular \( R \), the coefficient indicated by the label 1 is the constant term in the expansion, whilst the succeeding numbers labelled by 2+11 are the coefficients corresponding to powers of \( R \) 1+10 respectively.
Radial Integrals:

A, \[ \langle 1s\sigma g \mid \frac{d}{dR} \mid 2s\sigma g \rangle \]

B, \[ \langle 2p\pi \mu \mid \frac{d}{dR} \mid 3p\pi \mu \rangle \]

C, \[ \langle 2p\sigma \mu \mid \frac{d}{dR} \mid 3p\sigma \mu \rangle \]

D, \[ \langle 1s\sigma g \mid \frac{d}{dR} \mid 3d\sigma g \rangle \]

E, \[ \langle 2s\sigma g \mid \frac{d}{dR} \mid 3d\sigma g \rangle \]

Note: the above are the only non-zero radial integrals formed between the states of the maximum sized basis set mentioned previously.
Angular Integrals:

A, $\langle 2p\pi\mu | L_y | 2p\sigma\mu \rangle$

B, $\langle 3p\pi\mu | L_y | 2p\sigma\mu \rangle$

C, $\langle 1S\sigma g | L_y | 3D\pi g \rangle$

D, $\langle 2S\sigma g | L_y | 3D\pi g \rangle$

E, $\langle 2p\pi\mu | L_y | 3p\sigma\mu \rangle$

F, $\langle 3p\pi\mu | L_y | 3p\sigma\mu \rangle$

G, $\langle 3D\pi g | L_y | 3D\sigma g \rangle$

Note: the above are the only non-zero angular integrals formed between the states of the maximum sized basis set mentioned previously.
FIG. XII

ANGULAR INTEGRALS
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FIGURE XIII

$H_2^+$ energy eigenvalues:
(Only the electronic energy is graphed.)

A, $1s\sigma_g$

B, $2\sigma\pi_u$

C, $2\delta\sigma_g$

D, $3\sigma\pi_u$

E, $2\rho\sigma_u$

F, $3\delta\pi_g$

G, $3\rho\sigma_u$

H, $3\delta\sigma_g$
<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.00 \times 10^{-4} ]</td>
<td>[1.00 \times 10^{-4} ]</td>
<td>[1.00 \times 10^{-4} ]</td>
<td>[1.00 \times 10^{-4} ]</td>
<td>[1.00 \times 10^{-4} ]</td>
</tr>
<tr>
<td>[0.50 \times 10^{-4} ]</td>
<td>[0.50 \times 10^{-4} ]</td>
<td>[0.50 \times 10^{-4} ]</td>
<td>[0.50 \times 10^{-4} ]</td>
<td>[0.50 \times 10^{-4} ]</td>
</tr>
</tbody>
</table>
### Table I

**INTERNUCLEAR SEPARATION R = 10.00 A.U. TO 40.00 A.U.**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.07912E-02</td>
<td>2.28504E-01</td>
<td>3.03354E-01</td>
<td>2.20842E-01</td>
<td>1.51111E-01</td>
<td>3.28018E-01</td>
<td>5.79731E-01</td>
</tr>
<tr>
<td>1.07560E-02</td>
<td>1.16272E-01</td>
<td>1.15541E-01</td>
<td>1.15272E-01</td>
<td>1.15270E-01</td>
<td>1.15270E-01</td>
<td>1.15270E-01</td>
</tr>
<tr>
<td>-3.12870E-02</td>
<td>2.98801E-01</td>
<td>2.98801E-01</td>
<td>2.98801E-01</td>
<td>2.98801E-01</td>
<td>2.98801E-01</td>
<td>2.98801E-01</td>
</tr>
</tbody>
</table>

### Table II

**INTERNUCLEAR SEPARATION R = 0.50 A.U. TO 10.00 A.U.**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3.47625E+00</td>
<td>2.10593E+00</td>
<td>2.10593E+00</td>
<td>2.10593E+00</td>
<td>2.10593E+00</td>
<td>2.10593E+00</td>
<td>2.10593E+00</td>
</tr>
<tr>
<td>-4.56078E+00</td>
<td>1.00215E+01</td>
<td>1.00215E+01</td>
<td>1.00215E+01</td>
<td>1.00215E+01</td>
<td>1.00215E+01</td>
<td>1.00215E+01</td>
</tr>
<tr>
<td>2.45492E+00</td>
<td>2.45492E+00</td>
<td>2.45492E+00</td>
<td>2.45492E+00</td>
<td>2.45492E+00</td>
<td>2.45492E+00</td>
<td>2.45492E+00</td>
</tr>
<tr>
<td>-5.52032E+00</td>
<td>2.05342E+00</td>
<td>2.05342E+00</td>
<td>2.05342E+00</td>
<td>2.05342E+00</td>
<td>2.05342E+00</td>
<td>2.05342E+00</td>
</tr>
<tr>
<td>3.28837E-02</td>
<td>1.15377E+00</td>
<td>1.15377E+00</td>
<td>1.15377E+00</td>
<td>1.15377E+00</td>
<td>1.15377E+00</td>
<td>1.15377E+00</td>
</tr>
<tr>
<td>-7.67541E-03</td>
<td>2.11029E+00</td>
<td>2.11029E+00</td>
<td>2.11029E+00</td>
<td>2.11029E+00</td>
<td>2.11029E+00</td>
<td>2.11029E+00</td>
</tr>
<tr>
<td>-2.68597E-03</td>
<td>2.18094E-02</td>
<td>2.18094E-02</td>
<td>2.18094E-02</td>
<td>2.18094E-02</td>
<td>2.18094E-02</td>
<td>2.18094E-02</td>
</tr>
<tr>
<td>2.29363E-03</td>
<td>2.29363E-03</td>
<td>2.29363E-03</td>
<td>2.29363E-03</td>
<td>2.29363E-03</td>
<td>2.29363E-03</td>
<td>2.29363E-03</td>
</tr>
<tr>
<td>-1.52212E-05</td>
<td>7.66500E-05</td>
<td>7.66500E-05</td>
<td>7.66500E-05</td>
<td>7.66500E-05</td>
<td>7.66500E-05</td>
<td>7.66500E-05</td>
</tr>
</tbody>
</table>

### Table III

**INTERNUCLEAR SEPARATION R = 0.05 A.U. TO 0.50 A.U.**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.44114E-01</td>
<td>-2.22937E-05</td>
<td>-1.35945E-05</td>
<td>-1.07291E-04</td>
<td>-2.51910E-05</td>
<td>-1.41413E+01</td>
<td>-2.44342E+01</td>
</tr>
<tr>
<td>2.22937E-02</td>
<td>-1.35945E-05</td>
<td>1.16384E-03</td>
<td>1.63425E-03</td>
<td>-9.93599E-03</td>
<td>4.78311E-02</td>
<td>-3.22101E-02</td>
</tr>
<tr>
<td>-5.33117E-02</td>
<td>1.23890E-01</td>
<td>2.65720E-01</td>
<td>2.65720E-01</td>
<td>1.23890E-01</td>
<td>2.65720E-01</td>
<td>2.65720E-01</td>
</tr>
<tr>
<td>-2.22937E+01</td>
<td>1.35945E+01</td>
<td>1.07291E+04</td>
<td>1.16384E-03</td>
<td>1.63425E-03</td>
<td>9.93599E-03</td>
<td>-4.78311E-02</td>
</tr>
<tr>
<td>3.00007E+02</td>
<td>1.30369E+01</td>
<td>1.74740E+01</td>
<td>1.74740E+01</td>
<td>1.74740E+01</td>
<td>1.74740E+01</td>
<td>1.74740E+01</td>
</tr>
<tr>
<td>-1.02126E+00</td>
<td>2.05716E-02</td>
<td>-2.05716E-02</td>
<td>-2.05716E-02</td>
<td>-2.05716E-02</td>
<td>-2.05716E-02</td>
<td>-2.05716E-02</td>
</tr>
<tr>
<td>-2.16366E-03</td>
<td>2.16366E-03</td>
<td>2.16366E-03</td>
<td>2.16366E-03</td>
<td>2.16366E-03</td>
<td>2.16366E-03</td>
<td>2.16366E-03</td>
</tr>
<tr>
<td>-2.93600E-03</td>
<td>-2.93600E-03</td>
<td>-2.93600E-03</td>
<td>-2.93600E-03</td>
<td>-2.93600E-03</td>
<td>-2.93600E-03</td>
<td>-2.93600E-03</td>
</tr>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td>E</td>
<td>F</td>
<td>G</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>1</td>
<td>.12773E+01</td>
<td>.32546E+00</td>
<td>.23532E+00</td>
<td>.26582E+00</td>
<td>.19366E+00</td>
<td>.22785E+00</td>
</tr>
<tr>
<td>2</td>
<td>.22550E+00</td>
<td>.69334E+00</td>
<td>.67469E+00</td>
<td>.93970E+00</td>
<td>.22785E+00</td>
<td>.19730E+00</td>
</tr>
<tr>
<td>3</td>
<td>.37140E+02</td>
<td>.30665E-02</td>
<td>.81633E+00</td>
<td>.14705E+00</td>
<td>.12624E+00</td>
<td>.51307E+00</td>
</tr>
<tr>
<td>4</td>
<td>.33440E-02</td>
<td>.75320E+03</td>
<td>.69974E+03</td>
<td>.90658E+00</td>
<td>.52652E+00</td>
<td>.61176E+00</td>
</tr>
<tr>
<td>5</td>
<td>.26650E-03</td>
<td>.59010E-02</td>
<td>.34712E+00</td>
<td>.11366E+00</td>
<td>.67202E-02</td>
<td>.36012E+00</td>
</tr>
<tr>
<td>6</td>
<td>.12721E+00</td>
<td>.30350E+00</td>
<td>.12720E+00</td>
<td>.91911E+00</td>
<td>.26204E+00</td>
<td>.15119E+00</td>
</tr>
<tr>
<td>7</td>
<td>.43050E+16</td>
<td>.12563E+00</td>
<td>.33068E+00</td>
<td>.73464E+00</td>
<td>.77607E+00</td>
<td>.48666E+00</td>
</tr>
<tr>
<td>8</td>
<td>.34310E+08</td>
<td>.31815E+00</td>
<td>.55841E+00</td>
<td>.25146E+00</td>
<td>.15944E+00</td>
<td>.10006E+00</td>
</tr>
</tbody>
</table>

**Table III**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.21221E+01</td>
<td>.49012E+00</td>
<td>.51406E+00</td>
<td>.22202E+00</td>
<td>.54023E+00</td>
<td>.22215E+00</td>
<td>.23497E+00</td>
</tr>
<tr>
<td>2</td>
<td>.93916E+00</td>
<td>.66263E+00</td>
<td>.10056E+00</td>
<td>.36166E+00</td>
<td>.32507E+00</td>
<td>.50153E+00</td>
<td>.14529E+00</td>
</tr>
<tr>
<td>3</td>
<td>.21050E+00</td>
<td>.67033E+00</td>
<td>.11553E+00</td>
<td>.13919E+00</td>
<td>.30506E+00</td>
<td>.14529E+00</td>
<td>.26840E+00</td>
</tr>
<tr>
<td>4</td>
<td>.61210E+00</td>
<td>.72326E+00</td>
<td>.18171E+00</td>
<td>.21688E+00</td>
<td>.50153E+00</td>
<td>.14529E+00</td>
<td>.26840E+00</td>
</tr>
<tr>
<td>5</td>
<td>.14745E+00</td>
<td>.15733E+00</td>
<td>.30755E+00</td>
<td>.52739E+00</td>
<td>.32507E+00</td>
<td>.50153E+00</td>
<td>.14529E+00</td>
</tr>
<tr>
<td>6</td>
<td>.93320E+00</td>
<td>.20670E+00</td>
<td>.47575E+00</td>
<td>.63057E+00</td>
<td>.76317E+00</td>
<td>.72326E+00</td>
<td>.50153E+00</td>
</tr>
<tr>
<td>7</td>
<td>.30263E+00</td>
<td>.12567E+00</td>
<td>.50439E+00</td>
<td>.40752E+00</td>
<td>.11410E+00</td>
<td>.10393E+00</td>
<td>.15741E+00</td>
</tr>
<tr>
<td>8</td>
<td>.13091E+00</td>
<td>.46016E+00</td>
<td>.13232E+00</td>
<td>.15378E+00</td>
<td>.68996E+00</td>
<td>.80557E+00</td>
<td>.13232E+00</td>
</tr>
<tr>
<td>9</td>
<td>.24343E+00</td>
<td>.28183E+00</td>
<td>.18943E+00</td>
<td>.16421E+00</td>
<td>.40019E+00</td>
<td>.82923E+00</td>
<td>.16421E+00</td>
</tr>
</tbody>
</table>

**Table III**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.20151E+00</td>
<td>.49999E+00</td>
<td>.50019E+00</td>
<td>.22221E+00</td>
<td>.50000E+00</td>
<td>.22221E+00</td>
<td>.22215E+00</td>
</tr>
<tr>
<td>2</td>
<td>.01655E+00</td>
<td>.21019E+00</td>
<td>.10643E+00</td>
<td>.33642E+00</td>
<td>.50000E+00</td>
<td>.22221E+00</td>
<td>.22215E+00</td>
</tr>
<tr>
<td>3</td>
<td>.02147E+00</td>
<td>.03653E+00</td>
<td>.07575E+00</td>
<td>.19653E+00</td>
<td>.33642E+00</td>
<td>.50000E+00</td>
<td>.22221E+00</td>
</tr>
</tbody>
</table>
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Contour Diagram of $|\psi|^2$ for $4\sigma_\mu$ taken through the XZ plane.