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The thesis describes the development of a model of the three-phase Voltage Source Converter (VSC) in the Harmonic State Space (HSS) domain, a Linear Time Periodic (LTP) extension to the Linear Time Invariant (LTI) state space. The HSS model of the VSC directly captures harmonic coupling effects using harmonic domain modelling concepts, generalised to dynamically varying signals. Constructing the model using a reduced-order three-phase harmonic signal representation achieves conceptual simplification, reduced computational load, and direct integration with a synchronous frame vector control scheme.

The numerical switching model of the VSC is linearised to gain a small-signal controlled model, which is validated against time-domain PSCAD/EMTDC simulations. The controlled model is evaluated as a STATCOM-type system, exercising closed-loop control over the reactive power flow and dc-side capacitor voltage using a simple linear control scheme. The resulting state-space model is analysed using conventional LTI techniques, giving pole-zero and root-locus analyses which predict the dynamic behaviour of the converter system. Through the ability to independently vary the highest simulated harmonic order, the dependence on the closed-loop response to dynamic harmonic coupling is demonstrated, distinguishing the HSS model from fundamental-only Dynamic Phasor models by its ability to accurately model these dynamics.
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GLOSSARY

The following glossary contains a list of the commonly used nomenclature and abbreviations found in this thesis.

**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vec{M}$</td>
<td>switching modulation vector</td>
</tr>
<tr>
<td>$m_f$</td>
<td>carrier frequency multiple</td>
</tr>
<tr>
<td>$\Im$</td>
<td>imaginary component</td>
</tr>
<tr>
<td>$\Re$</td>
<td>real component</td>
</tr>
<tr>
<td>$\mathbb{C}$</td>
<td>set of complex numbers</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>set of real numbers</td>
</tr>
<tr>
<td>$\mathbb{Z}$</td>
<td>set of integers</td>
</tr>
<tr>
<td>$M_d$</td>
<td>direct-axis component of modulation vector</td>
</tr>
<tr>
<td>$M_q$</td>
<td>quadrature-axis component of modulation vector</td>
</tr>
<tr>
<td>$x(t)$</td>
<td>time-domain signal</td>
</tr>
<tr>
<td>$x_\psi(t)$</td>
<td>generalised phase time-domain signal</td>
</tr>
<tr>
<td>$\Gamma(t)$</td>
<td>vector of harmonic exponentials</td>
</tr>
<tr>
<td>$X$</td>
<td>vector of harmonic coefficients</td>
</tr>
<tr>
<td>$X_\psi$</td>
<td>generalised phase ac harmonic vector</td>
</tr>
<tr>
<td>$\bar{X}$</td>
<td>harmonic state space matrix</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>phase-dependent shift matrix</td>
</tr>
<tr>
<td>$D{\cdot}$</td>
<td>diagonal matrix operator</td>
</tr>
<tr>
<td>$T{\cdot}$</td>
<td>Toeplitz matrix operator</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>fundamental angular frequency</td>
</tr>
</tbody>
</table>

**ABBREVIATIONS**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EHD</td>
<td>Extended Harmonic Domain</td>
</tr>
<tr>
<td>EMP</td>
<td>Exponentially Modulated Periodic</td>
</tr>
<tr>
<td>FACTS</td>
<td>Flexible AC Transmission System</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FTM</td>
<td>Frequency Transfer Matrix</td>
</tr>
<tr>
<td>HSS</td>
<td>Harmonic State Space</td>
</tr>
<tr>
<td>HVDC</td>
<td>High Voltage Direct Current</td>
</tr>
<tr>
<td>LTI</td>
<td>Linear Time Invariant</td>
</tr>
<tr>
<td>LTISS</td>
<td>LTI State Space</td>
</tr>
<tr>
<td>LTP</td>
<td>Linear Time Periodic</td>
</tr>
<tr>
<td>PLL</td>
<td>Phase-Locked Loop</td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse-Width Modulation</td>
</tr>
<tr>
<td>STATCOM</td>
<td>Static Synchronous Compensator</td>
</tr>
<tr>
<td>TCR</td>
<td>Thyristor-Controlled Reactor</td>
</tr>
<tr>
<td>UPS</td>
<td>Uninterruptible Power Supply</td>
</tr>
<tr>
<td>VSC</td>
<td>Voltage-Source Converter</td>
</tr>
</tbody>
</table>
Chapter 1

INTRODUCTION

This thesis is concerned with the modeling of the three-phase Voltage-Source Converter (VSC) using a framework developed in the Harmonic State Space (HSS) domain. This chapter summarizes the motivating factors behind this work.

1.1 RELEVANCE OF THE VOLTAGE-SOURCE CONVERTER

The three-phase VSC can be regarded as the fundamental building block of many grid-connected power electronic systems. Its ability to produce voltage waveforms comprised of arbitrary magnitudes, frequencies, and phases allows it to be used in many different applications including Flexible AC Transmission System (FACTS) devices, on-line Uninterruptible Power Supply (UPS) installations, high-efficiency switching controlled rectifiers, and VSC-HVDC transmission systems.

Continuing development in power semiconductor devices have increased device ratings, lowered cost, and improved efficiency, in turn enabling an expanding scope of applications. The significant and growing importance of the VSC in electric power systems is a major motivation for this research. Increased penetration of VSC-based systems is occurring at all levels and scales of the power system, from converters interfacing renewable generation sources, to FACTS devices supporting the efficient use of transmission resources, to high-efficiency controlled loads. The combined effect of increasing power levels and system penetration is a wider scope for interaction between converter systems, and thus the demand for models capable of describing these interactions, as highlighted in [Arrillaga and Watson 2008].

1.2 MOTIVATIONS FOR ALTERNATIVE MODELS

Time-domain simulation techniques for power electronic systems are technologically mature, with Electromagnetic Transient programs employing Dommel's technique in combination with inter-
polation algorithms and other subroutines to provide a fully general simulation framework for a wide class of power systems, including those incorporating switching elements [Dommel 1969]. Although able to compute solutions for arbitrary networks, the resulting time-domain output is of limited use for the purposes of control analysis, or the study of converter interactions, as the underlying dynamics are not revealed. As will be discussed in Chapter 5, linearised state-space control models exist for these converters, but they necessarily do not capture higher-order dynamics such as harmonic coupling effects. As discussed in Chapter 2, a wide variety of harmonic domain models exist for specific applications such as harmonic penetration studies. The legacy of these models is a large body of harmonic domain modelling and analysis techniques, some of which can be generalised to the dynamic HSS.

Modeling techniques using the HSS domain hold the promise of unifying harmonic and control analyses, while providing accurate transient simulated output. Simple controlled HSS models have proven their ability to produce closed-loop stability results [Möllerstedt and Bernhardsson 2000] for systems where harmonic interaction affects the control response, and to provide insight into control design in the presence of system resonances [Orillaza 2011].

1.3 RESEARCH OBJECTIVES

The principle objective of this research is to develop a general-purpose harmonic state space model of the controlled two-level three-phase voltage source converter, which provides a unified electrical and control model. In developing the modelling framework for this converter model, the secondary goal is to advance the state of the art of HSS modelling of FACTS devices, by articulating a coherent interpretation of HSS signals which allows for the unification of electrical and control models. Another area for investigation is the application of LTI system analysis techniques to these HSS models, in order to better characterise closed-loop system performance.

1.4 THESIS OUTLINE

Chapter 2 introduces the harmonic domain as the natural domain for modelling non-linear and modulating elements in power systems, and defines general concepts and procedures for mapping time-domain relations in linear time periodic systems to harmonic-domain operations using the construct of the Frequency Transfer Matrix.

Chapter 3 derives the Harmonic State Space as a periodic extension of the LTI State Space (LTISS). The properties of LTISS systems are identified, and it is demonstrated that the HSS formulation retains analogous properties. General procedures for the mapping of LTP systems
to self-contained HSS models are developed, and applied to passive LTI networks that will be later used as elements of an HSS power system model.

**Chapter 4** details the operation and control of grid-connected Voltage Source Converters, so as to inform the development of a suitable HSS modelling framework. The HSS model of the VSC is developed as a set of reduced-order FTMs, described by a numerical switching model. These transfers are verified against an equivalent PSCAD/EMTDC model in isolation and as part of a STATCOM-type system.

**Chapter 5** extends the VSC model to include linearised transfers from a synchronous vector control scheme, giving a dynamic small-signal model. Using the reduced-order three-phase harmonic domain modelling framework of Chapter 4, measurement concepts for dynamic HSS signals are developed to link the electrical and control elements. Closed-loop performance of the dynamic model is evaluated, and LTI analysis techniques are applied to generate discrete root-loci for control parameters.

**Chapter 6** closes the thesis with a review of benefits and limitations of the modelling framework developed here, and suggests a domain of applicability. Potential research directions and applications are identified.
Chapter 2

HARMONIC DOMAIN MODELLING

2.1 INTRODUCTION

This chapter introduces the techniques of harmonic domain modelling, and how they map to time-domain operations within generalised Linear Time Periodic (LTP) systems. This will form the basis for the extension of these techniques to dynamically varying harmonic signals in Chapter 3.

Harmonic domain modelling of power systems provides a systematic way of modelling the coupling between harmonic components due to non-linearities and modulating elements, as reviewed in [Arrillaga et al. 1995]. The harmonic domain, combined with iterative techniques such as Newton-Raphson methods, gives a steady-state solution to the interaction of these harmonic sources.

Harmonic domain models have been successfully applied to modelling low-frequency interactions across HVDC links [Larsen et al. 1989] [Hume et al. 2003]. A comprehensive harmonic domain model for systems containing PWM-switched converters can be found in [Collins 2006], which integrates the load-flow, harmonic, and control mismatches into an iterative numerical model, giving steady-state solutions for unbalanced systems containing a variety of PWM-based converters.

A harmonic domain model forms a complete description of a system in a periodic steady state. For power electronic systems, this implies that the switching instants of the modelled devices are periodically fixed, and that the system has relaxed to a cyclic steady state condition [Love 2007]. It will be seen in Chapter 3 that the harmonic domain solution to an LTP system is the devolution of the fully dynamic harmonic state space solution to the cyclic steady state.
2.2 HARMONIC SIGNAL REPRESENTATION

The foundational principle of harmonic domain modelling is the equivalence of a periodic signal with its Fourier series expansion [Bracewell 2000]. It is represented here as a vector of harmonic coefficients, \( X_k \in \mathbb{C} \)

\[
x(t) = \sum_{k \in \mathbb{Z}} X_k e^{j k \omega_0 t}
\]

(2.1)

In practical applications, the vector is truncated to a maximum harmonic order \( h \), which is practicable if the spectral content of the signal decreases with frequency. By defining a finite vector of harmonic exponentials, \( \Gamma(t) \), as

\[
\Gamma(t) = \begin{bmatrix}
e^{-j h \omega_0 t} & \ldots & e^{-j 2 \omega_0 t} & e^{-j \omega_0 t} & 1 & e^{j 2 \omega_0 t} & \ldots & e^{j h \omega_0 t}
\end{bmatrix}
\]

(2.2)

the signal may be represented more compactly, as

\[
x(t) = \Gamma(t) X
\]

(2.3)

The vector \( X \) is a constant vector of complex harmonic coefficients, comprised of positive and negative frequency components, which will be conjugate terms for a real signal \( x(t) \), as well as a zero-frequency term which will be restricted to real values for a real signal.

2.3 FREQUENCY TRANSFER MATRICES

The Frequency Transfer Matrix (FTM) is introduced as a general construct for the representation of various time-domain operations in the harmonic domain. An output harmonic vector is the result of the product of an FTM and an input harmonic vector, and through this, represents a time-domain operation mapping a periodic input to a periodic output. This thesis makes use of the Operational Matrices formulation of Madrigal and Rico [Madrigal and Rico 2004] to describe operations on LTP signals. Two basis FTMs are defined and discussed here, which will be used to construct FTMs to enable a complete system description in the harmonic domain.

2.3.1 Basis FTM Operators

**Diagonal Matrix**  Given a complex vector \( \{a_n\}_{n \in [-h,h]} \), the diagonalising operator \( D \) produces a square FTM of rank \( 2h + 1 \), with the diagonal elements of \( a_n \) and zeros elsewhere, as in
2.3 FREQUENCY TRANSFER MATRICES

2.4

\[
D = D\{a_n\}_{n\in[-h,h]}
\]

\[
\begin{bmatrix}
    a_{-h} \\
    \vdots \\
    a_0 \\
    \vdots \\
    a_h
\end{bmatrix}
\]

**Toeplitz Matrix**  Given a complex vector \(\{a_n\}_{n\in[-h,h]}\), the Toeplitz operator \(T\) produces a square FTM of rank \(h + 1\), which has constant diagonal terms.

\[
T = T\{a_n\}_{n\in[-h,h]}
\]

\[
\begin{bmatrix}
    a_0 & a_{-1} & \ldots & a_{-h} \\
    a_1 & \ddots & \ldots & \vdots \\
    \vdots & \ddots & \ddots & a_{-1} \\
    a_h & \ldots & a_1 & a_0
\end{bmatrix}
\]

\[T_{k,l} = a_{k-l}\]

2.3.2 FTMs for Time Domain Operations

Two classes of operations on periodic signals can be defined, which together form a complete description of operations within a periodic system. Those in the first class, that of unary operations, apply a harmonically decoupled transformation to a harmonic vector input. In the most general case, these operations are an arbitrary phase and magnitude transformation between each individual harmonic component of the input and output vectors, and can therefore model any Linear Time Invariant (LTI) operation on harmonic domain signals. Those in the second class, that of binary operations, produce a harmonic vector output from two harmonic vector inputs. This is required to model the time-domain operation of the multiplication of two inputs. Although the two inputs are mathematically interchangeable, one is selected to become the operator, and the other the operand, in a choice which reflects the structure of the modelled system.

**Harmonically Decoupled FTM**  The general form of the harmonically decoupled transfer
is described by multiplication with the diagonalised matrix of 2.4. For the input vector \( U \) and output vector \( W \), the operation describing the decoupled transfer is multiplication with the diagonally-structured FTM \( V \).

\[
W = VU
\]

\[
V \triangleq \mathcal{D}\{v_n\}_{n \in [-h, h]}
\]  \hspace{1cm} (2.6)

All LTI operations such as scaling, transformation by harmonic admittance, integration and differentiation are special cases of this FTM.

**Integration FTM**  For the periodic input vector \( U \) with fundamental angular frequency \( \omega_0 \), the FTM \( \Lambda_f \) of the transfer to its time integral is described as:

\[
y(t) = \int u(t) \, dt
\]

\[
Y_n = \frac{1}{jn\omega_0}U_n
\]

\[
\Lambda_f \triangleq \mathcal{D}\left\{\frac{1}{jn\omega_0}\right\}_{n \in [-h, h]}
\]  \hspace{1cm} (2.7)

**Differentiation FTM**  For the periodic input vector \( U \) with fundamental angular frequency \( \omega_0 \), the FTM \( \Lambda_D \) of the transfer to its time derivative is described as:

\[
y(t) = \frac{du(t)}{dt}
\]

\[
Y_n = jn\omega_0U_n
\]

\[
\Lambda_D \triangleq \mathcal{D}\{jn\omega_0\}_{n \in [-h, h]}
\]  \hspace{1cm} (2.8)

**Phase Shift FTM**  A time-domain shift of the periodic signal \( U \) by \( \tau \) seconds is equivalent to a shift by \( \phi = \frac{\tau}{\omega_0} \) radians at the fundamental frequency, and therefore \( n\phi \) radians at every \( n^{th} \) harmonic component, which may be represented in the following decoupled FTM:
2.3 FREQUENCY TRANSFER MATRICES

\[ y(t) = u(t + \frac{\phi}{\omega_0}) \]

\[ Y_n = e^{jn\phi} U_n \]

\[ \Lambda_\phi(\phi) \triangleq D\{e^{jn\phi}\}_{n \in [-h,h]} \quad (2.9) \]

**Three-Phase Shift FTM** A special case of the phase shift FTM can be applied in the modelling of three-phase power systems. Phase signals (currents or voltages) in balanced and periodic three-phase systems are identical, but shifted in time by one third of the fundamental period. This implies that any of the three phase signals may be described as time-shifted variations of the reference phase \( a \), or equivalently in the harmonic domain as the harmonic vector of \( a \) modified by the harmonic-dependent phase shift defined in equation 2.9.

The positive sequence phase shift \( \psi \) relative to phase \( a \) is therefore defined as \( \psi_a = 0 \), \( \psi_b = -\frac{2\pi}{3} \) and \( \psi_c = \frac{2\pi}{3} \) over the three phases. The general vectorial representation of this FTM is gained by applying this phase-dependent shift \( \psi \) to the general phase shift FTM:

\[ \Psi = \Lambda_\phi(\psi) \quad (2.10) \]

\[ \Psi \triangleq D\{e^{jn\psi}\}_{n \in [-h,h]} \quad (2.11) \]

In this manner, the FTM may be applied to give a generalised harmonic domain expression for any phase \( U_\psi \) in a symmetric system, based on the single harmonic domain vector for the phase \( a \) signal, \( U_a \):

\[ U_\psi = \Psi U_a \quad (2.12) \]

**Multiplication FTM** Implementing multiplication of periodic signals represented as harmonic vectors is achieved by exploiting the convolution theorem, which states that the Fourier series expansion of the time-domain product of two signals \( v(t) \) and \( u(t) \) is equal to the convolution of their respective Fourier series expansions, the harmonic vectors \( V \) and \( U \).

\[ w(t) = v(t)u(t) \quad (2.13) \]

\[ \sum_{k=-h}^{h} W_k e^{jk\omega_0 t} = \sum_{m=-h}^{h} V_m e^{jm\omega_0 t} \sum_{n=-h}^{h} U_n e^{jn\omega_0 t} \quad (2.14) \]
The Toeplitz structure rationalises the product of sums to a matrix multiplication.

\[
\Gamma(t)W = \Gamma(t)\mathcal{T}\{V\}_{m\in[-2h,2h]}U
\]
\[
W = \mathcal{T}\{V\}_{m\in[-2h,2h]}U
\]

(2.15)

The term selected as the multiplicand, from which the FTM \( V \) is formed, requires harmonic content of twice the order of the input vector to fully populate the FTM. In the terms of the positive and negative spectral representation, this is required to model in-band transfers from an input harmonic component at \( p\omega_0 \) to an output harmonic component at \( -q\omega_0 \) for \( p, q \leq h \) (and likewise from \( -p\omega_0 \) to \( q\omega_0 \)).
Chapter 3

HARMONIC STATE SPACE MODELLING

3.1 INTRODUCTION

This chapter introduces the HSS as a general framework for the solution of LTP systems, and shows how it can be applied to power system modelling. It will demonstrate that existing harmonic domain modelling techniques are a subset of the HSS formulation, and thus the unifying potential of the HSS framework.

The HSS was developed by Wereley [Wereley 1991] as a framework for the analysis of LTP systems. The target of Wereley’s analysis was the modelling of helicopter rotor blades, which exhibit periodic dynamics as they rotate alternately into and out of the direction of travel, driving a harmonic response which the control system must be designed for. The helicopter blade system has a clear analogy to a power system containing switching converters, in which a dominant fundamental frequency input gives rise to harmonic interaction through the switching action of the converter.

This mode of analysis has its roots in earlier methods for the analysis of periodic systems. Floquet theory [Floquet 1883], introduced in 1883, provides a time-dependent change of coordinates for linear systems with periodically time-varying coefficients, resulting in a linear system with constant coefficients in the new reference frame. Importantly, all the dynamics of the original system are preserved in the modified reference frame, and stability results can be demonstrated from within the modified frame. This technique was used by Hill [Hill 1886] for the analysis of celestial objects, in which periodically varying dynamics arise through their orbits. The common idea is to use a modified reference frame in which periodic dynamics become constant. In Floquet theory, this is achieved through a factorisation of the response into the product of a periodic transition matrix with an exponential response [Alvarez Martin et al. 2011]. In the HSS, this is achieved through an extension of the conventional LTISS by expanding its domain of signals to explicitly include harmonic components.

Other authors reach a similar formulation to the HSS under the names of the Dynamic Harmonic
Domain (DHD) [Chavez 2010] or Extended Harmonic Domain (EHD) [Rico et al. 2003]. In this thesis, the terminology of the HSS is used in acknowledgement of the original formulation, and also in light of the goal of extending state-space analysis to a harmonic model of the VSC.

3.2 HARMONIC STATE SPACE

The Harmonic State Space is an extension of the conventional LTISS to describe LTP systems. The LTISS is first characterised here, so that the HSS can be logically extended from it.

3.2.1 LTI State Space

An LTI system may be modelled as a set of first-order linear differential equations of its state variables, allowing the formulation of a compact algebraic representation as an LTISS system.

\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t)
\end{align*} \tag{3.1}

The unilateral Laplace transform provides an integral transformation of the signals \(x(t)\) of the LTISS system, and thus of the state-space formulation itself, with the use of the differential operator \(s\) giving a completely algebraic representation of the LTISS within the s-domain. The algebraic description allows analysis of the dynamic behaviour of the system through mechanisms such as the s-domain pole-zero and root-locus techniques.

\begin{align*}
x(s) &= \mathcal{L}\{x(t)\} = \int_{0}^{\infty} e^{-st} x(t) \, dt \\
sx(s) &= Ax(s) + Bu(s) \tag{3.4} \\
y(s) &= Cx(s) + Du(s) \tag{3.5}
\end{align*}

The basis function for the LTISS is the kernel function of the Laplace operator, \(e^{-st}\), where \(s = \sigma + j\omega\). It is by extension of this basis function into harmonic components that the HSS gains the power to model periodic systems. The integrability of signals on the region of \([0, \infty)\) determines the set of signals that can be described in the s-domain. This set, the complex frequency or s-domain, maps to all physically realizable signals of an LTI system, with the
exception of the resonant response to an undamped mode [Love 2007]. The form of the signals of an LTI system in the s-domain are shown in Table 3.1, where \( u_0 \in \mathbb{R}^{p \times 1} \).

**Table 3.1** The signals of an LTI system.

<table>
<thead>
<tr>
<th>LTI Signal</th>
<th>Symbol</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>( u(t) )</td>
<td>( u_0 e^{st} )</td>
</tr>
<tr>
<td>Forced response (steady-state response)</td>
<td>( x_{ss}(t) )</td>
<td>((sI - A)^{-1}Bu_0 e^{st})</td>
</tr>
<tr>
<td>Transient response</td>
<td>( x_{tr}(t) )</td>
<td>( e^{At}(x(t_0) - x_{ss}(t_0)))</td>
</tr>
<tr>
<td>Steady state output</td>
<td>( y_{ss}(t) )</td>
<td>( Cx_{ss}(t))</td>
</tr>
<tr>
<td>Transient output</td>
<td>( y_{tr}(t) )</td>
<td>( Cx_{tr}(t))</td>
</tr>
<tr>
<td>System transfer function</td>
<td>( H(s) )</td>
<td>( C(sI - A)^{-1}B)</td>
</tr>
</tbody>
</table>

These equations reveal several important qualities of the LTI system. The response of the LTI system to an s-domain input is separable into two parts; the transient response, which evolves at the eigenvalues of the system \( A \) matrix, and the forced or steady-state response, which evolves at the frequencies of the inputs. An important property of such a system is the relaxation of the transient response. If the system is asymptotically stable, as can be determined by the eigenvalues of the \( A \) matrix, then the transient response tends towards zero as \( t \to \infty \). This property allows for the calculation of the steady state response as a direct algebraic solution of the state space description of the system for its input, a property that should be retained in any expanded framework.

In the steady state, the frequencies of the input are those of the output, but transformed through the gain and phase modifications of the mapping between inputs and outputs, as represented by the system transfer function. The linear separability of those transfers is confirmed by the equivalent representation of the \( p \)-input, \( q \)-output system as \( p,q \) distinct s-domain transfer functions, though with the loss of generality and manipulability afforded by the algebraic representation. This general property of linearity, in which input frequencies map one-to-one with output frequencies, assures that an LTI system model in any single reference frame cannot describe a modulator, which couples signals at multiple frequencies through time-variant action, but hints at the expression of a domain which can.

### 3.2.2 Exponentially Modulated Periodic Signals

By introducing a periodic extension to the kernel function of the Laplace transform, a new signal representation is gained, the Exponentially Modulated Periodic (EMP) signal:

\[
z(t) = \sum_{k \in \mathbb{Z}} Z_k e^{skt} \tag{3.6}
\]
where \( s_k = s + jk\omega_0 \), giving

\[
z(t) = e^{st} \sum_{k \in \mathbb{Z}} Z_k e^{jk\omega_0 t}
\]  

This signal representation is the product of the periodic signal of 2.1 and the complex exponential basis of the s-domain. Each component of the signal is modulated exponentially at an integer multiple of the fundamental frequency. In doing so, this creates a multiplicity of harmonic reference frames as illustrated in Fig. 3.1, allowing any fixed periodic signal to be represented by a stationary vector \( Z \) in the degenerate case where \( s = 0 \), and also dynamically time-varying signals in the general case.

Unlike the conventional s-domain, the dynamic signal representation is non-unique, because of the multiplicity of equivalent signals. Any s-domain signal \( Z_0 e^{st} \) can be represented in any \( k \)-th order harmonic reference frame \( e^{jk\omega_0} \) as \( Z_k e^{(s-jk\omega_0)t} \).

This signal can be equivalently expressed using the harmonic vector of 2.2, as:

\[
z(t) = e^{st} \Gamma(t) Z
\]

\[\text{Figure 3.1} \quad \text{Figurative expansion of an s-domain signal into multiple harmonic reference frames.}\]

### 3.2.3 Products of EMP Signals

This signal representation retains the multiplication-convolution duality of the static harmonic domain representation. This allows for the same implementation of convolution as a matrix product of a Toeplitz-structured matrix of the harmonic coefficients of the multiplicand,
\begin{align*}
y(t) &= A(t)z(t) \\
e^{st}\Gamma(t)Y &= e^{st}\Gamma(t)T\{A\}Z \\
Y &= A_T Z
\end{align*}

(3.9)  
(3.10)

where the shorthand \( A_T \) is equal to the Toeplitz operator of 2.5 applied to the harmonic vector \( A \).

### 3.2.4 Derivative of EMP Signals

In order to form an explicit description of the state-space dynamic equations in terms of harmonic vectors, it is required to define the derivative of the harmonic modulation vector \( \Gamma(t) \):

\[ \dot{\Gamma}(t) = \Gamma(t) N \]  

(3.11)

where \( N \) is the diagonally structured derivative matrix of 2.8. Using this form, the derivative of the EMP signal of 3.8 can be generated using the product rule as:

\[ \dot{z}(t) = e^{st}\Gamma(t)sZ + e^{st}\Gamma(t)NZ \]  

(3.12)

### 3.2.5 Harmonic State Space Equations

The state-space description of a LTP system is written below, in which the system matrices \( A(t), B(t), C(t) \) and \( D(t) \) are \( T_0 \)-periodic functions.

\[ \dot{x}(t) = A(t)x(t) + B(t)u(t) \]  

(3.13)

\[ y(t) = C(t)x(t) + D(t)u(t) \]  

(3.14)

By expressing the dynamic state-space equations of 3.13 and 3.14 using the EMP signals and operators defined in 3.8-3.12, the dynamic Harmonic State Space equations are produced as follows:
\[
\begin{align*}
\text{e}^{st\Gamma(t)}sX + \text{e}^{st\Gamma(t)}NX &= \text{e}^{st\Gamma(t)}A_T X + \text{e}^{st\Gamma(t)}B_T U \\
\text{sX} + NX &= A_T X + B_T U \\
\text{sX} &= (A_T - N)X + B_T U \quad (3.15)
\end{align*}
\]

\[
\begin{align*}
\text{e}^{st\Gamma(t)}Y &= \text{e}^{st\Gamma(t)}C_T X + \text{e}^{st\Gamma(t)}D_T U \\
Y &= C_T X + D_T U \quad (3.16)
\end{align*}
\]

These equations map the time-periodic LTP system matrices to their fixed HSS equivalents, defining the general procedure for the translation of a pure LTP system into an HSS system by means of the Toeplitz transform and time derivative matrix.

\[
\begin{align*}
\bar{A} &= A_T - N \quad (3.17) \\
\bar{B} &= B_T \quad (3.18) \\
\bar{C} &= C_T \quad (3.19) \\
\bar{D} &= D_T \quad (3.20)
\end{align*}
\]

Of note is the presence in the system dynamic matrix of equation 3.15 of the \(-NX\) term, which can be interpreted as forcing a rotation of the \(n\)th component of the harmonic state variable at \(e^{-j\omega t}\), which is equivalent to the reality that in the stationary reference frame, the unforced state variables will remain constant.

### 3.2.6 HSS Properties

Just as a stable LTISS system was defined to relax to a steady-state condition for a constant input vector, in this form it can be seen that the HSS system relaxes to a similar steady-state condition, specifically the cyclical or harmonic steady state where \(sX = 0\). From this, the steady-state solution to an arbitrary harmonic input can be solved through manipulation of the state-space matrices:
\[ sX = \bar{A}X + \bar{B}U \]
\[ Y = \bar{C}X + \bar{D}U \]
\[ 0 = \bar{A}X + \bar{B}U \]
\[ X = -\bar{A}^{-1}\bar{B}U \]
\[ Y = (-\bar{C}\bar{A}^{-1}\bar{B} + \bar{D})U \]

### 3.3 PASSIVE NETWORK MODELLING

The HSS modelling techniques described above are applied here to LTI component networks that will later be used as part of a larger VSC system model. The result is a self-contained HSS block suitable for the modular system construction described in Section 4.4.4.

**Series RL Network**

![Series RL Network](image)

**Figure 3.2** Series RL network.

As a linear network, describable using first-order differential equations, the series RL network as shown in Fig. 3.2 can be written in state-space form, using the following state mapping:

\[ x(t) = \begin{bmatrix} i_l(t) \end{bmatrix} \]  
\[ y(t) = \begin{bmatrix} i_l(t) \end{bmatrix} \]  
\[ u(t) = \begin{bmatrix} v_1(t) \\ v_2(t) \end{bmatrix} \]

\[ \begin{bmatrix} i_l(t) \end{bmatrix} = \begin{bmatrix} -\frac{R}{L} & \frac{1}{L} \\ \frac{1}{L} & -\frac{1}{L} \end{bmatrix} \begin{bmatrix} v_1(t) \\ v_2(t) \end{bmatrix} \]

\[ \begin{bmatrix} i_l(t) \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v_1(t) \\ v_2(t) \end{bmatrix} \]

When these time-invariant matrices are generalised as constant LTP matrices, the resultant
Toeplitz transforms of their spectra are constant diagonal matrices of dimension $n = [−h, h]$, which when combined with the LTP to HSS mapping procedure of equations 3.17-3.20 gives the HSS frequency transfer matrices and associated harmonic state vectors, resulting in a self-contained state-space block with defined harmonic inputs and outputs:

$$\bar{A} = A_T - N$$

$$\bar{A} = \begin{bmatrix}
\frac{-R}{L} & & & \\
& \frac{-R}{L} & & \\
& & \ddots & \\
& & & \frac{-R}{L} \\
\frac{-R + jh\omega_0}{L} & \cdots & & \\
& \cdots & \ddots & \\
& & \cdots & \frac{-R}{L} - jh\omega_0 \\
\frac{1}{L} & \cdots & & \\
& \cdots & \ddots & \\
& & \cdots & \frac{1}{L} \\
\frac{1}{L} & \cdots & & \\
& \cdots & \ddots & \\
& & \cdots & \frac{1}{L} \\
\end{bmatrix}$$

(3.28)

$$\bar{B} = \begin{bmatrix}
1 \\
& 1 \\
& & 1 \\
& & & 1 \\
& & & & 1 \\
\end{bmatrix}$$

(3.29)

$$\bar{C} = \begin{bmatrix}
0 0 \\
0 0 \\
0 0 \\
\end{bmatrix}$$

(3.30)

$$\bar{D} = \begin{bmatrix}
0 & 0 & \\
0 & 0 & \\
0 & 0 & \\
\end{bmatrix}$$

(3.31)
3.3 PASSIVE NETWORK MODELLING

\[
X = \left[ \ldots I_{l,-1} \ I_{l,0} \ I_{l,+1} \ \ldots \right]^T
\]

\[
Y = \left[ \ldots I_{l,-1} \ I_{l,0} \ I_{l,+1} \ \ldots \right]^T
\]

\[
U = \left[ \left[ \ldots V_{1,-1} \ V_{1,0} \ V_{1,+1} \ \ldots \right] \left[ \ldots V_{2,-1} \ V_{2,0} \ V_{2,+1} \ \ldots \right] \right]^T
\]

(3.32) (3.33) (3.34)

The HSS models of these LTI networks are diagonal in structure, the individual harmonic components therefore being independent of each other. This implies these HSS constructions are not dependent on any specific three-phase signal representation or choice of modelled harmonics. They can therefore be constructed for any subset of harmonic components, as included in the state space vectors and matrices.

**Series RC Network**

![Series RC network](image)

The series RC network, as illustrated in Fig. 3.3, has the following state-space form which similarly translates into a decoupled HSS system:

\[
\begin{bmatrix}
\dot{v}_c(t) \\
v_{out}(t)
\end{bmatrix} = \begin{bmatrix} 0 & 1/\tau \\
1 & R \end{bmatrix} \begin{bmatrix} v_c(t) \\
in(t)\end{bmatrix}
\]

(3.35) (3.36)

**Parallel RC Network**

The parallel RC network, as illustrated in Fig. 3.4, has the following state-space form which similarly translates into a decoupled HSS system:
\[ v_{c}(t) = \left[ \frac{-1}{RC} \right] v_{c}(t) + \left[ \frac{1}{C} \right] i_{in}(t) \]  
\[ v_{out}(t) = \left[ 1 \right] v_{c}(t) + \left[ 0 \right] i_{in}(t) \]

**Figure 3.4** Parallel RC network.
Chapter 4

THREE PHASE VSC MODELLING

4.1 INTRODUCTION

This chapter introduces the three-phase VSC as the subject of analysis in the HSS domain. The principles of the operation and control of pulse-width modulated (PWM) VSC systems are introduced generally and then used to describe a harmonic domain modelling framework suited for three-phase vector control.

The switching action of the VSC is described using the numerical switching function model developed in Section 4.4, at first using a fixed control vector and switching function, which is extended to modelling varying control inputs in Chapter 5. The output of the numerical switching function model is then used in Section 4.4.3 to define the harmonic-domain transfers which describe the uncontrolled VSC in the HSS.

Existing harmonic domain models of VSCs usually make use of analytic derivations of the switching spectra, defined as Fourier coefficients of pulse trains as determined by a set of switching instants [Collins 2006], where control variation is an element of the steady-state solution combining load-flow and harmonic solutions. To date most HSS (or equivalently EHD/DHD) models of VSCs similarly model fixed switching functions, using individual phase networks to provide the generality for the modelling of non-characteristic harmonics and unbalanced system conditions [Madrigal et al. 2000] [Rico et al. 2003].

The goal of the VSC model developed in this chapter is to provide a flexible framework which is organised around the principles of vector control, and which satisfies a unified interpretation of three-phase quantities in the harmonic state space, allowing for subsequent extension to a controlled model.
4.1.1 VSC Applications

The Voltage Source Converter is a highly versatile topology. By modulating a dc bus with three sets of switches, it acts as a synthetic voltage source of variable magnitudes, phases and frequencies. As a controllable voltage source, it can indirectly control current and power flows between the ac and dc terminals. As discussed in Section 4.3, with a suitable control scheme this allows for the decoupled control of real and reactive power flows, allowing the VSC to be controlled as a virtual machine.

As an intermediating link between ac and dc systems, this ability to control decoupled power flows gives the VSC use as a grid-tie inverter for dc energy sources such as photovoltaic power systems, as a STATCOM, or a controlled rectifier. When two converters are combined with a shared dc link, the same structure can serve as a variable-speed machine drive, or VSC-HVDC link.

4.2 VSC STRUCTURE AND OPERATION

4.2.1 Structure and Operation

The fully-controlled two-level three-phase bridge forms the kernel of the three-phase voltage-source converter. It consists of three converter legs, each connecting an ac phase to the positive and negative rails of the dc bus through a pair of fully-controlled switching devices. These devices may be of any force-commutated type, including MOSFETs, IGBTs or GTOs, and may be connected in any combination of parallel or series configurations in order to achieve higher current or voltage ratings, so long as they are switched unitarily to give the effect of a monolithic switching device.

The switching devices are controlled between an on-state (conducting) and an off-state (blocking). When the upper switching device is on, the phase is connected to the top rail of the dc bus, and similarly for the lower switching device. The state of the switches on an individual leg may be described by a switching function for each phase, \( s_\psi(t) \), which takes the value 1 when the top switch is conducting, and \(-1\) when the bottom switch is conducting.

4.2.2 Dead-time Compensation

The switching devices are paired with antiparallel diodes such that there always exists a path for the phase current, even when both switching devices in a leg are off. This state necessarily occurs during the dead-time period, where both devices on a leg are simultaneously driven off, to allow the previously conducting device time to commutate to its full off-state blocking voltage.
before the alternate device is switched on, in order to prevent simultaneous conduction and the catastrophic shoot-through that would accompany it. During this dead-time period, the state of conduction in either the upper or lower antiparallel diode, and thus which dc rail is connected to the phase, is dependent on the direction of the current in the phase. If left unchecked, this will result in a departure of the effective switching function from the ordered switching signal, and thus in the terms of angular or vector control schemes, a departure from the ordered fundamental frequency phase vector.

Various schemes are available for the active compensation of this effect, the net result of which is an effective switching function which matches the ordered switching signal. The converter model considered in this thesis assumes the implementation of one of these schemes, such that the effect of the dead-time may be ignored in the modelling of both the converter and control system [Holmes and Lipo 2003]. This assumption is justified based on the capabilities of these schemes to be transparently integrated into the control system.

4.3 VSC CONTROL

The versatility and controllability of the fully-controlled VSC comes from the ability to apply arbitrary switching functions to its individual converter legs. This enables a control bandwidth in proportion to the maximum switching frequency of the devices, which allows for the fundamentally high-bandwidth applications such as active harmonic filtering, as well as a fast response in fundamental frequency control applications. It is these fundamental frequency control applications which this thesis is concerned with, in which the objective is control over fundamental frequency voltages, currents, and power flows.

This section introduces the converter control techniques required for basic fundamental frequency control applications, and their treatment in the harmonic domain model of the VSC.

4.3.1 PWM Control

4.3.1.1 Carrier-Based PWM

Carrier-based PWM is the oldest and most straightforward technique for the translation of a control reference signal into a switching function, well-described in sources such as [Mohan and Undeland 2007] and [Holmes and Lipo 2003]. The switching function for an individual phase $s_\psi(t)$ is produced from the comparison of two signals, the carrier signal $v_c(t)$ and reference signal $v_{ref,-\psi}(t)$. The carrier signal is a sawtooth or triangular waveform of frequency $\omega_c$, which must be an integer multiple $m_f$ of the fundamental frequency $\omega_0$ to produce a switching function with a fundamental period $T_0$. In single-phase applications, it is sufficient for $m_f$ to be an odd number
so as to avoid the production of even harmonics. For three-phase converters, \( m_f \) is chosen as an odd third multiple [Mohan and Undeland 2007].

The reference signal is in the most basic case a set of three sinusoids with the desired amplitude, or modulation index \( m_a \) and phase. For the generation of a balanced three-phase switching function, reduces to a single space vector \( \vec{M} \) in either a static or synchronous reference frame. The resultant switching signal, sharing the fundamental period, may be expressed as its Fourier series expansion, and equivalently as a harmonic vector:

\[
s_{\psi}(t) = \sum_{k \in \mathbb{Z}} S_{\psi,k} e^{j\omega_0 t} \tag{4.1}
\]

\[
s_{\psi}(t) = \Gamma(t) S_{\psi} \tag{4.2}
\]

When analysed in the frequency domain, the resulting switching signal in the ideal case has a fundamental frequency component with an identical magnitude and phase to the reference signal. This is equivalent to stating that the transfer function from \( m_a \) to \( |S_{\psi,1}| \) has a linear gain. There are two criteria to be satisfied for this linearity to be achieved. Firstly, the reference signal must be constrained to the domain \((-1, 1)\) over the entire period, or the switching signal will enter an overmodulation state, resulting in not only a loss of linear gain, but the introduction of low-order harmonic content. For sinusoidal PWM, this requires that the modulation index \( m_a \) be less than 1. Secondly, the modulation frequency ratio must be sufficiently high as to present a reference waveform evolving linearly compared to the slope of the triangular carrier, in order to give a linear fundamental component transfer function. It will be seen in Section 4.4 that the numerical model developed here is equally capable of describing operation in the overmodulation region.

4.3.1.2 Space Vector Modulation

Space Vector Modulation is a newer technique for the synthesis of a three-phase PWM waveform, amenable to digital implementation. It maps a scheduled output voltage space vector in the \( \alpha - \beta \) reference frame to a time-weighted combination of the eight possible switching states (and thus instantaneous output space vectors) of the three-phase two-level bridge. For a given vector, the weighted combination of switching states is non-unique because of the choice of utilisation of the two zero vectors, [000] and [111], which are equivalently zero-valued in the zero-sequence agnostic \( \alpha - \beta \) reference frame [Kolar et al. 1991].

It has been demonstrated that one of these sub-types of SVM, symmetrical SVM with equal use of the zero vectors, is equivalent to carrier-based PWM with a 3rd harmonic triangle wave
superimposed on the reference signal [Zhou and Wang 2002]. Whether achieved in the inherently zero-sequence agnostic SVM framework or augmented to a carrier-based system, the result is an extension to the linear modulation range to $m_a \leq 2/\sqrt{3} \approx 1.154$, a 15% improvement in maximum ac voltage, and thus dc bus utilisation, which has now been widely applied. This equivalence allows SVM schemes to be easily implemented in the numerical switching model described in Section 4.4, through the modification of the reference signal with a phase-matched triangular waveform, or sinusoid for THIPWM.

4.3.2 Vector Control

Vector control in VSCs, and power electronic systems in general, allows measured power system signals to be represented as maximally decoupled quantities, suitable for treatment as independent control variables. This decoupling takes two primary forms, both achieved through the main tools of vector control, the $dq0$ and $\alpha\beta\gamma$ transforms, Park’s and Clark’s transformations respectively. The magnitude-preserving form of Park’s transformation is given as:

$$
\begin{bmatrix}
    v_d \\
    v_q \\
    v_0
\end{bmatrix} = 2/3 \begin{bmatrix}
    \cos(\theta) & \cos(\theta - \frac{2\pi}{3}) & \cos(\theta + \frac{2\pi}{3}) \\
    -\sin(\theta) & -\sin(\theta - \frac{2\pi}{3}) & -\sin(\theta + \frac{2\pi}{3}) \\
    \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix} \begin{bmatrix}
    v_a \\
    v_b \\
    v_c
\end{bmatrix}
$$

(4.3)

The first form of decoupling achieved through the application of Park’s transformation is the conversion of the balanced component of the measured three-phase fundamental frequency signal to a static vector in the synchronous reference frame, where $\theta = \omega_{sys}t + \phi$. This decouples changes in the phase of the vector from the periodic rotation of the vector, assuming a constant system frequency, and reduces the signal dimension from three scalars to a single 2-vector. The second form of decoupling is achieved when the phase angle $\phi$ matches that of the remote voltage source, which may be the grid voltage at the point of common connection, or an electrical machine EMF (by definition the direct axis) in drive applications. In this synchronous reference frame, the axial $d$ and $q$ components of the converter current resolve directly to real and reactive power flow (or equivalently to torque and flux for a machine drive), and when the remote voltage source and the controllable voltage source of the converter are connected through a predominantly inductive impedance, these components may be effectively controlled through the quadrature manipulation of converter voltage.

This introduces the problem of achieving an accurate and stable reference for the remote voltage, which may vary in phase and frequency, so as to provide the correct signal $\phi$, as any error in this signal will translate to an angular error in the reference frame, and all control signals developed within it. In practise, this is commonly achieved with a phase-locked loop (PLL) mechanism, which functions as an observer of $\theta$ and controls the error between the reference oscillator and
the external measurement. The STATCOM model presented by Wood and Osauskas in [Wood and Osauskas 2004] embeds a linearised PLL model.

As a harmonic domain model, absolute periodicity at the nominal system frequency must be assumed, which allows $\omega_{sys}$ to be fixed at $\omega_0$. Furthermore, the phase reference is assumed to be similarly absolute, fixing the synchronous reference frame as an integral part of the model, resulting in a global fixed reference frame, and effectively ignoring PLL dynamics. This has obvious implications when modelling power systems subject to a remote source with a varying phase, which will be dealt with appropriately.

4.4 HARMONIC DOMAIN VSC MODEL

Using the general principles of harmonic domain modelling introduced in Chapter 2, and the specific considerations of VSC construction and control detailed in this chapter, the harmonic domain model of the VSC is constructed in this section in accordance with the interpretation of EMP signals for polyphase applications developed below. The numerical switching function model is developed to provide the link between the specified operating point and the switching spectrum that forms the harmonic-domain FTMs.

4.4.1 Three-Phase Signal Representation

Key to using a harmonic domain formulation for the description of a three-phase power system comprised of LTP elements is the choice of signal representation for three-phase signals. Three-phase electric power systems are the target of our analysis, as they dominate the landscape for the generation, transmission and utilisation of electrical energy at high power levels. The three-phase system is the simplest polyphase system which allows energisation in a sequence creating a rotating vector in the phase plane. It is this particular sequence of energisation, as revealed by the linear separation into the symmetrical components of Fortescue [Fortescue 1918], that imbues the three-phase power system with the privileged reference frame associated with the fundamental frequency phase vector, and which should then be considered explicitly when developing a harmonic domain model.

Harmonic signal representation in single-phase systems require no extra consideration beyond the general framework presented in Chapter 2, as their harmonic components are simple phasors with no sequence-dependent behaviour. Accordingly, it is possible to construct a three-phase harmonic domain model comprised of three single-phase networks interconnected appropriately, as in [Rico et al. 2003]. This can be improved upon, for the same reasons that motivated the development of the method of decomposition to symmetric components. One significant motivation for developing sequence-dependent models is the potential for reduction in the size and thus
computational load of the model, which can be realised by taking advantage of analytical results in the symmetrical framework. As a most immediate example, in a basic three-wire system, no path is available for zero-sequence current, and consequently, power flows (caveats apply, such as shared dc-side connections [Pöllänen and Others 2003]). This means that the ac harmonic state variables of order \(0 + 3n\) may be eliminated without any loss of descriptive power of the model.

This thesis aims to advance a coherent treatment of three-phase harmonic domain modelling suitable for use in dynamic (i.e. HSS) models, through some simplifying assumptions about the system. The first of these is by equating the ac harmonic domain vector \(\mathbf{\Gamma}(t)\mathbf{X}_\psi\) with a vector of balanced harmonic phasors. For a component of a harmonic phasor to be balanced is equivalent to it being equal over all three phases by a phase shift defined by the sequence of fundamental frequency energisation, as represented by the three-phase shift FTM of 2.11.

\[
\mathbf{X}_\psi = \mathbf{\Psi} \mathbf{X}_a
\]  

(4.4)

Under this balanced phasor construction, a single harmonic vector, nominally the \(a\) phase for simplicity, is able to simultaneously represent all three phases of an ac quantity such as the voltage applied to one side of a three-phase inductance, or the set of state variables for the currents flowing in it. It will be seen in Section 4.4.6.3 that this simplification does not preclude the modelling of imbalanced components (or other non-characteristic signals).

Secondly, the ac network itself is assumed to be balanced, that is that the impedances on each phase are assumed to be identical. This property is required for the balance of three-phase signals to be reflexive across transformation by the network impedances.

The third assumption is the steady state balance of the individual phase switching functions \(s_\psi(t)\), in the same way as the ac harmonic domain vector was defined to be, allowing all of the phase switching functions to be described as phase-shifted variants of the phase \(a\) switching function \(s_a(t)\). This assumption is concordant with a single control vector \(\mathbf{\vec{M}}\) in a fundamental frequency positive-sequence reference frame. This covers a subset of possible vector control schemes, but does not include control schemes which control the phases individually (and thus implicitly allow negative sequence control), or schemes which include a negative-sequence fundamental reference frame and associated control vector such as in [Etxeberria Otadui et al. 2007] to allow direct vector control over unbalanced fundamental power flows.

With these assumptions in place, the ac and dc characteristic harmonic sets of balanced phasors can be derived. Using the definition of the balanced switching function, the general form of the harmonic-domain signal over all phases for \(\psi_a = 0\), \(\psi_b = \frac{-2\pi}{3}\) and \(\psi_c = \frac{2\pi}{3}\) may be written as:
The following identity holds over all $\psi$, allowing harmonic components of the same set to be modulated by terms of order $e^{3n}$ while maintaining the consistent $k\psi$ phase relation to the fundamental component, which is the defining feature of the balanced set:

$$ (m + 3n)\psi = m\psi $$

Because all switching functions in the network possess half-wave symmetry, then all even ac terms may be eliminated, giving the more sparse definition:

$$ (m + 6n)\psi = m\psi $$

By applying this definition to the two conjugate elements $X_{+1}$ and $X_{-1}$ which together define the fundamental ac component, as well as to the base dc element $X_0$, three sets of characteristic harmonics are defined, which are sufficient to describe all ac and dc signals in a system obeying the assumptions detailed earlier:

$$ \{X_{+1}\} = \begin{bmatrix} \vdots \\ X_{-5} \\ X_{+1} \\ X_{+7} \\ \vdots \end{bmatrix}, \{X_{-1}\} = \begin{bmatrix} \vdots \\ X_{-7} \\ X_{-1} \\ X_{+5} \\ \vdots \end{bmatrix}, \{X_0\} = \begin{bmatrix} \vdots \\ \end{bmatrix} $$

These characteristic harmonic sets will be used in Section 4.4.3 to enable the description of a balanced three-phase modulator as a combination of two conjugate transfers, operating linearly with respect to frequency.
4.4.2 Numerical Switching Function Model

At the core of the VSC model of this thesis is the numerical switching function model. This maps a given converter operating point, specified as a modulation vector $\vec{M}$ and carrier frequency multiple $m_f$ to a switching function $s_a(t)$ and associated spectrum $S_a$.

This is achieved through the direct numerical solution of the switching function, evaluated discretely at $N$ points. The carrier signal is a symmetrical sawtooth, centred at the origin of the $d$-axis.

$$v_{\text{carrier}}[n] = \text{saw}(m_f n \frac{2\pi}{N}) \quad (4.9)$$

The reference signal is generated as

$$v_{\text{ref-a}}[n] = M_d \cos(n \frac{2\pi}{N}) - M_q \sin(n \frac{2\pi}{N}) \quad (4.10)$$

where $\vec{M} = M_d + jM_q$, in the fixed global synchronous reference frame defined in Section 4.3.2. The switching function is then computed discretely through a Boolean operation on the magnitude of the two signals as

$$s_a[n] = 2(v_{\text{ref-a}}[n] > v_{\text{carrier}}[n]) - 1 \quad (4.11)$$

The discrete approximation to the true switching spectrum is then computed as the FFT (Fast Fourier Transform) of the discrete switching function as

$$S_a = \mathcal{F}\{S_a\} \quad (4.12)$$

and truncated to $k = \pm 2h$, twice the maximum harmonic order in the system, the requirement for population of the truncated Toeplitz FTMs as per equation 2.15.

The direct numerical solution of the switching function is used because of its generality and suitability for use in computer modelling. Arbitrary accuracy can be achieved with a sufficiently large choice of $N$, and the specific choice of carrier signal or alternate modulation method as per 4.3.1.2 can be easily achieved through modification to the reference signals. Analytical solutions of varying power and generality are available [Holmes 1998], but cannot match the flexibility afforded by the numerical method in this environment. The question of the sensitivity to the parameter $N$ is discussed in Section 5.2.3.
This process for generating the numerical switching function is illustrated in Fig. 4.1. The switching spectrum of Fig. 4.2 is shown for just the characteristic harmonics which will form the FTM. It demonstrates the roll-off skew property described in [Sandberg et al. 2005] allowing for the arbitrarily close modelling of the switching action through an FTM generated from this spectrum.

![Switching Function Generation for mf=9, M=0.8−j0.3](image)

**Figure 4.1** Numerical switching function generation showing the reference, carrier, and switching signals.

### 4.4.3 Derivation of Three-Phase Transfers

In this section, the frequency transfer matrices for the voltage and current transfers are derived from their time-domain relations. Although the general procedure for the translation of a generic LTP system to the harmonic state space is given by the HSS equations of Section 3.2.5, these are insufficient on their own for the description of the three-phase VSC in the reduced-order balanced harmonic phasor framework. Instead, the transfers will be developed using specific results from the principles of the balanced modulator.

The VSC is described by two sets of transfers; from the dc-side voltage to the ac-side voltage, and from the ac-side current to the dc-side current. These transfers are unrelated to each other except as they are described by the same patterns of conduction and thus switching functions. Both of these transfers are stateless, and are therefore described by a static $\tilde{D}$ matrix in the HSS. The derivation of these transfers proceeds as for a harmonic domain formulation with no
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The phase voltages \( v_\psi \), defined with reference to the dc-side mid-point, may be written generally as the time-domain products of the individual phase switching functions \( s_\psi \) and the dc bus voltage (also relative to the dc-side mid-point), which have the harmonic domain formulations:

\[
v_\psi(t) = s_\psi(t) \frac{v_{dc}(t)}{2}
\]

\[
s_\psi(t) = \sum_{k \in \mathbb{Z}} S_{\psi,k} e^{jk\omega_0 t}
\]

\[
v_{dc}(t) = \sum_{m \in \mathbb{Z}} V_{dc,m} e^{jm\omega_0 t}
\]

The phase switching functions, because of the balanced condition of the modulator, may be described as time-shifted variations of the reference phase \( a \) switching function \( s_a(t) \), and equivalently in the harmonic domain as a harmonic-dependent (and thus implicitly sequence-dependent) phase shift of \( k\psi \), where \( \psi_a = 0 \), \( \psi_b = -\frac{2\pi}{3} \) and \( \psi_c = \frac{2\pi}{3} \), in accordance with the

**Figure 4.2** Spectrum of the switching function for the characteristic harmonics, exhibiting the roll-off characteristic.

dynamically varying components, but it will be seen that because of the statelessness of the modulator, the harmonic domain description is equivalent to the HSS model.
derivation of the three-phase shift FTM of equation 2.11:

\[ s_\psi(t) = \Gamma(t)\mathbf{S}_\psi \]  \hspace{1cm} (4.16)

\[ s_\psi(t) = \Gamma(t)\mathbf{\Psi S}_a \]  \hspace{1cm} (4.17)

\[ s_\psi(t) = \sum_{k \in \mathbb{Z}} S_{a,k} e^{j(k\omega_0 t + k\psi)} \]  \hspace{1cm} (4.18)

This is now the fully general equation of the dc voltage to phase voltage transfer in the form of the harmonic domain product of equation 2.14, which may be expanded to yield the exponents of the resulting harmonic domain phase voltages:

\[ v_\psi(t) = \frac{1}{2} \left( \sum_{k \in \mathbb{Z}} S_{a,k} e^{j(k\omega_0 t + k\psi)} \right) \left( \sum_{m \in \mathbb{Z}} V_{dc,m} e^{jm\omega_0 t} \right) \]  \hspace{1cm} (4.19)

\[ \sum_{k,m \in \mathbb{Z}} V_{a,k+m} e^{j((k+m)\omega_0 t + k\psi)} = \frac{1}{2} \sum_{k,m \in \mathbb{Z}} S_{a,k} e^{j(k\omega_0 t + k\psi)} V_{dc,m} e^{jm\omega_0 t} \]  \hspace{1cm} (4.20)

With the restriction, assumed for now, of the dc harmonic vector to terms of order \( m = 0 + 6p, p \in \mathbb{Z} \), the substitution \((k+m)\psi\) for \( k\psi\) is performed, as \((1\pm3n)\psi = \psi\) over all phases. This preserves the ability of the other phases to be described by the phase \( a \) harmonic vector in combination with the same phase shift, dependent only on the harmonic order \( n \):

\[ v_\psi(t) = \sum_{n \in \mathbb{Z}} V_{a,n} e^{j(n\omega_0 t + n\psi)} = \frac{1}{2} \sum_{k,m \in \mathbb{Z}} S_{a,k} e^{j(k\omega_0 t + k\psi)} V_{dc,m} e^{jm\omega_0 t} \]  \hspace{1cm} (4.21)

The establishment of this condition for the balanced identity of the phases allows for the construction of the equivalent vectorial expression, using the phase-dependent shift matrix of equation 2.11, which gives the form of the harmonic transfer when reduced:

\[ \Gamma(t)\mathbf{V}_\psi = \frac{1}{2} \Gamma(t)\mathbf{T}\{\mathbf{S}_\psi\}\mathbf{V}_{dc} \]  \hspace{1cm} (4.22)

\[ \Gamma(t)\mathbf{\Psi V}_a = \frac{1}{2} \Gamma(t)\mathbf{T}\{\mathbf{S}_a\}\mathbf{V}_{dc} \]  \hspace{1cm} (4.23)

\[ \mathbf{V}_a = \frac{1}{2} \mathbf{T}\{\mathbf{S}_a\}\mathbf{V}_{dc} \]  \hspace{1cm} (4.24)

This transfer could be implemented using a single sparse Toeplitz FTM, where the inputs and
4.4 HARMONIC DOMAIN VSC MODEL

Outputs consist of full-rank harmonic vectors, giving a square FTM of dimension $2h$ containing $4h^2$ terms, where $h$ is the highest harmonic order of the model. It is also possible to partition this transfer using two conjugate networks, the characteristic harmonic sets $1 + 6p$ and $-1 + 6p$, giving two FTMs of dimension $\frac{2h^2}{3}$ containing $h^2$ terms, an 18-fold reduction in the number of complex multiplications required, and therefore a 72-fold reduction in the number of scalar multiplications required when using the tensor representation of complex values described in Section 4.4.4, and a 216-fold reduction when compared to a full-rank transfer for each phase.

$$
\begin{bmatrix}
\vdots \\
V_{a,-5} \\
V_{a,+1} \\
V_{a,+7} \\
\vdots
\end{bmatrix} = \frac{1}{2}
\begin{bmatrix}
\vdots \\
S_{a,+1} & S_{a,-5} & S_{a,-11} \\
S_{a,+7} & S_{a,+1} & S_{a,-5} \\
S_{a,+13} & S_{a,+7} & S_{a,+1} \\
\vdots & \ddots & \vdots
\end{bmatrix}
\begin{bmatrix}
\vdots \\
V_{dc,-6} \\
V_{dc,+0} \\
V_{dc,+6} \\
\vdots
\end{bmatrix}
$$

$$
(4.23)
$$

$$
\begin{bmatrix}
\vdots \\
V_{a,-7} \\
V_{a,-1} \\
V_{a,+5} \\
\vdots
\end{bmatrix} = \frac{1}{2}
\begin{bmatrix}
\vdots \\
S_{a,-1} & S_{a,-7} & S_{a,-13} \\
S_{a,+5} & S_{a,-1} & S_{a,-7} \\
S_{a,+11} & S_{a,+5} & S_{a,-1} \\
\vdots & \ddots & \vdots
\end{bmatrix}
\begin{bmatrix}
\vdots \\
V_{dc,-6} \\
V_{dc,+0} \\
V_{dc,+6} \\
\vdots
\end{bmatrix}
$$

$$
(4.24)
$$

Such a partitioning also makes explicit the sequence-dependent frequency shifting behaviour of the modulator. It results in two complex ac networks, each the complex conjugate of the other in both state-space equations and signals, which combine to provide the necessarily real-valued signals for real-valued inputs.

A similar transfer can now be derived, from the phase currents to the dc-side current, which may be written as the sum of the phase currents multiplied by their respective conduction functions, which give dc currents $i_{dc-\psi}$ as the contribution from each phase. These currents can be physically mapped to the upper part of each converter leg, flowing nominally into the common positive rail, in accordance with the passive sign convention adopted for the phase currents.

$$
i_{dc}(t) = \sum_{\psi \in a,b,c} i_{dc-\psi}(t)
$$

$$
(4.25)
$$

When mapping the phase currents to their contributions to the dc current, the appropriate transformation is the conduction function of the upper-leg switches $c_\psi(t)$, which may be defined relative to the previously defined switching function as $c_\psi(t) = \frac{s_\psi(t)}{2} + \frac{1}{4}$. The constant term is neglected when constructing the transfer, as both positive and negative sequence phase currents,
when multiplied by this constant, will cancel on the dc side. Because of the assumption of a three-wire system, no zero-sequence current which would result in a net contribution to dc current will be present. To construct a similar model which does allow for zero-sequence flows, due to a four-wire system or dc-side interconnections, the transfer would necessarily have to be based on the conduction function including the constant term, and also disallowing the FTM reduction techniques described earlier. With this assumption present, the transfer in time-domain and harmonic-domain forms is therefore:

\[ i_{dc}(t) = \frac{1}{2} \sum_{\psi \in a,b,c} s_{\psi}(t) i_{\psi}(t) \]  

Because of the linearity and balance of the ac network, if the phase voltages share the balanced condition of the phase switching functions, it can be concluded that the phase currents are similarly balanced, and the harmonic domain forms of both the switching function (as per equation 4.17) and current may be written as harmonic-dependent variations of their respective phase \( a \) harmonic series:

\[ i_{\psi}(t) = \Gamma(t) I_{\psi} \]  
\[ i_{\psi}(t) = \Gamma(t) \Psi I_{a} \]  
\[ i_{\psi}(t) = \sum_{m \in \mathbb{Z}} I_{a,m} e^{j(m \omega_0 t + m \psi)} \]

\[ i_{dc}(t) = \frac{1}{2} \sum_{\psi \in a,b,c} \left( \sum_{k \in \mathbb{Z}} S_{a,k} e^{j(k \omega_0 t + k \psi)} \right) \left( \sum_{m \in \mathbb{Z}} I_{a,m} e^{j(m \omega_0 t + m \psi)} \right) \]

which when expanded into the form of the dc current sub-component harmonic vectors, provides the general relation of the exponents:

\[ \sum_{\psi \in a,b,c} \left( \sum_{k,m \in \mathbb{Z}} I_{dc-a,k+m} e^{j((k+m) \omega_0 t + (k+m) \psi)} \right) = \frac{1}{2} \sum_{\psi \in a,b,c} \left( \sum_{k,m \in \mathbb{Z}} S_{a,k} e^{j(k \omega_0 t + k \psi)} I_{a,m} e^{j(m \omega_0 t + m \psi)} \right) \]  

If the harmonic indices of the input harmonic vectors \( S_a \) and \( I_a \) are restricted to that of our two
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Partitioned networks, i.e. the non-zero terms \( k = \pm 1 + 6p \) and \( m = \pm 1 + 6q \), their harmonic domain products may be divided into two classes; the exponential sum terms where \( k + m = \pm 2 + 6r \), and the exponential difference terms where \( k + m = 0 + 6r \).

\[
i_{dc}(t) = \sum_{\psi \in a,b,c} \left( \sum_{k,m=6r} I_{dc-a,k+m} e^{j((k+m)\omega_0 t + (k+m)\psi)} + \sum_{k+m=\pm 2+6r} I_{dc-a,k+m} e^{j((k+m)\omega_0 t + (k+m)\psi)} \right) \tag{4.32}
\]

A simple relation holds for the sum terms, in which the phase shifted exponentials cancel over the summed phases. The associated terms can be physically interpreted as harmonic currents which circulate in the converter bridge, but which do not contribute to the net dc current.

\[
\sum_{\psi \in a,b,c} e^{(\pm 2 + 6r)\psi} = \sum_{\psi \in a,b,c} e^{(\pm 2)\psi} = e^0 + e^{\pm \frac{2\pi}{3}} + e^{\mp \frac{2\pi}{3}} = 0 \tag{4.33}
\]

The result is that the exponential sum terms can be removed from the harmonic domain product, leaving only difference terms \( k + m = 0 + 6r \), and therefore justifying, through the linearity of the dc network, the initial assumption of the restricted dc voltage harmonic set. Recalling the identity \( 3n\psi = 0 \), it is clear that \( n\psi = 0 \) for all \( n = 6p \), which is to say that the virtual dc current contributions from each phase \( i_{dc-\psi} \) are identical, and so the sum over the phases reduces to a multiplication by three:

\[
\sum_{\psi \in a,b,c} \left( \sum_{n \in \mathbb{Z}} I_{dc-a,n} e^{j(n\omega_0 t + n\psi)} \right) = \frac{1}{2} \sum_{\psi \in a,b,c} \left( \sum_{k,m \in \mathbb{Z}} S_{a,k} e^{j(k\omega_0 t + k\psi)} I_{a,m} e^{j(m\omega_0 t + m\psi)} \right) \tag{4.34}
\]

\[
i_{dc}(t) = 3 \left( \sum_{n \in \mathbb{Z}} I_{dc-a,n} e^{j(n\omega_0 t)} \right) = \frac{3}{2} \left( \sum_{k,m \in \mathbb{Z}} S_{a,k} e^{j(k\omega_0 t + k\psi)} I_{a,m} e^{j(m\omega_0 t + m\psi)} \right) \tag{4.35}
\]

The equivalent construction of this transfer in vector form, making use of the results for the selective cancellation of harmonic products based on the restricted indices, can be expressed in the following form, where \( A^* \) denotes the complex conjugate of \( A \):

\[
...\]
\[ \Gamma(t) I_{dc} = \frac{1}{2} \sum_{\psi \in a,b,c} \Gamma(t) \mathcal{T} \{ S_{\psi} \} I_{\psi} \]  

(4.36)

\[ \Gamma(t) I_{dc} = \frac{1}{2} \sum_{\psi \in a,b,c} \Gamma(t) \mathcal{T} \{ \Psi S_{a} \} \Psi I_{a} \]  

(4.37)

\[ \Gamma(t) I_{dc} = \frac{3}{2} \sum_{\psi \in a,b,c} \Gamma(t) \mathcal{T} \{ S_{\psi}^{*} \} I_{a} \]  

(4.38)

\[ I_{dc} = \frac{3}{2} \mathcal{T} \{ S_{a}^{*} \} I_{a} \]  

(4.39)

With the ac current input vectors in the form of the partitioned conjugate networks, the familiar Toeplitz structure emerges from the \( k + m = 6r \) condition. The conjugate ac networks recombine on the dc side, as their respective contributions to the dc current add according to their nominal harmonic index to give the real dc signal, which then necessarily has a purely real zero-frequency component, and conjugate harmonic terms:

\[
\begin{bmatrix}
\vdots \\
I_{dc, -6} \\
I_{dc, 0} \\
I_{dc, 6} \\
\vdots \\
S_{a, -1} & S_{a, -7} & S_{a, -13} \\
S_{a, +5} & S_{a, -1} & S_{a, -7} \\
S_{a, +11} & S_{a, +5} & S_{a, -1} \\
\vdots & \ddots & \vdots \\
S_{a, +1} & S_{a, -5} & S_{a, -11} \\
S_{a, +7} & S_{a, +1} & S_{a, -5} \\
S_{a, +13} & S_{a, +7} & S_{a, +1} \\
\vdots & \ddots & \vdots \\
\end{bmatrix}
= \frac{3}{2} \begin{bmatrix}
\vdots \\
I_{a, -5} \\
I_{a, +1} \\
I_{a, +7} \\
\vdots \\
S_{a, -1} & S_{a, -7} & S_{a, -13} \\
S_{a, +5} & S_{a, -1} & S_{a, -7} \\
S_{a, +11} & S_{a, +5} & S_{a, -1} \\
\vdots & \ddots & \vdots \\
S_{a, +1} & S_{a, -5} & S_{a, -11} \\
S_{a, +7} & S_{a, +1} & S_{a, -5} \\
S_{a, +13} & S_{a, +7} & S_{a, +1} \\
\vdots & \ddots & \vdots \\
\end{bmatrix}
\]  

(4.40)

With this formulation, the self-consistency of the characteristic harmonic set under the balanced phasor interpretation of the harmonic domain signals has been demonstrated, while maintaining the dynamic generality of the model. By partitioning the system into conjugate networks which are modulated linearly, the sequence-dependent frequency folding behaviour of earlier harmonic domain models is achieved, but without the need for convoluted transforms, which allows the state-space description and simulation output to be more legible and intuitive. This shows the simplifying power of the central assumption of the balanced modulator and associated ac network.
4.4.4 Implementation of LTI Model

The HSS model is implemented in MATLAB as a real-valued LTI state-space system. This is constructed using a modular approach, with state-space sub-blocks being connected by shared inputs and outputs using the MATLAB ‘connect’ command, as illustrated in Fig. 4.3. Though not illustrated, the ac network in itself is comprised of series RL and RC sections, themselves split into the conjugate characteristic harmonic sets identified in Section 4.4.3. Each sub-block is a self-contained state-space system, formed from the $\hat{A}$, $\hat{B}$, $\hat{C}$ and $\hat{D}$ matrices of the transformed system using the LTP to HSS methods described in Chapters 2 and 3.

\begin{equation}
\begin{bmatrix}
\Re x \\
\Im x
\end{bmatrix} = \begin{bmatrix}
\Re y & -\Im y \\
\Im y & \Re y
\end{bmatrix}
\begin{bmatrix}
\Re z \\
\Im z
\end{bmatrix}
\end{equation}

(4.41)

When the state-space blocks are joined, the aggregate system is defined by identifying which signals are to form the inputs and outputs. All signals that are to be stored for processing are set as outputs. For the uncontrolled system, just the grid side of the ac voltage network is exposed as an input, giving the form of the input vector as the two conjugate grid voltage vectors:
4.4.5 Time-Domain Signal Reconstruction

The LTI implementation of the HSS model described here produces sets of harmonic vectors, one at each solution time-step, as its output. These harmonic output vectors are processed into time-domain signals by multiplying the harmonic vector at each time-step by the vector of complex harmonic exponentials \( \Gamma(t) \). Theoretically, no distinction is made between a generic full-rank harmonic vector, and the same vector partitioned into the two characteristic harmonic sets, but for clarity the process for reconstructing the time-domain \( a \)-phase voltage signal is presented in equation 4.44, directly as it appears in the model. The two vectors of the characteristic harmonic sets along with their respective \( \Gamma(t) \) vectors being complex conjugates of each other, add to form a single purely real time series.

\[
v_a(t) = \Gamma(t)V_a(t)
\]

\[
v_a(t) = \begin{bmatrix} \vdots \\ -V_{a,-5} \\ V_{a,-1} \\ V_{a,+1} \\ -V_{a,+7} \\
\vdots \\
\end{bmatrix}(t) + \begin{bmatrix} \vdots \\ -e^{-j\omega_0 t} \\ e^{j\omega_0 t} \\ e^{j7\omega_0 t} \\ -e^{-j7\omega_0 t} \\
\vdots \\
\end{bmatrix}(t)
\]

This reconstruction for ac quantities is specific to the \( a \) phase. To generate the time-domain series for other phases, it is necessary to apply the harmonic-dependent phase shifts of equation 2.11, which recovers the time series of any phase for dynamically varying signals.
4.4 HARMONIC DOMAIN VSC MODEL

\[ v_\psi(t) = \Gamma(t)\Psi V_a(t) \] (4.45)

As the output an of LTI model, the EMP-domain signals evolve continuously (and in the degenerate steady-state case, are static), and therefore may be linearly interpolated before reconstructing the time-domain signal without penalty in a way that the time-domain output could not. This allows the time-domain reconstruction of the HSS simulation carried out at a time-step of 100 µs to match the output of the EMTDC simulation at a time-step of 10 µs.

4.4.6 Verification of Individual Transfers

To validate the converter model, the individual voltage and current transfers described in Section 4.4.3 are characterised in isolation, without the feedback from the coupling ac and dc networks. These transfers demonstrate the accuracy of the numerical model used, and illustrate the characteristic of the VSC as a linear frequency modulator.

4.4.6.1 PSCAD Model

The benchmark for the accuracy of the HSS model is an equivalent PSCAD/EMTDC testbench, constructed of ideal components and with an identical carrier-based PWM scheme. The system showing the relevant measurement locations is illustrated in Fig. 4.4. So as to match the assumptions of the HSS model, the PSCAD model derives its phase reference for both the triangular carrier and the synchronous reference frame from a PLL attached to a fixed three-phase source, separated from the active grid to provide a constant phase reference irrespective of the conditions of the test network. Fixed current and voltage sources provided the test inputs for the steady-state transfers.

4.4.6.2 Steady-State Transfers

The following results were obtained with the converter operating point defined by the \( dq \)-frame modulation vector of \( M_d = 0.8, M_q = 0.2 \), a switching frequency of 450 Hz \( (m_f = 9) \), and using test inputs of 10 kA rms (leading the reference frame by 90 degrees) and 10 kV dc respectively. The HSS model was energised with the static harmonic vector inputs \( V_{dc,+0} = 10000 \), \( I_{a,+1} = -j5000\sqrt{2} \) and \( I_{a,-1} = +j5000\sqrt{2} \), resulting in a set of static harmonic vector outputs in accordance with the stateless input-output characteristic of the converter. These static harmonic outputs were converted to time-domain series for display, and then the same FFT was applied to the EMTDC and converted MATLAB time series.
Fig. 4.4 PSCAD testbench for individual transfers.

Fig. 4.5 displays the voltage transfer from a zero-frequency dc component only; the resultant ac voltage is simply the phase a switching function itself, less the common-mode elements, and is therefore visible as the phase-to-neutral component. This transfer, simulated with a maximum harmonic order of 157 in order to give clear visual time-domain agreement, nevertheless displays the Gibbs phenomenon near its multiple periodic jump discontinuities.

The harmonic-domain comparison of the phase a voltage transfer, Fig. 4.6, is indexed linearly according to the characteristic harmonic set $1 \pm 6n$, to display only the extant harmonics in the signal. The full FFT of this real signal necessarily contains energy at positive and negative frequencies for all present harmonics, but these are not shown in preference to the linear index.

As seen in Fig. 4.8, a small amount of energy at non-characteristic harmonic frequencies is present in the EMTDC data, which based on the harmonic model developed in this chapter should not be present in the idealised system; this may be due to numerical error in the control system. The harmonic and time-domain analyses show otherwise clear agreement.
Figure 4.5  Time-domain comparison of ac voltage transfer from a constant dc bus voltage.

Figure 4.6  Harmonic comparison of ac voltage transfer from a constant dc bus voltage.
Figure 4.7  Time-domain comparison of dc current transfer from a positive sequence ac current.

Figure 4.8  Harmonic comparison of dc current, all even terms.
4.4.6.3 Dynamic Transfers

As described in Chapter 3, the dynamically time-varying form of the general EMP signal allows the representation of non-characteristic harmonics through the modulation of, in theory, any of the available harmonic reference frames. This method is used here to extend the reduced-order converter model to include non-characteristic harmonic signals, principally for the purpose of modelling the effects of fundamental frequency system voltage imbalances, an important network condition to study. To create this non-characteristic signal, the fundamental frequency current input was modulated at $-2\omega_0$, in effect reversing the rotation of the positive sequence phasor associated with the fundamental frequency harmonic reference. This is encoded here using the complex inputs

$$I_{a,+1} = + j 5000\sqrt{2}e^{-j2\omega_0 t}$$

and

$$I_{a,-1} = - j 5000\sqrt{2}e^{j2\omega_0 t}$$

As an LTI model, the principle of superposition is obeyed, and using this method, any linear combination of positive and negative sequence fundamental components could be created using a superposition of constant and modulated complex inputs, respectively. Additionally, by the non-uniqueness of the EMP domain, the non-characteristic signal could be generated from a modulated input in any reference frame, with the strict Toeplitz structure of the transfer matrix ensuring that the time-domain transfer is equivalent. This characteristic of linearity with respect to frequency demonstrates how the validity of the transfer for general dynamically varying signals guarantees the ability to model the transfer of non-characteristic components.

By adopting this convention of a reduced model containing only the characteristic harmonic set of a balanced system, a sharp distinction is drawn between the steady state of the state-space model, which must necessarily be balanced, and the dynamic excursions of the state-space model which may include as a special case non-characteristic harmonics, which are necessarily unbalanced. In Chapter 5, this distinction is employed when developing the small-signal converter model, including dynamic control of the converter.

The comparison of negative sequence current transfers in Figs. 4.9 and 4.10 demonstrate the same high degree of conformity. In the harmonic analysis, the phase components of the nominally zero $6n$ terms have been zeroed out so as to not show spurious phase terms.

Figs. 4.11 and 4.12 demonstrate the equivalence of the same signal achieved through the modulation of two different reference frames; the reconstructed signals are exactly identical. In the 7th harmonic reference frame, a negative sequence fundamental signal is generated by the complex inputs

$$I_{a,+7} = + j 5000\sqrt{2}e^{-j8\omega_0 t}$$

and

$$I_{a,-7} = - j 5000\sqrt{2}e^{j8\omega_0 t}.$$  

Similarly, by the phasor interpretation of the balanced harmonic reference frames, to generate the same signal in the 5th harmonic reference frame (associated with a phasor at $-5\omega_0$), the complex input required is

$$I_{a,-5} = + j 5000\sqrt{2}e^{j4\omega_0 t}$$

and

$$I_{a,+5} = - j 5000\sqrt{2}e^{-j4\omega_0 t}.$$  

It is instructive to note that both the reference frames (and thus the order of the associated term in the $\Gamma(t)$ vector used for time-domain reconstruction) and the frequency complex inputs are separated by $12\omega_0$. 
Figure 4.9  Time-domain comparison of transfer from a modulated negative sequence ac current to dc current.

Figure 4.10  Harmonic comparison of transfer from a modulated negative sequence ac current to dc current.
Figure 4.11  Time-domain comparison of negative-sequence current transfer by modulated inputs in the -5th and 7th harmonic reference frames.

Figure 4.12  Harmonic comparison of negative-sequence current transfer by modulated inputs in the -5th and 7th harmonic reference frames.
4.5 UNCONTROLLED SYSTEM MODEL

The previous section demonstrated the validity of the uncontrolled harmonic domain VSC model for steady-state and dynamic inputs. With this functionality satisfied, the VSC model may be evaluated as a component in a larger HSS model also incorporating passive elements.

The test system, illustrated in Fig. 4.13 consists of a three-phase remote voltage source with an RL network impedance, interfacing to the VSC through its own RL impedance, with a shunt RC network providing harmonic filtering. The harmonic response of the filter can be approximately described by the LC network formed from the filter capacitor and the converter-side inductance, which eliminates the majority of the harmonic content of the VSC voltage as seen by the grid, and thus limits harmonic current flows to the grid. The filters, by virtue of being shunt-connected capacitors, passively supply a small component of reactive power (157 kVA or 0.0785 p.u. at rated voltage in the simulation to follow) to the network. The dc side of the VSC has a parallel RC network to model the dc link capacitor, as well as either a small switching loss or alternately a resistive load. Depending on the chosen system parameters and component values, this basic structure may be used as a STATCOM, controlled rectifier, or a simplified model of a VSC-HVDC terminal.

The analysis undertaken here uses this system in a STATCOM (Static Synchronous Compensator) configuration, with the VSC acting as a controllable voltage source to deliver a controllable level of reactive power to the fixed grid. As the simulation is an evaluation of the uncontrolled model with fixed switching instants, the modulation vector $M$ is chosen in advance such that the system settles to a steady-state condition where reactive power is being injected into the grid.
4.5 UNCONTROLLED SYSTEM MODEL

4.5.1 STATCOM Operation and Control

In order to place the simulation of STATCOM system dynamics in context, a phasor-based fundamental-frequency model of the dynamic STATCOM in equilibrium is presented here. This simplified model illustrated in Fig. 4.14 lacks the shunt filter and dc-side loss component, compared with the full system. The dynamic STATCOM is distinguished from the conventional STATCOM by having direct control over the magnitude and angle of the synthesized voltage, contrasted with power angle control only.

![Figure 4.14](image)

In the steady state, the dc-side capacitor voltage is constant, implying that the real power flow across the converter is near-zero, with a small component to supply the shunt resistance loss, which is neglected here. Assuming a constant $M_d$ component, manipulation of the $M_q$ component controls the power angle of the synthesised converter voltage against the remote source. This in turn sets the equilibrium of dc-side capacitor voltage achieved at zero real power flow through the converter (and therefore a converter current orthogonal to the converter voltage), as visualised in Fig. 4.15. In this manner, control of the power angle sets the level of reactive power flow through the dc voltage.

This equilibrium may be interpreted geometrically as the intersection of a phasor of variable length following the fixed power angle versus the grid voltage plus the voltage drop along the interconnecting impedance following the slope of the line X/R ratio (the line impedance angle $\theta_z$). This geometric interpretation allows intuition about the relative passive stability of the uncontrolled system for different X/R ratios, with respect to changing power angles between the grid and the synthetic voltage source of the VSC.

Generalising this analysis to systems not in equilibrium illustrates the operational flexibility of the dynamic STATCOM made possible by the decoupled vector control of the $d$- and $q$-axis voltage components, compared to the STATCOM with power angle control only. Fig. 4.16 shows the same system after the $M_d$ voltage component has been reduced, but before the system can re-equilibrate. This allows the reactive power flow to be reduced immediately, without the delay required for the dc voltage to adjust as for a conventional STATCOM. The system current and thus apparent power flow into the converter then contains a real component, which in time would drive a new equilibrium at the new, slightly larger power angle. To stabilise the reactive power
flow at this present level, the power angle could be reduced to the point of zero real power flow. It should be noted that in terms of the power angle, the control action required to satisfy the equilibrium is contra the short-term action. Because of the two degrees of freedom available for control, the same equilibrium can be achieved for any absolute value of the modulation vector $M$, as the dc voltage will adjust accordingly. The absolute magnitude of the modulation vector to be maintained at the equilibrium level will therefore be determined by the constraints of the maximum capacitor voltage (and thus minimum modulation vector magnitude), and the output voltage held in reserve to provide an immediate increase in reactive power output [Sao et al. 2002]. The STATCOM-based simulations in this chapter therefore use a baseline modulation vector of 0.8.

**Figure 4.15** Phasor diagram showing VSC system at equilibrium, supplying reactive power.

**Figure 4.16** Phasor diagram showing VSC system not at equilibrium after adjusting modulation vector, reducing reactive power supply.
4.5.2 Uncontrolled System Verification

As for the verification of the individual converter transfers, the benchmark for the evaluation of the uncontrolled system HSS model is a PSCAD/EMTDC simulation constructed of ideal components and with an identical control scheme in an independent synchronous frame. The HSS model results were produced with a maximum harmonic order of 109. Table 4.1 lists the parameters for the test system configured to function as a STATCOM supplying reactive power to the grid.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Per-unit basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base voltage</td>
<td>$V_{base} = 10,\text{kV}$</td>
<td></td>
</tr>
<tr>
<td>Base MVA</td>
<td>$S_{base} = 2,\text{MVA}$</td>
<td></td>
</tr>
<tr>
<td>Fundamental frequency</td>
<td>$f_0 = 50,\text{Hz}$</td>
<td></td>
</tr>
<tr>
<td>Switching frequency</td>
<td>$f_{sw} = 750,\text{Hz}$</td>
<td>15 p.u.</td>
</tr>
<tr>
<td>Modulation vector</td>
<td>$M = 0.8 - j0.03$</td>
<td></td>
</tr>
<tr>
<td>Source resistance</td>
<td>$R_s = 0.25,\Omega$</td>
<td>0.005 p.u.</td>
</tr>
<tr>
<td>Source inductance</td>
<td>$L_s = 0.01,\text{H}$</td>
<td>0.0628 p.u.</td>
</tr>
<tr>
<td>Converter resistance</td>
<td>$R_c = 1,\Omega$</td>
<td>0.02 p.u.</td>
</tr>
<tr>
<td>Converter inductance</td>
<td>$L_c = 0.04,\text{H}$</td>
<td>0.251 p.u.</td>
</tr>
<tr>
<td>Filter resistance</td>
<td>$R_f = 0.1,\Omega$</td>
<td>0.002 p.u.</td>
</tr>
<tr>
<td>Filter capacitance</td>
<td>$C_f = 5,\mu\text{F}$</td>
<td>12.7 p.u.</td>
</tr>
<tr>
<td>DC-side capacitance</td>
<td>$C_{dc} = 300,\mu\text{F}$</td>
<td>0.212 p.u.</td>
</tr>
<tr>
<td>DC-side resistance</td>
<td>$R_{dc} = 10,\text{k\Omega}$</td>
<td>2000 p.u.</td>
</tr>
<tr>
<td>Converter LC corner frequency</td>
<td>$f_{co} = 355.881,\text{Hz}$</td>
<td>7.12 p.u.</td>
</tr>
<tr>
<td>Steady-state MVA</td>
<td>$S_{ss} = 2.8,\text{MVA}$</td>
<td>1.4 p.u.</td>
</tr>
<tr>
<td>Steady-state dc voltage</td>
<td>$V_{ss} = 29.5,\text{kV}$</td>
<td></td>
</tr>
</tbody>
</table>

The dc capacitor voltage is a useful measure of the accuracy of the simulation, because it tracks the integral of the real power flow through the converter (less dc-side losses). In Fig. 4.17, very close agreement of the dc voltage is observed between the EMTDC and HSS models, demonstrating the ability of the model to closely track the power flow during the start-up transient from an initial state of all variables zeroed. This measurement allows the observation of a decaying oscillation close to the fundamental frequency, driven by the initial asymmetry between the phases in the presence of an increasing dc voltage. Visualising the ac voltage in Fig. 4.18 similarly demonstrates the dynamic accuracy of the model.

A further test of the validity of the dynamic model of the full system involves perturbing the model with a negative sequence grid voltage component, achieved through the modulation of a grid voltage harmonic input. The modulated harmonic voltage signal results in the propagation of modulated signals through the converter as currents, interacting on the dc-side network to
give a modulated bus voltage, which is then fed back onto the ac network through the voltage transfer FTM, forming a feedback loop. Correct modelling of the system in the HSS for these inputs therefore relies on the complete linearity with respect to frequency of all parts of the model, which is implied by the validity of the dynamic model.

This is achieved using the superposition of constant (giving the positive sequence fundamental frequency phasor) and exponentially modulated (giving the negative sequence fundamental frequency phasor) inputs to the fundamental frequency harmonic input, written here as $V_{grid,+1} = 5000\frac{\sqrt{2}}{\sqrt{3}}(1 + 0.1e^{-j2\omega_0 t})$ and $V_{grid,-1} = 5000\frac{\sqrt{2}}{\sqrt{3}}(1 + 0.1e^{+j2\omega_0 t})$, to give a 10% imbalance which was switched in at $t = 250$ ms, once the start-up transient had begun to stabilise.

Fig. 4.19 shows the response of the dc voltage to this imbalance, which clearly demonstrates the accuracy of the response of the model to the imbalance, though showing an already present small discrepancy in the average level of the dc voltage. The comparison of the dc converter current in Fig. 4.20 shows that the exponentially modulated signals at all stages of the feedback loop described above provide meaningful time-domain reconstructions.

4.6 CONCLUSION

The numerical harmonic state space model of the VSC was demonstrated to accurately model uncontrolled current and voltage transfers, in isolation and as part of a full converter system. Importantly, it was demonstrated that by constructing the VSC model as a linear modulator acting on conjugate characteristic harmonics sets, the frequency-coupling action of the VSC can be captured in full dynamic generality by a reduced-order model. The controlled VSC model developed in the next chapter will rely on the orthogonality of the numerical vector control scheme and decoupled three-phase signal representation as implemented here to achieve an accurate linearised model.
4.6 CONCLUSION

Figure 4.17 Transient evolution of dc voltage during STATCOM start-up.

Figure 4.18 Transient evolution of phase a voltage during STATCOM start-up.
Figure 4.19  Transient evolution of dc voltage following introduction of 10% imbalance at 250 ms.

Figure 4.20  Transient evolution of dc current following introduction of 10% imbalance at 250 ms.
Chapter 5

VSC MODEL WITH CONTROL

5.1 INTRODUCTION

With the development and verification of the VSC model in Chapter 4, the ability of the HSS to completely capture the dynamics of a power system comprised of linear elements and an uncontrolled VSC defined by a fixed switching function has been demonstrated. By formulating the VSC as a linear time-invariant system, the VSC system gains the properties of the LTI state-space described in Section 3.2.1; the system may be solved directly for its steady state solution for arbitrary inputs, and its dynamics may be evaluated through examination of its eigenvalues. These properties allow new analyses for uncontrolled VSC systems, however the most important studies of converter system dynamics require the closed-loop controlled response to be modelled.

This requires the extension of the VSC model to include the response to changes in the control input. As discussed in Section 5.2, this is a problem of linearisation. In this chapter, it will be shown how the numerical switching model and synchronous reference frame for the uncontrolled VSC developed in Chapter 4 provides an ideal basis for extension to a small-signal controlled HSS model for analysing harmonic interaction.

Controlled state-space models have been developed for various converters, using state-space averaging techniques. In a precursor to modern HSS formulations, [Möllerstedt and Bernhardsson 2000] presented an HSS model of a controlled locomotive rectifier with idealised switching based on linearised pre-computed waveforms, able to produce closed-loop stability criteria. A significant class of averaged state-space model for ac systems are the Dynamic Phasor models, as formulated by Stankovic et al. [Stankovic et al. 2000], in which generalised averaging techniques are applied over a small chosen set of harmonic reference frames to the governing differential equations of the system. The resulting equations, generally developed for individual phases, are time-invariant but not required to be linear. This means that more complicated non-linear time-invariant controllers may be included as in [Deore et al. 2012], and non-linear system dynamics and measurement techniques may be included without linearisation. To gain analysis for these models in the s-domain however, requires a secondary linearisation step to be
carried out. This is contrasted with the inherently linear HSS model developed in this chapter that results from the extension of the uncontrolled harmonic-domain model, and the similarly linearised implementation of Switching Instant Variation applied to TCR and line-commutated HVDC systems by Orillaza and Hwang in [Orillaza et al. 2010].

In this chapter, the controlled small-signal model of the VSC is derived through a process of linearisation of the numerical switching model using the orthogonal \( dq \)-axis control structure developed in Chapter 4, and the limits of the linearisation process are characterised. The structure of the complete small-signal model is described in Section 5.2.1 as a linear combination of modular transfers, delineating the large-signal and small-signal modes of the model. Concepts for the measurement of dynamic harmonic signals for use as control inputs are introduced in Section 5.4.1, and applied to the measurement and control of reactive power and capacitor voltage in a simple closed-loop STATCOM control system. The resulting system is validated against time-domain simulation in PSCAD in Section 5.5, used to demonstrate the relevance of LTI analysis techniques when applied to the HSS model, and to perform a test of the dependence on the closed-loop control response to harmonic coupling terms.

5.2 LINEARISATION STRATEGY

This section describes the application of linearisation techniques to the uncontrolled VSC model of Chapter 4, in order to gain a fully LTI harmonic state-space model of the controlled converter.

Using the harmonic-domain vector notation, equation 5.1 shows the form of the dynamic transfer to the phase \( a \) voltage for a fixed switching function, representative of the dynamic transfer for all phases in the balanced network.

\[
V_a(t) = \frac{1}{2} \mathcal{T}\{S_a\} V_{dc}(t)
\]  

(5.1)

The transfer is defined by the switching function \( s_a(t) \), and equivalently in the harmonic domain, the Toeplitz matrix formed from its spectrum \( S_a \). For fully general control, the switching function becomes a function of the time-variant control inputs \( M_d(t) \) and \( M_q(t) \).

\[
V_a(t) = \frac{1}{2} \mathcal{T}\{S_a(M_d(t), M_q(t))\} V_{dc}(t)
\]  

(5.2)

This equation, although accurately describing the general controlled transfer, is neither linear (as the switching function is a non-linear function of the control inputs), nor time-invariant.
5.2 LINEARISATION STRATEGY

Formulation of the LTI state-space model therefore requires a dual linearisation around both the switching function and the converter state variables.

Firstly, the switching function as a function of the control vector input must be linearised around small changes each of the decoupled control vector components. This requires the construction of the partial differential switching spectra \( \frac{\partial S_a}{\partial M_d} \) and \( \frac{\partial S_a}{\partial M_q} \). The differential switching spectra are obtained using the numerical switching function model, by computing the switching functions and associated spectra for the base case control vector, and for the base case control vector plus a small finite differential control input \( \Delta M_d \), and then normalising the resulting differential spectra to the magnitude of the differential control input. Because of the linearity of the FFT, it does not matter whether the difference taken is between the time-domain switching functions, or the resultant spectra, although both the description here and implemented model use the differential spectra.

\[
\frac{\partial S_a}{\partial M_d} = \frac{(S_a(M_{d\text{-base}} + \Delta M_d, M_{q\text{-base}}) - S_a(M_{d\text{-base}}, M_{q\text{-base}}))}{\Delta M_d} \quad (5.3)
\]

\[
\frac{\partial S_a}{\partial M_q} = \frac{(S_a(M_{d\text{-base}}, M_{q\text{-base}} + \Delta M_q) - S_a(M_{d\text{-base}}, M_{q\text{-base}}))}{\Delta M_q} \quad (5.4)
\]

The partial differential spectra obtained in 5.3 and 5.4, when substituted into the original dynamic transfer of 5.1, yield the formulation of equation 5.5. The switching spectrum, previously a non-linear function of the control inputs is now replaced by a linear superposition of the base case spectrum and the two partial differential switching spectra, scaled by the instantaneous values of the scalar control inputs \( M_d(t) \) and \( M_q(t) \).

This structure is time-invariant, with the constant-valued linearised frequency transfer matrices being suitable for embedding in a dynamic model. This structure is not linear however, as the output is dependent on the multiplication of two dynamic variables, namely the scalar control inputs \( M_d(t), M_q(t) \) with the dc voltage harmonic vector \( V_{dc}(t) \).

\[
V_a(t) = \frac{1}{2} \left( T\{S_a\} + \delta M_d(t) T\left\{ \frac{\partial S_a}{\partial M_d} \right\} + \delta M_q(t) T\left\{ \frac{\partial S_a}{\partial M_q} \right\} \right) V_{dc}(t) \quad (5.5)
\]

The solution to this is the linearisation of the converter state variables around the base-case operating point. By assuming that the harmonic state variables remain constant over small variations in the control inputs or changes in the external energisation applied to the system, the relation can be reformulated to be completely linear and time-invariant.
\[ V_a(t) = \frac{1}{2} \left( \mathcal{T}\{S_a\} V_{dc}(t) + \delta M_d(t) \mathcal{T}\left\{ \frac{\partial S_a}{\partial M_d} \right\} V_{dc-base} + \delta M_q(t) \mathcal{T}\left\{ \frac{\partial S_a}{\partial M_q} \right\} V_{dc-base} \right) \] (5.6)

The harmonic vectors for the base-case state variables are multiplied at build-time by the partial differential switching FTM, giving the partial differential output vectors:

\[ \frac{\partial V_a}{\partial M_d} = \frac{1}{2} \mathcal{T}\left\{ \frac{\partial S_a}{\partial M_d} \right\} V_{dc-base} \] (5.7)

\[ \frac{\partial V_a}{\partial M_q} = \frac{1}{2} \mathcal{T}\left\{ \frac{\partial S_a}{\partial M_q} \right\} V_{dc-base} \] (5.8)

Together with the original large-signal FTM, these partial differential output vectors add to form the total controlled transfer, giving a single harmonic vector output which may be connected to a passive ac network.

\[ V_a(t) = \frac{1}{2} \mathcal{T}\{S_a\} V_{dc}(t) + \delta M_d(t) \frac{\partial V_a}{\partial M_d} + \delta M_q(t) \frac{\partial V_a}{\partial M_q} \] (5.9)

A similar procedure may be applied to the current transfer, resulting in a similar controlled transfer, linearised around the base case inductor current.

\[ \frac{\partial I_{dc}}{\partial M_d} = \frac{3}{2} \mathcal{T}\left\{ \frac{\partial S^*_a}{\partial M_d} \right\} I_{a-base} \] (5.10)

\[ \frac{\partial I_{dc}}{\partial M_q} = \frac{3}{2} \mathcal{T}\left\{ \frac{\partial S^*_a}{\partial M_q} \right\} I_{a-base} \] (5.11)

\[ I_{dc}(t) = \frac{3}{2} \mathcal{T}\{S^*_a\} I_a(t) + \delta M_d(t) \frac{\partial I_{dc}}{\partial M_d} + \delta M_q(t) \frac{\partial I_{dc}}{\partial M_q} \] (5.12)

These linearisations correspond to two modes of error as the small-signal model diverges from the base-case operating point. Firstly, the linearised model of how the switching function changes as a result of control inputs becomes less accurate with increasing deviation. This contribution to model error will be discussed in Section 5.2.3, and will be ultimately overshadowed by the second mode of error. This second mode of error is the result of the fact that any change in the converter state variables away from the harmonic steady-state of the base case will not be
reflected in the base-case harmonic vectors built in to the partial differential transfer vectors.

5.2.1 Small-Signal Model Structure

As described in Chapter 4, the three-phase bridge which forms the kernel of the VSC is a stateless modulator, capable of indiscriminately coupling voltages and currents through its terminals. It is the linking of the modulator with the ac-side inductances and dc-side capacitance that lends these voltages and currents a unilateral inertia, and therefore gives the VSC its structure as a directional modulator of currents and voltages. The same inertia of these state variables, when extended to the harmonic state space, provides the basis of the linearisation described above.

This marks the distinction between the uncontrolled model with fixed switching instants, which is valid for all real signals applied to the system, and the small-signal controlled model, which is valid only for the region of signal-space surrounding the base case operating point. Because the linear model obeys the principle of superposition, it is possible to separate the open-loop model into three orthogonal modes and associated responses, setting aside for the moment the presence of measurement and control elements:

1. The model with uncontrolled transfers only, energised with the base-case inputs, yielding the base-case state variables.

2. The model with uncontrolled transfers only, energised with a disturbance to the base-case inputs (e.g. step change in grid voltage magnitude or angle, or a dynamic negative-sequence disturbance), yielding the deviation from the base case state variables (which cannot be incorporated in the linearised transfers).

3. The model with controlled and uncontrolled transfers, energised with externally derived control inputs, yielding the small-signal deviation from the base case due to control action.

Fig. 5.1 illustrates this linearised converter structure as a harmonic state-space model, showing how the contribution from the control action is realised as a set of exogenous forcing components. It is important to note that even in the small-signal model, all energy flow in the system still passes through the large-signal uncontrolled transfers and passive networks, including the small-signal component induced in the ac and dc networks and subsequently coupled back to the converter. This reveals the dual nature of the linearisation error as the converter departs from the base-case operating point:

1. Deviations in the linked converter state variables are not reflected in the static control transfers.
2. The induced small-signal components, once coupled back through the passive networks, are modulated by the base-case uncontrolled transfer only.

The open-loop model of Fig. 5.1 does not allow for the coupling of the system state variables to the control inputs, and therefore between the orthogonal modes of the system.

5.2.2 PWM Sampling Error

There exists another mode of error which is directly related to the nature of the switching converter, and its description in this thesis as an LTI system using the HSS formulation. This is the problem of sampling, as during the operation of the converter, any updates in the ordered control vector and thus switching function are only realised at the time of the next switching instant, giving the closed-loop operation of the PWM converter the characteristic of a continuous sampled-data system [Fang and Abed 1999]. The linearised model described in Section 5.2 actuates on control inputs instantaneously. The worst case is sampling at $2f_0$, as in the case of thyristor-controlled networks, with a maximum delay of $\frac{T}{2}$ before the control signal may be sampled by an individual phase. This process may be approximated as a fixed delay [Mathur and Varma 2002], chosen as a midpoint between two possible extremes and assuming sampling can
take place on any phase, as in [Orillaza 2011]. This fixed delay may be then approximated as a rational polynomial in the s-domain through a Padé approximation or similar, introducing a non-minimum phase element [Vajta 2000]. For the PWM-switched converter, the sampling frequency is $2f_c$, twice the carrier frequency, with the maximum delay similarly given by $\frac{T}{2f_c}$. Because this effect is less significant at the switching frequencies of PWM converters, it is neglected in this model.
5.2.3 Switching Function Linearisability

As a first step towards establishing the validity of the linearised control model, the linearisability of the switching function itself is examined. This is the test of the linearisation achieved using the partial differential switching spectra of equations 5.3 and 5.4, of which an example is illustrated in Fig. 5.2. Notably, these spectra do not exhibit the frequency roll-off characteristic associated with the modelling criterion of Sandberg et al. [Sandberg et al. 2005], as the base switching functions themselves do.

![Linearised M_d Spectrum](image)

![Linearised M_q Spectrum](image)

Figure 5.2 Spectra of linearised switching functions, normalised to unit control inputs, for $m_f = 9$, $M_{base} = 0.8 - j0.03$

The numerically derived switching function as described in Section 4.4.2 provides a mapping from any given converter control operating point to an output switching spectrum. The linearisability around an operating point is tested by comparing the spectrum produced from the linear combination of the base and the partial differential spectra for a control input shown in equation 5.14, with the one evaluated directly at the new operating point including the control change (5.15).
5.2 LINEARISATION STRATEGY

\[ S_{a-\text{base}} = S_a(M_{d-\text{base}}, M_{q-\text{base}}) \]  

(5.13)

\[ S_{a-\text{linearised}} = S_{a-\text{base}} + \delta M_d \frac{\partial S_a}{\partial M_d} + \delta M_q \frac{\partial S_a}{\partial M_q} \]  

(5.14)

\[ S_{a-\text{direct}} = S_a(M_{d-\text{base}} + \delta M_d, M_{q-\text{base}} + \delta M_q) \]  

(5.15)

Figs. 5.3, 5.4, and 5.5 show the absolute magnitude of the differences between the individual harmonic components of these two spectra, which are the switching function linearisation errors. The absolute value of the linearisation error is considered here, as this relates directly to the error in the signal introduced to the system through the control action. Only the characteristic harmonics which comprise the switching FTMs are considered.

The results here are produced using a base-case modulation vector of \( \vec{M}_{\text{base}} = 0.8 - j0.03 \), with a switching frequency of 450 Hz. As seen in the figures, with increasing deviation of the control signals, the error in the higher harmonic frequencies increases proportionally greater than the linear trend at the fundamental frequency; this is the result of the non-linearity of the PWM process itself. The significance of error at higher frequencies is reduced, as the admittance to these frequencies in the passive ac and dc networks is respectively low and high.

The absolute linearisation error of the fundamental component is noted in Table 5.1. The error in the fundamental component is crucial, as it contributes to the fundamental frequency power flow. The trend in the absolute error is linearly related to the magnitude of the control input, and the errors for changes in both the \( M_d \) and \( M_q \) components are predominantly real, summing together when actuated simultaneously.

The accuracy that can be obtained depends on the discrete angular step size used for the numerical switching model detailed in Section 4.4, as the exact switching instant is determined from a numerical comparison of two discrete series. The results presented here and elsewhere in this thesis have used a sample count of \( N = 524288 \) or \( 2^{19} \) per cycle, determined empirically to balance computation time with accuracy. A full analysis of the sensitivity of the model to this parameter is outside the scope of this thesis.

**Table 5.1** Fundamental component absolute linearisation error (per-unit basis).

<table>
<thead>
<tr>
<th>Control input (p.u.)</th>
<th>Error for ( M_d ) change</th>
<th>Error for ( M_q ) change</th>
<th>Error for ( M_d ) and ( M_q ) change</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>( 5.6919 \times 10^{-5} )</td>
<td>( 5.6661 \times 10^{-5} )</td>
<td>( 1.0862 \times 10^{-4} )</td>
</tr>
<tr>
<td>0.05</td>
<td>( 2.6953 \times 10^{-4} )</td>
<td>( 2.9359 \times 10^{-4} )</td>
<td>( 5.5165 \times 10^{-4} )</td>
</tr>
<tr>
<td>0.10</td>
<td>( 5.3990 \times 10^{-4} )</td>
<td>( 5.6960 \times 10^{-4} )</td>
<td>( 0.0011 )</td>
</tr>
<tr>
<td>0.20</td>
<td>0.0011</td>
<td>0.0012</td>
<td>0.0022</td>
</tr>
</tbody>
</table>
Figure 5.3 Absolute linearisation error for changes in $M_d$
### Figure 5.4 Absolute linearisation error for changes in $M_q$

<table>
<thead>
<tr>
<th>Harmonic Order</th>
<th>Absolute Magnitude (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-47$</td>
<td>$2.0 	imes 10^{-1}$</td>
</tr>
<tr>
<td>$-41$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$-35$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$-29$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$-23$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$-17$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$-11$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$-5$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$1$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$7$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$13$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$19$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$25$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$31$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$37$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$43$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$49$</td>
<td>$1.0$</td>
</tr>
</tbody>
</table>

For $M_q = 0.01$:

- $-47$: $2.0 	imes 10^{-1}$
- $-41$: $1.0$
- $-35$: $1.0$
- $-29$: $1.0$
- $-23$: $1.0$
- $-17$: $1.0$
- $-11$: $1.0$
- $-5$: $1.0$
- $1$: $1.0$
- $7$: $1.0$
- $13$: $1.0$
- $19$: $1.0$
- $25$: $1.0$
- $31$: $1.0$
- $37$: $1.0$
- $43$: $1.0$
- $49$: $1.0$

For $M_q = 0.05$:

- $-47$: $2.0 	imes 10^{-2}$
- $-41$: $0.5$
- $-35$: $0.5$
- $-29$: $0.5$
- $-23$: $0.5$
- $-17$: $0.5$
- $-11$: $0.5$
- $-5$: $0.5$
- $1$: $0.5$
- $7$: $0.5$
- $13$: $0.5$
- $19$: $0.5$
- $25$: $0.5$
- $31$: $0.5$
- $37$: $0.5$
- $43$: $0.5$
- $49$: $0.5$

For $M_q = 0.10$:

- $-47$: $2.0 	imes 10^{-3}$
- $-41$: $0.002$
- $-35$: $0.002$
- $-29$: $0.002$
- $-23$: $0.002$
- $-17$: $0.002$
- $-11$: $0.002$
- $-5$: $0.002$
- $1$: $0.002$
- $7$: $0.002$
- $13$: $0.002$
- $19$: $0.002$
- $25$: $0.002$
- $31$: $0.002$
- $37$: $0.002$
- $43$: $0.002$
- $49$: $0.002$

For $M_q = 0.20$:

- $-47$: $2.0 	imes 10^{-4}$
- $-41$:
- $-35$:
- $-29$:
- $-23$:
- $-17$:
- $-11$:
- $-5$:
- $1$:
- $7$:
- $13$:
- $19$:
- $25$:
- $31$:
- $37$:
- $43$:
- $49$:
Figure 5.5  Absolute linearisation error for changes in $M_d$ and $M_q$
5.3 OPEN-LOOP CONTROLLED MODEL

Demonstration of the validity of the linearisation strategy described in Section 5.2, and the characterisation of the limits of the small-signal model created by that linearisation, require the modelled transfers to be evaluated as a component in a full power system, allowing deviation of the state variables away from the harmonic steady state of the base case through coupling to the passive networks.

The system parameters used are that of the uncontrolled STATCOM system verification presented in Section 4.5.2, and both the MATLAB and PSCAD models are initialised to the periodic steady-state of the base case. The MATLAB base case was obtained using the direct solution by inversion of the dynamic matrices detailed in Section 3.2.6, and the PSCAD base case was established by a simulation of the uninitialised system to a periodic steady state at \( t = 2 \text{s} \), and then using the facility for initialising subsequent simulations with its snapshot.

5.3.1 Step Responses in the Time Domain

Step inputs applied to the \( \delta M_d \) and \( \delta M_q \) control inputs give an instantaneous change in the converter power angle and magnitude, resulting in a transient evolution to a new steady state. Figs. 5.6 and 5.7 show the response of the converter model to a step change of the input modulation vector on the direct axis, giving a temporary boost to the direct-axis voltage component, and with reference to the STATCOM dynamics described in Section 4.5.1, providing a fast-acting reactive power support response.

As for the uncontrolled model simulations of Section 4.5.2, the dc voltage measurement is used here to provide a measure of the integral power flow, which is a sensitive indicator of total system dynamics. The simulations identify steady-state offset errors in the dc voltages, detailed in Fig. 5.8 which increase with the magnitude of the control input (approximately 0.05 kV and 0.2 kV respectively), however, as identified in Fig. 5.9, the controlled model accurately captures the oscillatory mode of the transient response.

In Figs. 5.10 and 5.11, both the transient response and the steady-state are modelled accurately for step \( \delta M_q \) inputs of both magnitudes.
Figure 5.6  DC bus voltage following the application of a step control input of $M_d = 0.01$.

Figure 5.7  DC bus voltage following the application of a step control input of $M_d = 0.05$. 
Figure 5.8  DC bus voltage following the application of a step control input of $M_d = 0.05$, detailing the steady-state offset.

Figure 5.9  DC bus voltage following the application of a step control input of $M_d = 0.01$, detailing the initial transient response.
**Figure 5.10** DC bus voltage following the application of a step control input of $M_q = 0.01$.

**Figure 5.11** DC bus voltage following the application of a step control input of $M_q = 0.05$. 
5.3.2 Step Responses in the State Space

With the basic validity of the control transfers established, the special properties of the harmonic state space formulation of the VSC provide previously inaccessible insight to the operation of the converter system. The raw output of the HSS model is available, in the form of the full harmonic vector outputs for each individual state variable and output node of the state-space subsystems. This provides the dynamic evolution of every harmonic component of a given signal, with the advantage that this is obtained without any need for a windowed FFT operation, and the caveat that the dynamic harmonic-domain signal is non-unique. Rico et al. [Rico et al. 2003] contains a comparison between measurements of harmonic components achieved through windowed FFT methods and the HSS, demonstrating how the HSS forms an ideal basis for the extension of steady-state harmonic measurement indices to their transient evaluation.

The fundamental component of any state variable, which is the least amenable to conventional Fourier analysis, may be readily extracted in this way. Fig. 5.12 shows the breakdown of the output voltage into the $d$– and $q$–axis components, which identify with the real and imaginary components of the complex signal in the synchronous reference frame.

![Figure 5.12](image.png)

**Figure 5.12** Fundamental components of harmonic state-space output.
Under the passive sign convention used for the converter model, positive quadrature-axis converter current indicates a supply of reactive power from the converter to the grid. Fig. 5.13 shows a similar breakdown of the converter current into the orthogonal components of the synchronous $dq$ reference frame, showing the temporary increase in reactive power output. Fig. 5.14 shows the evolution of the dc voltage and current by examination of the zero-frequency component, making it possible to identify the main resonant modes of the system in the time domain without interference from the higher-order harmonic components. This ability to extract the fundamental component in real time will be used when developing the closed-loop control system.

5.3.3 Pole-Zero Analysis of the Open-Loop System

In the time domain, examination of any of these series reveals a dominant resonant pole-pair at a frequency of approximately 54 Hz, as well as an overdamped response. This is borne out by inspection of the pole-zero plot for the open-loop system of Fig. 5.15, in which the dominant poles are identified in Fig. 5.16, and can be identified with the observed time-domain response ($342\,\text{rad}\,\text{s}^{-1} = 54.43\,\text{Hz}$). These oscillatory modes are the product of resonances between the dc link capacitor and the inductive ac network, as mediated by the action of the converter.

The large-scale structure of the pole-zero plot shows the same poles repeated up and down the imaginary axis, as the same dynamic response is recreated in multiple harmonic reference frames. This is revealing of the manner in which higher-order resonances in the system may be coupled down to a lower frequency range of interest, such as the control bandwidth.
5.3 OPEN-LOOP CONTROLLED MODEL

Figure 5.13  Fundamental components of harmonic state-space output.

Figure 5.14  Fundamental components of harmonic state-space output.
Figure 5.15  Pole-zero map of open-loop controlled system, showing entire system.
Figure 5.16  Pole-zero map of open-loop controlled system, highlighting dominant poles.
5.4 CLOSED-LOOP CONTROLLED MODEL CONSTRUCTION

The controlled HSS model of the VSC developed in this chapter is an LTI state-space system, accepting two scalar state-space signals as control inputs. This section describes the method for the measurement of the system quantities to be controlled, and the formulation of a simple control system within the state space. This will yield a state-space model of the complete closed-loop converter system including full harmonic coupling effects, and with this, access to LTI analysis techniques. The controlled model is validated for perturbations to the grid and control setpoint, and used to generate results for control analysis and harmonic coupling effects.

5.4.1 Control Variable Measurement

To gain a measurement of a signal in the state-space model, the properties of the HSS signal representation must be considered. Because of the presence of multiple harmonic reference frames, the dynamic EMP signal is non-unique, in contrast to the unique periodic steady-state as defined by the balanced characteristic harmonic phasor set, which the EMP signal degenerates to under steady-state harmonic energisation, in accordance with the transient relaxation property described in Section 3.2.

This property of relaxation may be exploited to gain a measurement of any particular harmonic component of an EMP signal in a stable HSS system, by assuming that the dynamic harmonic signal undergoes a similar continuous relaxation towards a quasi-steady state condition in which signal energy is concentrated in the lowest-order harmonic reference frames. This yields slowly-varying harmonic components which may be used as measurement of individual harmonics as would be derived through windowed FFT methods, though available in real time, without the problems associated with an actual window.

The specific measurements discussed below are the dc voltage and reactive power. Together, these variables can uniquely specify the operating point of the single-converter system, and act as control variables for converter configurations such as the STATCOM-type system used in this chapter, as well as such others as controlled rectifier systems where the goal is to provide a fixed dc output voltage and minimal reactive power draw.

5.4.1.1 DC Voltage

In a STATCOM configuration, dc voltage control is required to ensure that the rated capacitor bank voltage is not exceeded nor run down, but maintained at a level which can deliver or absorb some amount of energy so as to provide a dynamic ride-through capability during transient events [Rao et al. 2000]. The capacitor also attenuates the harmonic distortion of the dc bus voltage.
from the dc current harmonics as seen in Figs. 5.6 to 5.9. Because of this harmonic distortion, there must be some provision for filtering the signal when used as an input to the control system. This distortion may originate from the harmonic currents of the converters switching action, modulated from the characteristic ac current components (thus giving the characteristic $0 \pm 6n$ components on the dc side, more readily filtered), or a second-harmonic distortion arising from an imbalance in the fundamental current, which being a low frequency is harder to filter, being presented a higher impedance by the dc-side capacitor.

Using the technique described above, the real part of the zero frequency component may be extracted from the dc voltage harmonic vector (the imaginary part will always be zero for conjugate system inputs and thus real signals), and used as a proxy for the averaged value of the dc voltage.

$$v_{dc}(t) = \Re V_{dc,0}(t)$$

This signal will be free of the harmonic distortions present of the time-domain signal as evaluated through the harmonic reconstruction of the time series, or as seen in the PSCAD time-domain simulation.

In this model, a single-pole low-pass filter with a time constant of 0.02 s is interposed between the voltage measurement and the control block in both the PSCAD and state-space systems. In the PSCAD model, this filter attenuates the high-frequency content which would be passed through the proportional elements of the control system, and contribute to jitter of the switching instants through the PWM process. There is little high-frequency content to filter in the zero-frequency output from the state-space model, but the same filter element must be present to give the same transient response to the slowly-varying component.

### 5.4.1.2 Reactive Power

Most modern VSC control systems use a nested system of feedback controllers, with an internal fast $dq$-axis current controller taking its reference input from an external control loop tracking reactive power and dc voltage setpoints. Measurement of reactive power is complicated by the contribution of harmonic and unbalanced flows to the instantaneous reactive power, as supported by the rich literature on power measurement for three-phase systems in the presence of imbalances and distortions [Depenbrock 1993][Watanabe et al. 1993][Peng and Lai 1996]. The explicitly balanced HSS formulation permits a powerful simplifying assumption; that the relevant quantity for support of the grid voltage is the fundamental frequency reactive power flow at the
grid connection point. The complex power, defined in positive sequence fundamental phasors, yields the following formulation in a stationary $dq$ reference frame.

\[
S = VI^* \\
= (V_d + jV_q)(I_d - jI_q) \\
= (V_dI_d + V_qI_q) + j(V_qI_d - V_dI_q)
\]

In the special case where the $dq$ reference frame is identical with the grid (and thus $V = V_d, V_q = 0$), the reactive power component reduces to

\[
\Im S = -V_dI_q
\]

so that for a constant and normalised $V_d$, the $I_q$ component functions as a directly proportional proxy for fundamental frequency reactive power levels, with positive $I_q$ equal to reactive power delivered under the passive sign convention adopted here. As a small-signal model, linearisation around a $V = V_d, V_q = 0$ operating point gives second-order terms for changes in the phase of the remote source which are ignored.

As the HSS system is defined in a fixed global $dq$ reference frame, the direct and quadrature components of any fundamental ac signal may be accessed by inspection of the fundamental frequency phasor, again using the assumption of the quasi-steady state relaxation of the harmonic state variables. Compared to time-domain analogues of reactive power measurement which use the full harmonic spectrum, this removes direct dependence on the maximum harmonic order used in the model, allowing for comparison over varying maximum harmonic orders.

Because the real and imaginary parts of the complex EMP phasors are separate state variables, this imaginary component operation is implemented in the state-space model simply through the linear combination of the two conjugate (for real inputs) imaginary variables as given in equation 5.21. The result is equivalent to the magnitude-preserving form of the $dq0$ transform given in 4.3.2, with the steady $d$ and $q$ elements equivalent to peak phase quantities in the ac system.

\[
i_q(t) = \Im I_{a,+1}(t) - \Im I_{a,-1}(t)
\]
For the time-domain PSCAD model, no such built-in reference frame transformation is available, and the quadrature current quantity must be calculated by means of a real-time $dq$ transform block, using the same fixed phase reference from a separated ideal bus as the control system. The $dq$ transform functions as a linear frequency modulator in a very similar way to the switching converter itself, down-modulating the balanced fundamental current component to a pair of $i_d$ and $i_q$ signals. These resultant signals have stationary components from the balanced fundamental component, as well as contributions from down-modulated harmonics and negative-sequence components.

As for the dc voltage measurement, a single-pole filter with a time constant of 0.02 s is used in both models to attenuate these distortions in the PSCAD model while giving the same transient response. As will be demonstrated in Section 5.5.5, if an imbalance were introduced in the HSS model through the modulation of the grid voltage fundamental phasor at −100 Hz, then the same 100 Hz modulation would show up in the state-space measurement as that produced from the down-modulation of the PSCAD $dq$ transform, further validation of the principle of using dynamic variation of balanced HSS phasors to represent imbalanced signals.

### 5.4.2 Control System

The intention of this control model is not to emulate a practical industrial control system, but to serve as a test system to evaluate closed-loop system dynamics using LTI system analysis techniques. To this end, the control system implemented has a simple feedback structure which satisfies closed-loop stability and controllability criteria, able to reach a steady-state control set-point in an acceptable simulation timeframe.

The structure of this control system is shown in Fig. 5.17, with a 2x2 gain matrix translating control variable errors into control input errors, and then a pair of proportional-integral blocks to track steady-state reference inputs. The error gain matrix is derived numerically by taking the inverse of the open-loop sensitivity matrix $S$ described in the simulation procedure of Section 5.4.4, taken once and then fixed to remove dependence on design variables under test such as the simulation harmonic order. An identical structure is implemented in the PSCAD model through multiplier and PI blocks.

This control network translates directly to the following state-space form:
5.4.3 Complete Closed-Loop Model

Following the procedure of state-space system construction of Section 4.4.4, the complete closed-loop model is constructed from the converter transfer, ac network, dc network, measurement, filtering and control blocks as illustrated in Fig. 5.18.

The input vector to the closed-loop system consists of the grid voltages plus the control setpoints.
5.4 CLOSED-LOOP CONTROLLED MODEL CONSTRUCTION

\[ U = \begin{bmatrix} 
\vdots \\
V_{grid,-5} \\
V_{grid,+1} \\
V_{grid,+7} \\
\vdots \\
V_{grid,-7} \\
V_{grid,-1} \\
V_{grid,+5} \\
\vdots \\
I_{q-set} \\
V_{dc-set} 
\end{bmatrix} \]  
\[(5.26)\]
5.4.4 Simulation Procedure

The procedure for initialising the closed-loop model requires multiple steps. Some of these will be unique to the particular operating point, and require re-computation for any changes; others, such as the dynamic inputs, permit repeated simulation with varying values from the state-space system generated in the prior steps. Aside from the configuration and specification of the passive network, the closed-loop simulation is defined by a set of fixed parameters and time-series:

1. The maximum harmonic order $h$, defined at $1 + 6n$ for ac vectors.
2. The base-case network inputs $V_{\text{grid-base}}$, identified with the first orthogonal mode of Section 5.2.1, normally a single fundamental frequency energisation.
3. The base-case control setpoint, given as the pair $I_{q-base}$ and $V_{dc-base}$
4. The converter base-case modulation vector $\vec{M}_{\text{base}}$, chosen to give an uncontrolled steady-state response in the vicinity of the base-case control setpoint (it is not necessary to be exact because the steady-state solution to the closed-loop model will include the adjustment necessary for convergence to the base-case control setpoint).
5. The dynamic network inputs $V_{\text{grid}(t)}$, a time series beginning at the base-case value.
6. The dynamic control setpoint inputs $I_{q-set}(t)$ and $V_{dc-set}(t)$, a time series beginning at the base-case value.

The simulation procedure itself is then as follows:

1. Build the open-loop system (as per Fig. 5.1) with control transfers zeroed.
2. Solve for the steady-state solution to the base-case network inputs by inversion of the system matrices.
3. Extract the base-case harmonic vectors for the linked converter state variables $I_{a-base}$ and $V_{dc-base}$.
4. (Optional) Build the open-loop system with the control transfers incorporating the base-case state variables.
5. (Optional) Solve for the steady-state solution to the base-case inputs plus small perturbations of $M_d$ and then $M_q$ to generate the open-loop control sensitivity matrix $S$ as per (5.27).
6. Build the closed-loop system (as per Fig. 5.18) with the same control transfers.
7. Solve the closed-loop system for the base-case network and control reference inputs.

8. Simulate the dynamic closed-loop system for the time-varying network and control reference inputs.

\[
\begin{bmatrix}
\delta I_q \\
\delta V_{dc}
\end{bmatrix} =
\begin{bmatrix}
s_{1,1} & s_{1,2} \\
s_{2,1} & s_{2,2}
\end{bmatrix}
\begin{bmatrix}
\delta M_d \\
\delta M_q
\end{bmatrix}
\]  
(5.27)

In the direct solution by matrix inversion of step 7, the closed-loop stability and controllability of the system is implied by the invertibility of the system matrix. The system state produced by this solution has the control block integrators pre-set to the level that gives convergence with the base-case setpoint, so that the base-case modulation vector does not need to be precisely set to achieve the base-case control setpoint with no control input.

5.5 CLOSED-LOOP SIMULATION RESULTS

This section presents simulation results obtained using the closed-loop model. Table 5.2 lists the common system parameters for closed-loop simulation. The switching frequency has been lowered to \( m_f = 9 \) so as to make the effect of low-order harmonic interaction more apparent. The base control gains were selected to give a stable but underdamped response.

The source of the measured \( I_q \) plotted in both the HSS and EMTDC data is the output of the single-pole filter, which forms the input to the control system. This allows the transient response to be visually matched between the simulations, although the harmonic content of the time-domain \( I_q \) measurement has not been completely attenuated, so the comparison must be performed with reference to the envelope of the signal.

5.5.1 Controlled Model Setpoint Tracking

In the first set of simulations, a step change of the \( I_q \) control setpoint from 215 A to 220 A was ordered at \( t = 100 \text{ ms} \). Figs. 5.19 - 5.21 demonstrate the close time-domain fit for the small change in the quadrature current setpoint, for maximum harmonic order of the HSS simulation \( h = 49 \).

With a larger deviation of the setpoint from the base case at \( I_q = 250 \text{ A} \), the limits of the linearised model are visibly encountered. Figs. 5.22 and 5.23 show the divergence of the dominant closed-loop mode from that of the time-domain simulation, and Fig. 5.24 shows the time series of the \( \delta M_d \) and \( \delta M_q \) control inputs to the linearised model.
Figure 5.19  Quadrature converter current following a change in the $I_q$ setpoint.

Figure 5.20  DC bus voltage following a change in the $I_q$ setpoint.
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Figure 5.21  DC bus voltage following a change in the $I_q$ setpoint, detailing initial transient response.

Figure 5.22  Quadrature converter current following a larger change in the $I_q$ setpoint.
Figure 5.23  DC bus voltage following a larger change in the $I_q$ setpoint.

Figure 5.24  Applied control inputs following a larger change in the $I_q$ setpoint.
### Table 5.2  Closed-loop test system parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Per-unit basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base voltage</td>
<td>$V_{\text{base}} = 10 \text{kV}$</td>
<td></td>
</tr>
<tr>
<td>Base MVA</td>
<td>$S_{\text{base}} = 2 \text{MVA}$</td>
<td></td>
</tr>
<tr>
<td>Fundamental frequency</td>
<td>$f_0 = 50 \text{Hz}$</td>
<td></td>
</tr>
<tr>
<td>Switching frequency</td>
<td>$f_{\text{sw}} = 450 \text{Hz}$</td>
<td>9 p.u.</td>
</tr>
<tr>
<td>Base modulation vector</td>
<td>$M_{\text{base}} = 0.8 - j0.03$</td>
<td></td>
</tr>
<tr>
<td>Source resistance</td>
<td>$R_s = 0.25 \Omega$</td>
<td>0.005 p.u.</td>
</tr>
<tr>
<td>Source inductance</td>
<td>$L_s = 0.01 \text{H}$</td>
<td>0.0628 p.u.</td>
</tr>
<tr>
<td>Converter resistance</td>
<td>$R_c = 1 \Omega$</td>
<td>0.02 p.u.</td>
</tr>
<tr>
<td>Converter inductance</td>
<td>$L_c = 0.04 \text{H}$</td>
<td>0.251 p.u.</td>
</tr>
<tr>
<td>Filter resistance</td>
<td>$R_f = 0.1 \Omega$</td>
<td>0.002 p.u.</td>
</tr>
<tr>
<td>Filter capacitance</td>
<td>$C_f = 5 \mu \text{F}$</td>
<td>12.7 p.u.</td>
</tr>
<tr>
<td>DC-side capacitance</td>
<td>$C_{\text{dc}} = 300 \mu \text{F}$</td>
<td>0.212 p.u.</td>
</tr>
<tr>
<td>DC-side resistance</td>
<td>$R_{\text{dc}} = 10 k\Omega$</td>
<td>2000 p.u.</td>
</tr>
<tr>
<td>Converter LC corner frequency</td>
<td>$f_{\text{co}} = 355.881 \text{Hz}$</td>
<td>7.12 p.u.</td>
</tr>
<tr>
<td>Quadrature current base setpoint</td>
<td>$I_{q-\text{base}} = 215 \text{A (peak)}$</td>
<td>1.31 p.u.</td>
</tr>
<tr>
<td>DC voltage base setpoint</td>
<td>$V_{\text{dc-\text{base}}} = 30 \text{kV}$</td>
<td></td>
</tr>
<tr>
<td>Proportional gain</td>
<td>$K_p = 0.5$</td>
<td></td>
</tr>
<tr>
<td>Integral gain</td>
<td>$K_i = 20$</td>
<td></td>
</tr>
<tr>
<td>Perturbation matrix (rounded)</td>
<td>$S = \begin{bmatrix} -0.2 &amp; -10 \ -50 &amp; -300 \end{bmatrix}$</td>
<td></td>
</tr>
<tr>
<td>Control gain matrix</td>
<td>$K = S^{-1} = \begin{bmatrix} 0.6818 &amp; -0.0227 \ -0.1136 &amp; 0.0005 \end{bmatrix}$</td>
<td></td>
</tr>
</tbody>
</table>

#### 5.5.2  Response to Grid Perturbations

To further test the limits of the linearised model, the response to a drop in grid voltage is simulated, an important response for an actual STATCOM. The control parameters were specified to be more oscillatory, at $K_p = 0.8$, $K_i = 50$. As evidenced in Figs. 5.25-5.28, the 1% grid voltage step kept the model within the same closely linear envelope as the small $I_q$ setpoint changes, but the 5% step showed up a divergence in the dominant oscillatory mode.
Figure 5.25 Quadrature converter current following a 1% step reduction in the grid voltage.

Figure 5.26 DC bus voltage following a 1% step reduction in the grid voltage.
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Figure 5.27  Quadrature converter current following a 5% step reduction in the grid voltage.

Figure 5.28  DC bus voltage following a 5% step reduction in the grid voltage.
5.5.3 Model Order and Harmonic Interaction

The design of the HSS model allows for the independent variation of the highest modelled harmonic order \( h \) in the simulation, with all harmonic state variables and associated coupling terms above this harmonic frequency being neglected. This permits a unique form of experiment, in which the same simulation is evaluated for different harmonic orders to test for the effects of coupling at harmonic frequencies.

The simulation of an \( I_q \) setpoint change in Section 5.5.1 was evaluated for \( h = 1, 7, 13, 19, 49 \), with the limiting case of \( h = 1 \) being the fundamental frequency only model. The results clustered very tightly into two groups at \( h = 1, 7, 13 \) and \( h = 19, 49 \). Figs. 5.29 and 5.30 show, using the state-space outputs of the models, that the dominant mode of the closed-loop response is dependent on harmonic coupling effects at \( h = 19 \) and below. Fig. 5.31 demonstrates that no further significant change in the response is caused by an increase in the harmonic order from 19 to 49.

Given that the higher-order models are able to accurately match the output of the time-domain simulation in PSCAD as evidenced in Section 5.5.1, it can be concluded that the fundamental frequency model lacks the ability to fully describe the closed-loop dynamics of the converter system with harmonic coupling, although it will be sufficiently close for basic control analysis in isolation. This manner of dependence on harmonic order is expected to be important when evaluating models incorporating multiple converters or other harmonic sources.
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**Figure 5.29** Quadrature converter current following a change in the $I_q$ setpoint, showing divergent response for varied maximum harmonic order.

**Figure 5.30** DC bus voltage following a change in the $I_q$ setpoint, showing divergent response for varied maximum harmonic order.
Figure 5.31 DC bus voltage following a change in the $I_q$ setpoint, showing close agreement for further increases in harmonic order beyond $h=19$. 
Figure 5.32  Pole-zero map of closed-loop system for h=1 (red), h=19 (blue).
5.5.4 Control Parameter Root Loci

With the basic validity of the closed-loop model established, and the demonstrated link between the identified dominant system poles and the system response, the natural application is the analysis of the control system through the generation of root-loci for variation in the control parameters. These root-loci are unique to the operating point that the closed-loop system was linearised around, and must be approximated by a discrete series of pole-zero plots with varied parameters.

The control system as implemented has two free parameters, the proportional and integral gain constants $K_p$ and $K_i$, applied to the output of the fixed gain matrix. Figs. 5.36 and 5.37 show the locus for $K_p$, with the movement of the dominant pole-pair to the left implying a faster settling time as the gain increases, and the other significant group of poles moving right. Figs. 5.38 shows a similar locus for the integral gain, but with the dominant poles becoming both slower and more oscillatory.

The time-domain responses for these parameters are shown in Figs. 5.33 and 5.34, confirming the interpretation of the dominant poles. Fig. 5.35 gives the response of the controller tuned with these root-loci to give a quick settling time to the new setpoint, particularly the current demand, using $K_p = 1.0$, $K_i = 10$, and Fig. 5.39 gives its pole-zero map.

![DC Voltage Following Iq Setpoint Change to 0.220 kA for Varying Kp](image)

**Figure 5.33** DC bus voltage following a change in the $I_q$ setpoint, plotted for different values of $K_p$. 
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Figure 5.34 DC bus voltage following a change in the $I_q$ setpoint, plotted for different values of $K_i$. 

Figure 5.35 DC bus voltage and quadrature current following a change in the $I_q$ setpoint, demonstrating fast settling with a properly tuned controller.
Figure 5.36  Pole-zero map of closed-loop system for $K_p = 0.5$ (blue), $K_p = 0.6$ (green), $K_p = 0.7$ (red).
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Figure 5.37 Pole-zero map of closed-loop system for $K_p = 0.5$ (blue), $K_p = 0.6$ (green), $K_p = 0.7$ (red), detailing locus of dominant poles.
Figure 5.38  Pole-zero map of closed-loop system for $K_i = 20$ (blue), $K_i = 30$ (green), $K_i = 40$ (red), detailing locus of dominant poles.
Figure 5.39  Pole-zero map of tuned closed-loop system, detailing dominant poles.
5.5.5 Closed-Loop Response to Grid Imbalance

The closed-loop response to a grid imbalance, in the form of an introduced negative sequence fundamental component, is a fundamental test of the entire modelling framework introduced in this thesis. Using the modulated EMP phasor technique described earlier, a 5% imbalance was introduced to the grid voltage at \( t = 100\, \text{ms} \) to the STATCOM system with constant control setpoints and using the tuned control parameters of the previous section. As seen in Figs. 5.40-5.44, the model captures both the envelope of the closed-loop response, and at \( h = 49 \), the fine time-domain features. In Fig. 5.40, the current measurement can be eventually seen to relax to the pure 100 Hz excitation.

As discussed in Section 5.4.1.2, using the modulation of a balanced phasor to achieve representation of non-characteristic signals necessarily results in the same modulation being transferred through to the control system in the same manner as the linear modulation characteristic of the time-domain \( dq \) transform. Using a single harmonic component, in this case the fundamental component of the current harmonic vector, breaks the equivalence of all dynamic EMP signal representations. The result is that to be properly reflected in the control measurements, all such non-characteristic system disturbances must be achieved through modulation of the fundamental frequency component only, in contrast with the uncontrolled model. This is no matter in practise, as any number of non-characteristic signals can be modulated in superposition, this also ensuring an absence of direct dependence on the system harmonic order.

![Quadrature Current Following 5% Grid Imbalance](image)  
**Figure 5.40** Quadrature converter current following the introduction of a 5% imbalance.
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Figure 5.41 Quadrature converter current following following the introduction of a 5% imbalance, detailing initial transient response.

Figure 5.42 D-axis control signal following the introduction of a 5% imbalance, detailing initial transient response.
**Figure 5.43** DC bus voltage following the introduction of a 5% imbalance.

**Figure 5.44** DC bus voltage following the introduction of a 5% imbalance, detailing initial transient response.
This chapter presented the extension of the fixed-switching HSS VSC model to a closed-loop controlled model using a dual linearisation of the numerical switching function and converter state variables. Simulation results evaluated against PSCAD/EMTDC modelling demonstrate the validity of the linearised model, judged by the ability to accurately capture closed-loop dynamics within a small-signal region of interest that was empirically probed. As demonstrated by the use of generated root-loci to tune the control system, LTI system analysis tools can be meaningfully applied to the linearised HSS model.

One interesting result was the relationship between the modelled harmonic order and the closed-loop response, which revealed a sharp discontinuity at $h = 19$. This demonstrates the flexibility of the fully general HSS modelling approach, which does not require a-priori knowledge of which terms will be significant. The other major result is the validation of the reduced-order modelling framework, proving that unbalanced three-phase closed-loop system dynamics can be effectively captured while preserving major computational efficiency gains.
Chapter 6

CONCLUSIONS AND FUTURE WORK

This final chapter summarises the conclusions drawn from the results obtained, and those formed in the process of developing the model. Directions for further research leading from this work are then discussed.

6.1 CONCLUSIONS

Model Applicability

The ideal application for the developed model is the characterisation of low-frequency harmonic interactions in controlled converters. This is supported by several properties of the model:

- Harmonic flows and couplings can be identified directly in the model output.
- The maximum harmonic order can be easily selected, with no a-priori knowledge of the possible frequency range of interest required.
- The response to closed-loop control can be accurately modelled in a small-signal region of interest around a specified operating point.
- The modular approach to system construction allows for many permutations of VSC system to be easily constructed.
- Fast simulation times permit rapid iteration of design variables and operating points.

The simulations in this thesis use switching frequencies of 450 Hz to 750 Hz ($m_f = 9$ to $m_f = 15$) so as to maximise observed harmonic interaction in a single-converter system. This corresponds to the frequency ranges used in [Möllerstedt and Bernhardsson 2000] (where $f_0 = \frac{60}{3}$ Hz, $f_{sw} = 250$ Hz, $m_f = 15$), albeit for a single-phase traction system. This method therefore lends itself to the analysis of VSC systems using GTO/IGCT devices, which operate generally in the sub-1 kHz range.
Modelling Approach

The construction of the converter and associated control system in a global synchronous reference frame provided an ideal basis for the extension of the converter model to include the effects of control variation. The numerical switching function model in this reference frame was ideal for linearisation due to the maximal decoupling between the quadrature control inputs.

The modular system construction method links the electrical and control systems through the identity created by the balanced fundamental frequency reference frame. By breaking the symmetry of the HSS, this fulfils the goal of unifying the electrical and control analyses, allowing direct solution for balanced steady-state inputs including control action, and dynamic simulation for arbitrary inputs including non-characteristic harmonics and other unbalanced components.

State-Space Analysis

State-space analysis methods were found to generalise well to the transformed LTP model of the VSC. Discrete pole-zero root-locus techniques can provide qualitative and quantitative insight into the closed-loop system performance.

Model Limitations

One significant limitation is that the control system must be linear. This requires either the modelled control system to be linear, or a further linearisation to be carried out. Some forms of non-linearities in control systems such as saturation and anti-windup mechanisms are not usually relevant in small-signal studies, some such as multiplicative terms are readily linearised, and others such as variable-structure techniques are not linearisable in this way.

Due to the reduction of the harmonic components of the system to the balanced characteristic harmonic set, the steady-state solution must be balanced; responses to unbalanced inputs may not be solved directly, and unbalanced components may not form the base-case for control linearisation. This is considered to be a feature of the model, as it makes clear the distinction between the balanced steady state and the arbitrary dynamic variation potentially including non-characteristic harmonics or even inter-harmonics. The ac network is restricted to balanced three-phase impedances.

6.2 FUTURE WORK

Paralleled Converter Modelling

With no modification to the developed model, the modular nature of the system construction should allow paralleled converter systems to be studied. This is a rich domain of harmonic interactions which are only obliquely analysable using time-domain models.
Extension to Other Topologies

As discussed, the frequency range of significant harmonic coupling effects lends itself to analysis of high-power converters using IGCT devices. To increase the relevance to practical systems using these devices, the next logical step would be to extend the model to three-level Neutral Point Clamped converters; a valuable topology for IGCT devices [Bhattacharya and Babaei 2011]. This could be readily accomplished using the numerical switching model developed in this thesis, assuming that the neutral-point balancing could be abstracted away as the dead-time compensation is here.

VSC-HVDC Modelling

In combination with the extension to multi-level converters, the HSS converter model could be used to model VSC-HVDC systems, including harmonic interaction on the dc link. Madrigal and Acha used an uncontrolled harmonic domain PWM model to investigate dc-side harmonic resonance phenomena [Madrigal and Acha 2001], which could be expanded upon using a controlled dynamic model. There is also scope for the extension of the HSS model to include inter-harmonic components as in [Ramirez 2011] for the modelling of HVDC systems linking ac networks of varying frequency.

Integration with Existing HSS Models

HSS models for other FACTS devices and power system components exist, such as the TCR model developed in [Orillaza 2011] and the HVDC model in [Hwang and Wood 2012]. Future work could be oriented towards consolidating these models in a unified framework, as these models differ slightly in their approach, particularly when conceptualising the modelling of three-phase systems in the HSS. The challenge will be to consolidate line-commutated switching models in a modular reduced-order framework, which should be assisted by the balanced harmonic signal and network representations described in this thesis.

High-Level System Description and Simulation Environment

If the goal of integration and harmonisation of HSS models described above could be achieved, an ideal next step would be the creation of a generalised simulation framework. The potentially laborious generation of models could be automated, by means of a high-level schema describing the topology and parameters of the system as interconnected blocks, and an associated interpreter to build the state-space system and collate its output. This would be an ambitious step towards a general-purpose HSS simulation environment.
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