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Alice

By Shel Silverstein

She drank from a bottle called DRINK ME
And up she grew so tall,
She ate from a plate called TASTE ME
And down she shrank so small.
And so she changed, while other folks
... Never tried nothin at all.
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3 Abstract

A simplistic view of a dataset is that it is collection of numbers. In fact data are much more than that and all data are collected at a set place and time. Often either the location, or the time, is fixed within the dataset and one or both are disregarded. When the place and time of the collection are incorporated into the analysis, the result is a spatio-temporal model.

Spatio-temporal data are the focus of this thesis. The majority of the datasets used are radio tracking studies of animals where the objective is to measure the habitat use. Observations are made over a long period of time and a large area. The largest dataset analysed tracks over a hundred animals, in an area larger than 40 square miles, for multiple years. In this context understanding the spatio-temporal relationships between observations is essential. Even data that do not have an obvious spatial component can benefit from spatio-temporal analysis. For example, the data presented on volatility in the stock market do not have an obvious spatial component. The spatial component is the location in the market, not a physical location.

Two different methods for measuring and correcting bias are presented. One method relies on direct modelling of the underlying process being observed. The underlying process is animal movement. A model for animal movement is constructed and used to estimate the missing observations that are thought to be the cause of the bias. The second method does not model the animal movement, but instead relies on a Bayesian Hierarchical Model with some simple assumptions. A long running estimation is used to calculate the most likely result without ever directly estimating the underlying equations.

In the second section of the thesis two methods for measuring change from shifts in both spatial and temporal location are presented. The methods, Large Diffeomorphic Deformation Metric Mapping (LDDMM) and Diffeomorphic Demons (DD), were originally developed for anatomical data and are adapted here for nonparametric regression surfaces. These are the first applications of LDDMM and DD outside of computational anatomy.
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5 Introduction

Spatio-temporal statistics incorporates time and place of observations into its analysis. All data have a spatial and a temporal component, but many times, both are not explicitly included in the analysis. If the process being studied evolves over time and varies by location then spatio-temporal analysis can aid in understanding the mechanisms underlying the process. For example, the snapshot of the population of Abu Dhabi taken on the night of 3 October, 2011 (SCAD, 2011; Hui and AlDarmaki, 2012) can be analysed ignoring the temporal component of the data. Likewise population estimates from the quinquennial census of Abu Dhabi begun in 1971 (NBS, 2011) can be analysed ignoring the spatial component. However, spatio-temporal analysis is appropriate to analyse the changes in population density of residence within Abu Dhabi from 1971 to present, because both the spatial and the temporal change are included in the analysis.

This thesis explores two topics in spatio-temporal statistics, bias correction and metrics for comparing regression surfaces. It investigates these topics utilising data for radio telemetry tracking of animals, the design of aircraft, ozone measurements, and stock market volatility.

Radio tracking studies of animal populations involve collecting observations that have both a spatial and a temporal context. A radio device is placed on an animal and the animal’s location is recorded on a schedule. Each of these observations is called a fix. A fix has a spatial component consisting of latitude longitude and elevation, and a temporal component consisting of the time of the recording. The spatial location of the fix can be cross referenced with a habitat map to determine the type of habitat the animal is using. Non-parametric regression is used as an
analysis tool to describe the habitat used by the animal mapped to the study area in a given year. The result is a series of surfaces, one for each year, which collectively describe the change in habitat use over time. The habitat use maps based on only successful fixes can be biased because the variable of interest, habitat use, can impede the radio signal by which the observation are made. Two methods are presented for bias correction in radio tracking studies.

Two novel methods are presented to compare the surface shapes as a way of describing change. Surfaces are compared using metrics developed for comparing shapes in medical imagery. Metrics based on deformation, a technique developed for anatomical surfaces, are adapted to compare non-parametric regression surfaces. The utility of these methods is explored on several datasets including the design of aircraft, ozone measurements, and stock market volatility.

5.1 Bias Correction for missing fixes in radio telemetry studies

Radio telemetry studies are an example of data well suited for spatio-temporal analysis because both time and location play an integral role in understanding the data; therefore both need consideration during the analysis. Neither the spatial nor the temporal component can be ignored because spatial components such as animal behaviour, radio reception, and habitat are affected by temporal factors. Animals have different behaviours at different times of the day and different seasons of the year. Radio reception is affected by temporal factors. For example, GPS is affected by the relative position of satellites during their daily orbit. Habitat also changes over time due to seasonal changes such as trees dropping leaves. This habitat change can have a spill-on effect on the radio reception because the density of canopy affects radio reception.

Radio telemetry studies have spatial variation in animal behaviour, habitat and radio reception.

One popular technique for handling spatial variation during analysis is to chop up the study area
into equally sized grid squares. One early analysis done via this method was locating a lost submarine with a nuclear payload (Cressie and Wikle, 2011). This type of calculation is easily carried out with a computer and underpins much of the analysis done by Geographic Information Systems (GIS). It allows spatial patterns to be easily displayed for each location in the study area.

The location data collected during radio telemetry studies are often combined with habitat maps to estimate habitat use by animals. This leads to biased estimates of habitat use (Rettie and McLoughlin, 1999) because the use of habitat with bad radio reception is underestimated. The two broad categories for bias correction are iterative simulation and weighting. Iterative simulation augments successful fixes with imputed fixes. An adjusted dataset is constructed of both the successful fixes and the imputed fixes. Inference is then carried out on the adjusted dataset. Weighting relies only on the successful fixes, but weights each fix by the inverse of the probability of the fix being successful. Fixes that have a low probability of being successful are rare and therefore those that are successful have a high weighting, while those with a high probability of being recorded receive a low weighting. Inference is performed on the weighted dataset.

The first method discussed in Chapter 6 is an iterative simulation method based on a model of animal movement. Case studies using synthetic telemetry data and GPS tracking data collected from a single animal are presented in order to demonstrate the method. The second method discussed in Chapter 7 is a weighting method based on a Bayesian Hierarchical Model (BHM). The BHM estimates the detection probability without requiring an explicit solution to the underlying model. A case study using data from a large scale radio tracking study of over 100 animals is used to demonstrate the method and its suitability to large datasets. Both methods
result in a series of nonparametric regression surfaces. Each surface describes the detection probability at a point in time.

5.2 Comparison of regression surfaces

The series of surfaces estimated for detection probability constructed in Chapter 7 show the change in detection probability over time. Chapter 8 and 9 discuss the utility of comparing these surfaces using comparison techniques developed in computational biology. Computational biology is a new discipline which has emerged in the last decade to augment human analysis of medical images using computer programs. Computational biology has developed methods for measuring complex change and detecting anomalies. Two algorithms are presented with adaptations to make them suitable for use on regression surfaces instead of medical imagery.

The first comparison method adapted from computational biology is the Large Deformation Diffeomorphic Metric Mapping (LDDMM) method. The goal of a diffeomorphism is to get a measure of the shape change over time. Diffeomorphic transformation travels along the shortest smooth path between the surfaces. To compare two surfaces, one is designated the source and the other the target. Diffeomorphisms perform a coordinate change and the result is the source surface expressed in the target surface’s coordinates. After the coordinate change, the surfaces are then compared. The measures of shape difference used by classical statistics, such as Mean Integrated Square Error (MISE), variance, skew and kurtosis will not be of use in these cases because the space being working on is not Euclidean and the movement is not along straight lines.

There are other application areas where non-parametric surfaces have been proposed to describe variability, but the lack of suitable comparisons has hindered wider adoption. One of these areas
is stock market volatility. Stock market volatility is commonly understood as a measure of investor fear it measures the risk premium built into trading prices in financial market. Cont et al. (Cont and Da Fonseca, 2001; 2002; Cont et al., 2002) proposed volatility surfaces to describe how the volatility of option prices varies for different segments of the market. The segment of the market is the option’s location in the market, it is a function of the amount of time before the option matures and the intrinsic value of the option. Volatility surfaces offer more information than the commonly used measures volatility such as the Chicago Board Options Exchange Market Volatility Index (VIX). The VIX and other volatility measures currently traded are weighted averages (Whaley, 2009). These weighted averages collapse the market volatility to an overly simplistic average and mask some of the underlying properties of volatility in different segments of the market. The more informative volatility surfaces have not gained wider adoption because they are not easily compared (Cont and Da Fonseca, 2001).

Anomalous volatility surfaces are of interest to traders because they signal a change in market behaviour. The Diffeomorphic Demons (DD) comparison method adapted from computational biology is well suited to detect anomalies. DD relies on diffeomorphisms just as LDDMM does. DD is used in this thesis to compare volatility surfaces and look for anomalous conditions of investor fear in stock markets. An index based on the diffeomorphic distance is proposed based on full information from the surface shape with the aim of detecting anomalous trading days where the shape, but not necessarily the level of volatility, is unusual. Both LDDMM and DD have two components, a distance of mapping component and a mismatch component. Estimating the metrics involves minimizing both components. The metrics provide comparisons that echo comparisons made by a subject matter expert. By automating the comparisons a larger number of comparisons can be performed rapidly.
Computational biology has made inroads into the comparison of complex shapes and the inference based of these shape comparisons. The successful reapplication of these techniques is not trivial because the computational method and the new subject matter must be well understood. An assessment of each part of the computational method must be done and if there is not a direct correlation to the new subject matter the computational method either needs adjustment or a different computational method must be selected.

This thesis contains two distinct topics, missing data in radio telemetry studies of habitat use and applying shape measures from computational biology to other subject areas. These two topics are a part of the wider area of spatio-temporal statistical analysis. They are complementary subjects in that the missing data questions give rise to complex surfaces that require a measure of shape change found in computational biology. All of this research arose from investigations into analysis of missing fixes in radio telemetry studies.
6 Estimating automated telemetry system detection probability with animal movement models

6.1 Introduction

This chapter introduces two new methods for correcting bias in Automated Telemetry System (ATS) data. The first method relies on parametric animal movement models which are commonly used in other contexts (Morales et al., 2004) but have not been used for bias correction in any prior work. The second method relies on a non-parametric animal movement model which I developed for this work. Literature for radio telemetry studies and bias correction methods is reviewed, the method is presented and the case study results are reviewed. The case study for the parametric method is a synthetic telemetry dataset which allows checking against known “true” results. The case study for the non-parametric method is GPS tracking data from a study of wild boar conducted in Sweden it is an example of a typical radio tracking study with realistic missed fix issues.

Fieldworkers collecting animal locations can introduce location bias into their observations because animals are more easily detected in some habitats than in others. For example, animals are more easily detected in open terrain than in dense foliage because the foliage can block the fieldworker’s line of sight. In addition, some observers are better than others. Radio telemetry studies are one way to reduce the bias introduced by human observers and to study the animals over longer periods of time and greater distances. But just as data from human observers are
biased and should be corrected before analysis can be performed (Buckland, 1993; Sauer et al., 1994), radio devices also introduce bias that should be corrected before analysis.

6.1.1 Review of Literature: Radio Telemetry Studies

Radio telemetry studies collect the location of an animal via a device mounted on the animal and remote radio equipment. The animal’s location is determined by a localization scheme such as triangulation, multilateration, trilateration (Newton, 2011). These schemes require the animal mounted device to establish radio communication with three or four remote radio devices. Successful localizations are referred to as fixes. Triangulation, multilateration and trilateration are geometric methods for determining an unknown location (the animal mounted device) relative to other known locations (the remote radio devices). Triangulation uses the geometry of triangles, multilateration uses the timing of radio broadcast signals and trilateration uses the radius of intersecting spheres to fix the unknown location (Newton, 2011). Fixes are collected on a regular time interval. This type of study yields a time series of fixes. Each of the fixes in this time series is then geolocated on a map containing habitat information, to derive the habitat use at the time of the fix. In this way the time series of fixes is converted to a time series of habitat use.

The time series of fixes, and resultant time series of habitat use, can be biased because the variable being studied, habitat, influences the collection of data. The radio transmissions between animal mounted device and remote device maybe compromised in some habitats. Researchers are interested in studying the habitat that the animal uses, but instead of the desired result the collected data represent the habitat that the animal uses which permits radio telemetry fixes. Before the analysis of habitat is carried out the fixes should be corrected to account for this detection bias.
Habitat analysis is often carried out with a Resource Selection Function (RSF). Resource selection functions measure the resources used by an animal as compared to those available to an animal over a fixed period of time. When the use of a resource is disproportionate to its availability use is said to be selective (Manly et al., 2002). The study area is divided into grid squares and each grid square is either used or available. The RSF fit in this chapter is a log-linear model $w(x)$ is of the form:

$$w(x) = \exp(\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k)$$

Where $x_i$ denote $i = 1, \ldots, k$ independent random variables and $\beta_i$ are the selection coefficients. The RSF assumes Poisson counts for the number of used units.

Older radio collar technology introduced location inaccuracies. Locations recorded could be up to 100m from the actual location (White and Garrott, 1990). One source of location inaccuracy was selective availability. Selective availability was the deliberate introduction of error into a percentage of GPS transmissions prior to May of 2000. Correction of location inaccuracy has been well studied (White and Garrott, 1990) and several methods are in common use to remove location inaccuracy (Kufeld et al., 1987; Nams, 1989). Though some intermittent location error is still observed (Villepique et al., 2008), accuracy of GPS has generally improved to a point that it can be ignored because it is within the error of habitat maps (D’Eon et al., 2002).

6.1.2 Review of Literature: Bias correction with iterative simulation

The phenomenon of location bias where the probability of recording a fix is correlated to habitat has been observed in many studies, for examples see Cain et al. (2005) and Horne et al. (2007). Simulations studies show that when data with the location bias correlated to the terrain are used
in resource selection models, the resulting models have type II errors for rare habitat use and incorrect conclusions regarding selection versus avoidance (Rettie and McLoughlin, 1999). It is prohibitively costly to collect enough data from stationary collars to quantify the fix rate bias (Johnson et al., 1998). In addition, animal behaviour affects fix rates (Lewis et al., 2007) and therefore bias estimates derived from stationary collars are not directly applicable to moving animals. Other bias correction methods require either observation rates to be introduced a priori using additional field data (Horne et al., 2007) or finding time periods in the fix record without animal movement (D'Eon et al., 2002; Frair et al., 2004; Nielson et al., 2009). Additionally, computation with these methods can be time prohibitive for large study areas (Nielson et al., 2009).

The methods for correcting detection bias presented in this chapter are reliant on animal movement models. A range of animal movement models have been developed. Iterative simulation can be used to correct this bias building a model for missing fixes and then repeatedly using this model to impute missing fixes. The imputed fixes are combined with the recorded fixes before analysis (Rubin, 1987; Barnard et al., 2005). The earliest animal movement models were based on random walks where the characteristics of each location or step were independent of the previous steps (Marsh, 1988). A random walk models an animal’s movement as a series of random relocations or steps. The length and direction of each step is selected from a suitable distribution and is not dependent on any previous steps making this a memoryless (or Markovian) process. In the next animal movement models –correlated random walks – each step was correlated with the previous steps. This correlation allowed the direction of travel or relocation distance to persist across steps (Kareiva and Shigesada, 1983). More complex models have been developed, such as the state–space movement model (Jonsen et al., 2003; Patterson et al., 2008), behaviour switching through advection–diffusion equations (Grünbaum, 1999) and
mixtures of random walks based on animal behaviour (Morales et al., 2004).

Other factors can introduce detection problems into radio telemetry data. For the remainder of this chapter, the focus is on missing data created by habitat. Static signal boundary and uniform strength are assumed across the study area, and that missing data caused by equipment failure occur completely at random.

6.2 Method

Two methods are proposed in this chapter to adjust for fix rate bias based on an animal movement model: a parametric method and a non-parametric method. The parametric method uses a collection of uncorrelated random walks to simulate animal movement, a method of modelling animal movement proposed by Morales et al. (2004). Two distributions are used to express the animal movement: step length and direction. The non-parametric method uses kernel smoothing to create a single non-parametric distribution expressing animal relocations. The non-parametric distribution combines step length and direction into a single distribution. Both methods construct a movement model from the successful fixes, and then use the model to impute the probable locations of missing fixes. In the proposed methods missing fixes are restricted to inside the animal’s home range. A model for home range was chosen as the minimum convex polygon that bounds all the successful fixes. The aim of both methods is to model the biological process of animal movement and then use the movement model to iteratively impute the locations for unsuccessful fixes or gaps in the fix record. Incorporating the imputations into the collected data will effectively remove bias from the habitat use data. Note that typically these gaps in the fix record are short, lasting only one to six time steps (D’Eon et al., 2002).
Figure 6.1: Hypothetical set of fixes. Each successful fix is shown as an open circle. The area with diagonal shading cannot be accessed by the animal. Fixes 5 and 103 are missing.

Looking at the hypothetical set of fixes in Figure 6.1 where the open circles represent successful fixes, the grid squares with horizontal shading cannot be accessed by the animal, and the fixes at time 5 and 103 are missing. Instead of modelling all the potential paths between time point 4 and 6 and all the potential paths between 102 and 104, these methods will look at each of the cells in the habitat map, (1,1) through (10,7), and use an animal movement model to determine the likelihood of the cell containing a missing location.

The travel distances and directions predicted by the animal movement model and the habitat boundary are used to determine how likely a cell is to be the site of a missed fix. Travel distances and directions are estimated with non-missing data, and then used to make estimates over missing time periods. The more times an animal has missing fixes while in the neighbourhood of the location, the more likely that the location contains missing fixes. Within the model the
habitat boundary ensures that areas that the animal cannot go, e.g. beyond game-proof fences or in lakes, are accounted for.

Instead of focusing on the most likely location of each missing fix, this method reframes the problem and states the expected number of missing fixes in each grid square in the study area. The result of this model is a map of the study area divided into grid squares. For each grid square an estimate is made of the expected number of missing fixes. This result is used to estimate the probability distribution for the location of a randomly observed missing fix. This result is easily mapped and allows straightforward incorporation of habitat covariates such as foliage density and distance to radio receiver.

6.2.1 Parametric Method

The parametric method for correcting the fix rate bias in ATS data models an animal’s movement for non-missing periods in the fix record. This animal movement model is then used to iteratively simulate the animal’s location during missing periods in the fix record. The animal’s movement is modelled as a collection of uncorrelated random walks.

An uncorrelated random walk models is a Markov process comprised of steps or relocations that give the animal’s location at regular time intervals. The walk is uncorrelated because during each step the animal is allowed to walk in any direction without regard to the direction of previous steps. The length and direction of each step is selected from a suitable distribution. Because animals display different movement patterns depending on behaviour (Morales et al., 2004) the movement is broken into several simple uncorrelated random walk models. In each of the models, the assumptions of independent time steps and homogeneous animal behaviour hold.
6.2.1.1 Notation

The data consist of a \( p \times q \) habitat matrix \( A \), and a time series \( L \) with \( n \) records, \((L = L_1, L_2, \ldots, L_n)\). The matrix \( A \) is the habitat available to the animal in the study area. The time series \( L \) is a record of the animal’s location at regular intervals from time \( t = 1, \ldots, n \). At some time points the animal’s location is not recorded successfully, this is defined as a missing (or unsuccessful) fix. There are \( z \) discrete habitat types in matrix \( A \).

The matrix \( A \) and time series \( L \) are combined to construct \( U \), the time series of habitat use. The time series \( U \) gives the habitat use at each time point, \( U = (U_1, \ldots, U_n) \), where for each time point \( U_t \) is the habitat locations occupied by the animal at that point in time \( t \). When the fix is missing at time \( t \), the time series \( U \) is set to \( L_t = \emptyset \).

Using the time series \( L \), two indicator functions are constructed: the missing function and the endpoint function. The missing function, \( I_m \), indicates for each time \( t \) if, \( L_t \) contains a missing fix. The endpoint function, \( I_s \), indicates for each time \( t \) if \( L_t \) contains a successful fix and one of the adjacent time points, \( L_{t-1} \) or \( L_{t+1} \), contain an unsuccessful fix. The missing function, \( I_m \), is 1 when a fix is not successful and 0 otherwise

\[
I_m(t) = \begin{cases} 
1, & L_t = \emptyset \\
0, & L_t \neq \emptyset 
\end{cases}
\]  

[6.1]

The endpoint function \( I_s \) takes the value 1 for the last successful fix before a missed fix and for the first successful fix after a missed fix, and 0 otherwise.
\[ I_s(t) = \begin{cases} 
1, & L_t \neq \emptyset \text{ and } L_{t-1} = \emptyset \\
1, & L_t \neq \emptyset \text{ and } L_{t+1} = \emptyset \\
0, & \text{otherwise} 
\end{cases} \] 

[6.2]

Table 6.1: Hypothetical sequence of locations

<table>
<thead>
<tr>
<th>Time</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(2,5)</td>
</tr>
<tr>
<td>3</td>
<td>(4,5)</td>
</tr>
<tr>
<td>4</td>
<td>(5,5)</td>
</tr>
<tr>
<td>6</td>
<td>(7,2)</td>
</tr>
<tr>
<td>7</td>
<td>(8,2)</td>
</tr>
<tr>
<td>8</td>
<td>(9,2)</td>
</tr>
</tbody>
</table>

Looking at the sequence of locations in Table 6.1, the habitat map in Figure 6.1 and habitat matrix, \( A \)

\[
A = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 3 & 3 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 3 & 3 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 3 & 3 \\
2 & 2 & 2 & 2 & 2 & 4 & 4 & 3 & 3 \\
2 & 2 & 2 & 2 & 2 & 4 & 4 & 3 & 3 \\
2 & 2 & 2 & 2 & 2 & 4 & 4 & 3 & 3 \\
2 & 2 & 2 & 2 & 4 & 4 & 4 & 3 & 3 \\
2 & 2 & 2 & 2 & 4 & 4 & 4 & 3 & 3 \\
\end{bmatrix}
\]

The time series of the animal’s locations is

\[ L = L_1, L_2, ..., L_n \]
\[ L = (2,3), (4,3), (5,3), \emptyset, (7,6), (8,6), (9,6). \]  

The time series habitat use, \( U \), is

\[ U = 2,2,2,0,1,3,3. \]  

The indicator function for missing fixes, \( I_m \), is

\[ I_m = 0,0,0,1,0,0,0. \]  

And the endpoint indicator function, \( I_s \), is

\[ I_s = 0,0,1,0,1,0,0. \]

### 6.2.1.2 Determining the correct number of movement models

An uncorrelated random walk movement model was selected because it is computationally simple. In order to simulate complex animal movement behaviours a number of these simple models are combined (Morales et al., 2004). Each time the animal displays different movement patterns, a different uncorrelated random walk movement model is fit. Each movement model is considered a state. The animal can exhibit different states during different behaviours, for example exploring and encampment. Following Morales et al. (2004), the animal’s movement is subdivided into several random walks, each meeting the appropriate assumptions. Switching between states is not modelled because the current states can be determined either by the successful fixes or by an auxiliary variable such as time of day. For each state a parametric movement model is estimated.
6.2.1.3 The parametric movement model

Once a criterion for subdividing the data has been decided a movement model is fit. Fitting a parametric model requires fitting two independent distributions, one for the step length and a second for bearing. The parametric movement model is based on the uncorrelated random walk movement model. Typical animal movement models of this type have two components, the turning angle and step length. The turning angle is modelled in the typical fashion, but the turning angle is replaced with bearing.

The parametric movement model uses a Weibull distribution for the step lengths. The Weibull distribution has two parameters: a shape parameter, \(a\), and a scale parameter, \(b\). The probability density function is given by the equation

\[
P(x) = \frac{a}{b} \left(\frac{x}{b}\right)^{a-1} e^{-\left(x/b\right)^a}.
\]  

The Weibull distribution is suitable for modelling the step lengths because it is a right skewed distribution and it is heavy tailed when \(a\) is small (Zwillinger and Kokoska, 2000). The Weibull distribution is appropriate for animal movement because animal movement is typically modelled as a diffusion process (Blackwell, 1997) and the Weibull distribution is equivalent to simple diffusion in two-dimension when the shape parameter \(a\) is equal to 2 (Morales et al., 2004). The Weibull distribution is also flexible enough to model more complex situations by letting the shape parameter vary (Morales et al., 2004).

The bearing is modelled either with a wrapped Cauchy distribution or, in simple cases, the circular uniform distribution. If there is no preference for a direction, which would be indicated
by a protrusion in the circular plot, the uniform is appropriate; otherwise the wrapped Cauchy is required. The wrapped Cauchy is the Cauchy distribution wrapped around the unit circle. The probability density function for the wrapped Cauchy distribution is given by

\[
P(\theta) = \frac{1 - \rho^2}{2\pi(1 + \rho^2 - 2\rho \cos(\theta - \mu))},
\]

where \(\mu\) is the mean direction and \(\rho\) is mean resultant length. The wrapped Cauchy models a preference for movement in a single direction. The circular uniform is the wrapped Cauchy distribution with \(\rho = 0\) (Fisher, 1993), thus the probability density function is \(P(\theta) = \frac{1}{2\pi}\). The bearing is modelled with the wrapped Cauchy distribution because it has fatter tails than the wrapped Normal distribution. This fat tailed property of the Cauchy distribution is a useful feature for modelling animal turning angles (Wu et al., 2000).

![Diagram showing bearing and turning angles](image)

**Figure 6.2:** Bearing angle vs. turning angle. The bearing angle is shown here in green. It is the angle defined by E (a point due east of t), the location at time t-1, and the location at time t. The turning angle is shown here is red. It is the angle between the trajectory at time t and t-1, and the trajectory at times t-1 and t-2.

The bearing is used in place of the turning angle typically used in random walk animal models. Three points are required to calculate the turning angle, whereas the bearing angle requires only two. Figure 6.2 shows the bearing angle and the turning angle. Both methods measure the
animal’s current trajectory by looking at the current position and the previous position. The bearing angle is stated relative to East on a map, while the turning angle is stated relative to the animal’s prior trajectory. The prior trajectory is measured using the two previous positions. The bearing angle was chosen to ease computation. The computation is simpler because the turning angle is dependent on the current direction the animal is moving. The current direction of the animal’s movement must be calculated at each time point using the prior two fixes, then the turning angle distribution must be rotated to align with the animal’s path. The bearing angle is always the same at every location in the study area and the bearing angle has the same orientation as the habitat matrix. Therefore there is no need to calculate the path or rotate the wrapped Cauchy distribution before applying the movement model. This saves two computations each time the movement model is applied.

The proposed parametric movement model is based on a common animal movement model. It is appropriate when the animal shows either no preference in direction or preference to a single direction and the size of the study area and the fix record does not make the computation prohibitively slow.

6.2.2 Non-parametric method

The proposed non-parametric movement model is a novel method for estimating animal movement by recording the location of successful fixes relative to prior successful fixes, then constructing a record of relative animal movements over different time periods. For example, the relative movement of an animal over a one hour period can be modelled or the relative movement of the animal over 5 time steps can be modelled. This record of relocations or steps is then combined into a movement model with kernel smoothing.
6.2.2.1 Movement Model

The non-parametric movement model uses the same notation as the parametric movement model for the habitat matrix $A$, the time series of fixes $L$, the time series of habitat use $U$, the missing function $I_m$, and the endpoint function, $I_s$. See section 6.2.1.1 for full definitions. The non-parametric movement model $M$ is a series of $2n$ simpler models, where $n$ is the largest gap in the fix record $L$. Each of these models is denoted by a capital $M$ and the subscripts $\pm 1, \pm 2, \ldots, \pm n$, giving the sub-models

$$M = \{M_{-1}, M_{-2}, \ldots, M_{-n}, M_{+1}, M_{+2}, \ldots, M_{+n}\}.$$ 

The location of each missing fix is estimated with 2 sub models: a forward sub-model with the last endpoint and a backward sub-model with the next endpoint. Given an unsuccessful fix at time $t$, the prior end point is $v$, where $\max_v(I_S = 1 \text{ and } v < t)$, the forward sub-model is $M_{+(t-v)}$, the next end point is $w$, where $\min_w(I_S = 1 \text{ and } w > t)$, the forward sub-model is $M_{-(w-t)}$. For example, given a time series of fixes

$L = (12,13), (14,13), (15,13), \emptyset, \emptyset, (17,16), (18,16), (19,16)$ (shown in Table 6.2) the missing fix at time step four is imputed with forward sub-model is $M_{+1}$ using the location of fix 3 and and the backward sub-model is $M_{-3}$ using the location of fix 7.

Table 6.2: Imputations for example L with 3 missing fixes.

<table>
<thead>
<tr>
<th>Time step</th>
<th>time series of fixes $L$</th>
<th>Forward imputation</th>
<th>Backward imputation</th>
<th>Endpoint function $I_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(12,13)</td>
<td>n.a.</td>
<td>n.a.</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>(14,13)</td>
<td>n.a.</td>
<td>n.a.</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>(15,13)</td>
<td>n.a.</td>
<td>n.a.</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>$\emptyset$</td>
<td>$M_{+1}$ with step 3</td>
<td>$M_{-3}$ with step 7</td>
<td>0</td>
</tr>
</tbody>
</table>
Each sub-model $M_{\pm n}$ needs to be built. A subset of the observations in time series $L$ is used to construct the sub-model. The subset $L_{M_i} \in L$ contains all observations that meet the criteria of model $M_i$, meaning a successful fix and time $t$ and time $t + i$. A $p$ by-$q$ grid is constructed for each of the $2n$ sub-models, points are placed on the grids using construction functions $C_{\pm n}$ and then kernel smoothing is performed on each grid. The construction function and the locations in time series $L$ are used to place relative fix locations before kernel smoothing. Each pair of successful fixes $\pm n$ timesteps apart is placed on a grid using the function $C_{\pm n}(\theta, d)$ where $\theta$ is the angle $\angle EL_t L_t \pm n$ where E is a point due east of $L_t$ on the habitat map (or the angle measured on a unit circle placed at $L_t$) and $d$ is the distance between the points (see Figure 6.3). Using kernel smoothing, at each point $L$ on the model grid the value model is calculated as

$$M_i(m) = \left( \sum_{i=1}^{n} k(L_{M_i}, m) \right) \frac{1}{nh^2},$$

where

$$k(L_{M_i}, m) = \frac{1}{\sqrt{2\pi h^2}} e^{-\frac{d(L_{M_i}, m)^2}{2}},$$

where $h$ is the bandwidth set with the normal reference rule, $d(\cdot)$ is Euclidean distance and $n$ is
the number of observations in $L_{M_1}$. The result is the sub-model expressed as a matrix $M_i$. The sub-model is the probable location of a fix occurring at time $t+i$. The advantage of the non-parametric model is the simplified computation. The non-parametric computation in this application is simply matrix addition.

![Diagram of construction function $C_{\pm n}$, showing the distance $d$, and angle $\theta$ for a pair of successful fixes $L_t$ and $L_{t+n}$. The unit circle centred $L_t$ is used to measure angle $\theta$.](image)

Figure 6.3: Diagram of construction function $C_{\pm n}$, showing the distance $d$, and angle $\theta$ for a pair of successful fixes $L_t$ and $L_{t+n}$. The unit circle centred $L_t$ is used to measure angle $\theta$.

### 6.2.2.2 Boundary determination

Confining the travel region allows the inclusion of additional information about the animal's habitat. It prevents placing missing fixes in parts of the study area that either that the animal has never entered or that it cannot enter. The travel region is included via an indicator function that takes the value 1 if a given cell is located inside the allowable range and zero elsewhere. Any home range measure can be included in this way. A common measure of home range, the convex hull (minimum convex polygon), is used here. The convex hull is constructed using all sightings in the study area. Further adjustment is made to remove any regions that the animal cannot use from this convex hull. Other home range measures could be used if they are better suited to the animal’s behaviour, e.g. the home range mapping for the animal.
The travel region is stored in a matrix $H$ that is the same size as $A$. In the example earlier the travel region is

$$
H = 
\begin{bmatrix}
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

$H$ is the convex hull containing the animals’ sighting contained in Figure 6.1 with the area shaded with diagonal lines removed. This shaded area is a lake and it is removed because the animal cannot swim and is known to be averse to water.

6.2.2.3 Application of nonparametric movement model

The nonparametric movement model is used to determine the likely location of missing fixes. At each endpoint ($I_s = 1$) the sub-models appropriate to the adjacent missing fixes are applied. For example, given the fix record shown in Table 6.2 the $3^{rd}$ and $7^{th}$ timesteps are endpoints with three missing fixes between. The sub-models $M_{+1}$, $M_{+2}$ and $M_{+3}$ are centred at the fix location $(15,13)$ and the $M_{-3}$, $M_{-2}$ and $M_{-1}$ $(17,16)$. This has the effect of estimating each missing location twice, once at the prior successful fix location with the relevant forward model and once at the subsequent successful fix location with the relevant backward model.
The landscape and the model are both expressed as matrices, but the matrices are on a different scale. The scale of the model should be a factor of the scale of the landscape. For example, if the landscape is on a 25-metre grid, then a 5-metre grid is a suitable choice for the model because 25 is a multiple of 5. The movement model is on a finer scale than the landscape model so the precision of the GPS fixes is not lost. This can be seen in Figure 6.4 where the finer grid of the model allows the movement model to be centred on the upper right-hand corner of the landscape grid square that contains the last fix. Using a model with the same scale as the habitat map has the effect of relocating each fix to the centre of the habitat grid cell which contains the fix. This is not desirable because the location of the animal is known with more precision than the habitat map.

Figure 6.4: The black grid is an illustration of a movement model. The red grid is an illustration of a landscape grid. The blue box contains the last known good fix and the movement model is centred at this point.
To apply a movement model, the method is as follows. Begin with an empty matrix, $B$, which is the same size as the landscape matrix $A$. For every missing value in $L$, the movement model is centred at the last known and next known fix, and the values of the movement model are added to the appropriate cells of the matrix $B$. After applying the movement model, the entire matrix $B$ is adjusted by a normalising constant $2\sum_{i=1}^{n}I_m(t)$. Before applying the normalising constant the matrix contains twice the expected number of missing fixes falling in each cell. The final result after applying the normalising constant is the probability distribution for the location of a missing fix, if one were to be chosen at random. This result will be performed simulations and adjust the analysis to account for missing fixes.

6.2.2.4 Adjustment for boundary effect

Confining the travel region creates a boundary effect. An example of this effect is illustrated in Figure 6.6 (b). In this figure, the last known location, $L_\tau$, was just inside the boundary. If boundary is disregarded the model will predict locations outside the boundary. If the model is truncated at the boundary, then this missing value will have a smaller contribution to the missing data model, $B$, than missing locations that do not lie close to the boundary.

In order to correct for this boundary effect, the movement template needs to be modified before applying. The model is truncated and the part of the model inside the boundary is renormalized so that it sums to one, just as in the original model. The boundary corrected model is defined as

$$M_i^{adj}(L) = \frac{M_i(L)}{\sum_{(i,j)\in M_i} M_i(L)}.$$ \[6.11\]

This adjusted model can then be applied following the method described in section 6.2.2.3.
6.3 Case Studies

6.3.1 Simulated Data

The first application of the model is to a simulated habitat matrix $A$. The habitat matrix, shown in Figure 6.5 (a), is 100 by 100 and it has two habitat values. The first habitat type (red) increases from 0 to 100 across the rows of the matrix and the second habitat type (blue) increases from 0 to 100 across the columns of the matrix. The animal path was simulated with a preference to both habitat types. The fix record was simulated with the red habitat impeding the signal and the blue habitat not impeding detection. The complete ‘true’ animal path was simulated with 5,000 fixes and five per cent of fixes were removed as missing.

The animal’s path was simulated to prefer both habitats by using an uncorrelated random walk with a Gaussian step length and turning angle weighted to prefer movement towards habitat with higher values of red and blue. The step length used was $N(0,500)$. The turning angle was $\theta = N(0,180)$ measured from the point (2500,0) on the map where both red and blue are maximum. For example, $\theta = 0$ equates to the next step being in the direction of point (2500,0).

Simulation of red habitat impeding the fix was achieved by first simulating every potential fix in the animal path, then removing missing fixes. Each fix’s success was inversely proportional to the value of the red habitat. The unsuccessful fixes where selected by multiplying a uniform random number between zero and one $rand = U(0,1)$ by the value of the red habitat (0,100) and removing the top 5% of the results.

The parametric method as discussed in section 6.2.1 was applied to this simulated data. The result is shown in Figure 6.5 b). The dataset was adjusted for missing values by using the results.
of the model as a pdf of the missing data. 10,000 Bootstraps estimates were drawn to be used as an estimate of the missing data. The non-missing data was added to each bootstrap estimate to create an adjusted dataset.

a) Habitat Matrix

b) Probable location of missing fixes

Figure 6.5: a) Simulated habitat matrix habitat matrix 100 by 100 and it has two habitat values and the second habitat type (blue) increases from 0 to 100 across the columns of the matrix. b) The probability of each grid square in the convex hull containing a missing fix.

Using logistic regression, a resource selection function was fit to each adjusted dataset to determine habitat preference for the given bootstrap estimate. The results for the 5th percentile and 95th percentile are the habitat preference for the adjusted data. A resource selection function was also fit to the true data and the data ignoring missing values. A comparison of the three results is shown in Table 6.3. The interpolated values do not change the calculated preference for the blue habitat, which was not simulated to impede detection, but it does change the preference for the red habitat, which was simulated to impede detection.
### Table 6.3

**Results from incorporating estimates of missing values**

<table>
<thead>
<tr>
<th>Habitat type</th>
<th>True preference</th>
<th>Preference (ignoring missing fixes)</th>
<th>Adjusted preference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue</td>
<td>0.62</td>
<td>0.60</td>
<td>0.58–0.63</td>
</tr>
<tr>
<td>Red</td>
<td>0.70</td>
<td>0.52</td>
<td>0.61–0.71</td>
</tr>
</tbody>
</table>

#### 6.3.2 Boar Number 1473

The wild boar dataset is comprised of 17 wild boar (*Sus scrofa, L.*) sows tracked via GPS collars in southern Sweden (Thurfjell *et al.*, 2009). A fix was attempted every half-hour. Observations from boar 1473 (named Mia by the researchers) were collected from 14 April 2005 to 26 October 2005. In total there were 9,289 potential fixes, 7,445 (80.1%) of these are successful.

The habitat map is the 2006 CORINE Land Cover published by the Commission of the European Communities and covers 36 countries in Europe (Bossard *et al.*, 2000). The CORINE Land Cover Map classifies all habitat larger than 25 ha into one of 44 land use categories. Only six of these land use categories are found in the study area for boar 1473. An extract of the fixes is shown in Table 6.4. The fixes at 02:00 and 03:00 are unsuccessful or missing.

#### Table 6.4: Extract of fix record for Boar 1473.

<table>
<thead>
<tr>
<th>time</th>
<th>Longitude</th>
<th>Latitude</th>
<th>Locale_N</th>
<th>Locale_E</th>
</tr>
</thead>
<tbody>
<tr>
<td>01:00</td>
<td>13.8539</td>
<td>55.55734</td>
<td>6160376</td>
<td>1376869</td>
</tr>
<tr>
<td>01:32</td>
<td>13.85081</td>
<td>55.55666</td>
<td>6160306</td>
<td>1376672</td>
</tr>
<tr>
<td>02:00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>02:30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>03:00</td>
<td>13.84437</td>
<td>55.55455</td>
<td>6160082</td>
<td>1376259</td>
</tr>
<tr>
<td>03:31</td>
<td>13.84447</td>
<td>55.55442</td>
<td>6160068</td>
<td>1376265</td>
</tr>
</tbody>
</table>

The non-parametric method was applied to boar 1473 in the wild boar dataset. The results are
shown in Table 6.5. This boar is active at night and rests in dense foliage during daylight hours (Thurfjell et al., 2009). Two nonparametric movement models were used, one for day and another for night. The data were split into day and night observations based on the sunrise and sunset as defined by civil twilight at the study site (E013 51, N55 33) recorded by the U. S. Naval Observatory. Civil twilight is defined as beginning and ending, “when the centre of the Sun is geometrically 6 degrees below the horizon. This is the limit at which twilight illumination is sufficient, under good weather conditions, for terrestrial objects to be clearly distinguished.” (Seidelmann, 1992).

The number of sub-models required for a nonparametric model is determined by the largest gap in the fix record. The largest gap in boar 1473’s record was 9 hours (or 18 time steps) during the day and one half hour (or one time step) at night. This means 18 forward sub-models ($M_{+1}, M_{+2}, \ldots M_{+18}$) and 18 backward sub-models ($M_{-1}, M_{-2}, \ldots M_{-18}$) are required for the daytime model, while the night-time model requires one forward and one backward sub-model ($M_{+1}, M_{-1}$). Each of these sub-models is constructed using the record of successful fixes and a function $C_{\pm n}(\theta, d)$ then applying kernel smoothing (as detail in section 6.2.2.1). One of the resulting sub-models is the forward one step night-time sub-model ($M_{+1}$) shown in Figure 6.6. This sub-model shows the estimated location for a fix at time $t + 1$, using a successful fix at time $t$. For example, this sub-model ($M_{+1}$) is used to estimate the location of the missing 02:00 ($t + 1$) fix shown in Table 6.4 because 02:00 is night-time and there is a successful fix at 01:32 ($t$). The location of the missing 02:00 is also estimated using the backward two step night-time sub-model ($M_{-2}$) and the location of the 03:00 fix.
Figure 6.6: (a) The night-time non-parametric 1-step forward sub-model $M_{t+1}$ for boar 1473. This model is used to estimate the location at time $t+1$, using a successful fix at time $t$. (b) The same movement sub-model with a boundary. The red line is the boundary, the green part of the model lies within the boundary and the blue part of the model lies outside the boundary.

In the non-parametric 1-step forward night-time sub-model, $M_{t+1}$, in Figure 6.6, shows the animal under study moving short distances the majority of the time, but on occasion making large relocations to the NW and the SE. The nonparametric model combines the information in the two parametric distributions (step length or distance travelled and bearing) into a single distribution.
Figure 6.7: Location data for boar 1743. The blue dots represent the non-parametric movement model applied to the landscape. The green dots represent the successful fixes.

Table 6.5: Results bias adjustment with nonparametric model for boar 1473.

<table>
<thead>
<tr>
<th>Habitat description</th>
<th>Colour in Figure 6.7</th>
<th>Habitat</th>
<th>Recorded</th>
<th>Estimated missing</th>
<th>Adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sport and leisure facilities</td>
<td>Blue</td>
<td>51.18</td>
<td>8.45</td>
<td>14.86</td>
<td>9.66</td>
</tr>
<tr>
<td>Pastures</td>
<td>Purple</td>
<td>11.56</td>
<td>2.07</td>
<td>0.29</td>
<td>1.73</td>
</tr>
<tr>
<td>Land principally occupied by agriculture, with significant areas of natural vegetation</td>
<td>Green</td>
<td>1.04</td>
<td>0.03</td>
<td>14.63</td>
<td>2.80</td>
</tr>
<tr>
<td>Broad-leaved forest</td>
<td>Yellow</td>
<td>27.17</td>
<td>31.77</td>
<td>15.49</td>
<td>28.68</td>
</tr>
<tr>
<td>Coniferous forest</td>
<td>Red</td>
<td>5.75</td>
<td>19.14</td>
<td>25.87</td>
<td>20.42</td>
</tr>
<tr>
<td>Transitional woodland-shrub</td>
<td>Pink</td>
<td>3.30</td>
<td>38.55</td>
<td>28.86</td>
<td>36.71</td>
</tr>
</tbody>
</table>
A landscape map for boar 1473 with the location of the successful fixes (in green) and the missing fixes as estimated with the non-parametric method (in blue) is shown in Figure 6.7. The adjusted results in Table 6.5 show that pasture land is overrepresented in the collected data before adjustment. This is owing to the fact that pasture land does not impede radio signals with any dense foliage. The majority of the missing fixes are modelled to be in transitional woodland-shrub. This habitat contains dense foliage which impedes radio signals.

6.4 Conclusion

Modelling animal movement allows the interpolation of missing radio telemetry data for a single animal. The missing values are modelled using characteristics of the animal’s movement during non-missing periods. The simplicity of the computation allows the adjustment to be carried out on massive datasets.

The parametric version of the model requires fewer computations than other animal movement models to estimate an animal relocation because it uses bearing instead of turning angle. The bearing angle is fixed across the entire study area and the movement direction of the animal does not need to be calculated at each time point. In addition, only a single successful fix is needed to apply the bearing angle calculation, whereas two fixes are needed to calculate a movement direction and apply a model based on turning angle. Because all of the distances and turning angle computations required to apply the parametric movement model are not required by the non-parametric model, the non-parametric model offers computational efficiencies relative to the parametric version of this model. The relative distances between successful fixes are calculated once while estimating the nonparametric movement model. Applying the model to the data is
simply matrix addition. The home range model is also converted to a matrix to speed application. Restraining the model to the home range is done with a computationally simple entrywise product of two matrices. This is important because study areas and the fix record can both be large datasets. For example, the study conducted at the Starkey Experimental Forest which is discussed in Chapter 7 had a study area of over 40 square miles and fixes were collected for over one hundred animals, approximately hourly across more than a decade (Johnson et al., 1998).

Both the parametric and nonparametric models assume that the radio signal strength is constant both across time and space. If GPS collars are used for radio signal then both the transmitter and the receiver are moving; therefore, neither of these assumptions hold true. The model could easily be altered to account for reception in addition to animal movement. Additional future work includes extending this model to include other characteristics of the habitat matrix such as foliage density or distance to the receiver that can affect signal reception.

Modern radio tracking studies offer insight into animal behaviour at small time intervals and large study areas. The bias of the data collected by these studies is recognized, but the methods for adjusting to remove bias are still not widely agreed upon or applied (Frair et al., 2004). The parametric and nonparametric models for estimating detection probability offered here estimate the bias for a single animal directly from the collected data instead of conducting separate studies to determine detection rates of equipment at each habitat type in the study area. These methods provide computationally efficient estimates of missing fixes built on well researched methods of estimating animal movement and animal home range.
6.4.1 Future Work

An area for future work in the area is exploring how to incorporate further animal behaviours into the methods. The difference in boar behaviour during day and night is incorporated by creating two sets of movement models one for day and another for night, but more behaviours could be introduced and state switching based on observations could be incorporated. The model uses each successful fix as an indication of the likely location of the adjacent time points, this is only valid if the time period between fixes is relatively short. In this model, the animal’s behaviour is assumed to be the same during the successful fixes and the missing fixes. Some field studies have found that animal behaviour can affect the fix rate (Moen et al., 1996; Edenius, 1997).
7 Constructing regression surfaces for Automated Telemetry System
detection probability

7.1 Introduction

This chapter presents a new Bayesian formulation of the Johnson et al. (1998) model for large
bias correction in Automated Telemetry Systems (ATS). The work builds on the Bayesian
Hierarchical Models (BHM) used for bias correction in occupancy estimation and modelling
done by MacKenzie et al. (MacKenzie et al., 2002; MacKenzie et al., 2005; MacKenzie, 2006;
MacKenzie et al., 2006; MacKenzie et al., 2009). There is only one parameter in the BHM
process model of MacKenzie et al., detection. When BHM is applied to bias correct ATS there is
additional uncertainty requiring correction. I address this additional uncertainty by introducing a
parameter, presence, into the process model of the BHM.

In the previous chapter (Chapter 6), a single animal’s movement was used to model missing
telemetry data. In this chapter, missing telemetry data are modelled for several different animal
populations living in the same location. The methods in Chapter 6 could be used to estimate the
movement of each individual, but this would be a very tedious process. Instead, in this chapter I
present a new method. Looking at the study area as a whole there is information which can be
brought to the modelling process from the recurrence of events across animals. For example,
multiple animals may have used the same location, or telemetry may have failed for a period on
all animals. Using this additional information a large-scale model of the fix-rate bias is built for
a given study area.

Johnson et al. (1998) proposed a method for large scale bias correction using the data collected at the Starkey Experimental Forest in Oregon, USA. The Automated Telemetry System (ATS) at the Starkey Forest was used to track multiple species of animals, Elk (Cervus elaphus), mule deer (Odocoileus hemionus) and cattle, over multiple years. During the course of the study the ATS equipment was improved to the extent that later years of the study offered better fix rates (Johnson et al., 1998). Johnson et al. define a stationary time period as six hours where the animal moves less than 200m. These stationary time periods of the fix record are used to estimate the fix rate bias and all other fixes are disregarded for the purpose of bias detection estimation.

MacKenzie et al. (MacKenzie et al., 2002; MacKenzie et al., 2005; MacKenzie, 2006; MacKenzie et al., 2006; MacKenzie et al., 2009) have conducted extensive work in the area of incorporating detection probabilities into site occupancy studies. The occupancy estimation models developed by MacKenzie et al. leverage multiple site visits to estimate detection probabilities and adjust occupancy estimates for detection rates. This chapter offers a refinement of the method for bias correction presented by Johnson et al. (1998) which incorporates non-stationary fixes. The detection bias problem is framed as a Bayesian Hierarchical Model (BHM), drawn on the work of MacKenzie et al. where the BHMs developed for site occupancy studies are adjusted for use in bias correction of ATS.

7.1.1 Source of location bias

As discussed in the previous chapter, the use of radio collars to collect information on habitats can be biased when the habitat influences detection (D'Eon et al., 2002; Lewis et al., 2007).
Fixes are made on a regular schedule and sometimes fail. The total number of fixes for an animal at a location is defined to be \( f \). These fixes are either successful, \( f_s \), or unsuccessful, \( U \),

\[
f = f_s + U. \tag{7.1}
\]

Unsuccessful fixes can occur for many reasons. Links have been made between the fix-rate and many habitat qualities including slope (Lewis, 2007), tree density (Rumble and Lindzey, 1997) and terrain conditions (D'Eon et al., 2002). In addition, many non-habitat reasons for unsuccessful fixes have been established such as animal behaviour (Lewis et al., 2007). The fix-rate, \( r \), at a location is the number of successful radio fixes of an animal in that location divided by the total number of attempted radio fixes,

\[
r = \frac{f_s}{f_s + U}. \tag{7.2}
\]

There are two prevalent methods for adjusting fix rate bias: iterative resampling and detection weighting (Frair et al., 2010). Iterative resampling replaces missing fixes with estimated fix locations. Detection weighting does not increase the number of fixes, but instead weights each successful fix by the probability of obtaining that fix. The detection weighting, \( w \), at a given location is the inverse of the detection rate. Applying the detection weighting corrects for the fix-rate bias,

\[
w \cdot f_s = \frac{f_s + U}{f_s} \cdot f_s,
\]

\[
w \cdot f_s = f. \tag{7.3}
\]
One technique to estimate fix-rate bias is to place collars in different locations within the study area and then to record the fix-rate. Because each collar is stationary at a location, the fix-rate at that location is the number of successful fixes divided by the number of fix attempts. Field studies that place collars in known locations in different habitat types and directly measure the fix-rate bias have been carried out (Rempel et al., 1995; Moen et al., 1996; D'Eon et al., 2002). Placing collars in each habitat type in a large study area can be very expensive and time consuming, and the results are only applicable to a single brand of collar and the specific study area. Additionally, fix-rates from stationary collar studies do not accurately predict fix-rates in collars worn by animals. This disparity has been linked to animal movement and behaviour (Moen et al., 1996; Edenius, 1997).

A deceptively simple method for removing bias is to use a different temporal scale in the analysis than in the collection. This is done by selecting one successful fix from the analysis period. For example, data collected every half hour can be analysed at the six hour scale by selecting one successful fix in each six-hour period. However, because the missing fixes are biased, the selected fixes may not correlate to the complete record of the animal’s habitat use which includes the unsuccessful fix locations. Another problem is the change in temporal scale is a change-of-support issue, and according to Simpson’s Paradox (Simpson, 1951), the correlation between variables can change if the support changes. As a result habitat use preferences found by analysing the data at one time scale may not be present at another.

Research into removing bias from telemetry studies continues to grow in conjunction with the growth in GPS studies. Three categories of correction are in use: those based on stationary collars, those based on collars moved by the researcher and those based on collars on wild animals.
animals. Early work in this area was done with fixed and moving collar methods. These methods involve additional field time and money. A large number of factors affecting the fix-rate have been shown in fixed collar studies, including collar height and orientation (Moen et al., 1996), time of day, time of year (Graves and Waller, 2006), tree height (Rempel et al., 1995), density of canopy (D'Eon et al., 2002), battery strength (Gau et al., 2004) and fix schedule (Cain et al., 2005). These findings laid the groundwork for statistical analysis of radio telemetry studies and highlighted areas of further research required to properly analyse animal based collar studies including the need to adjust for location bias and detection bias.

Methods that work directly with collar data from wild animals include Johnson et al. (1998), who looked at non-GPS Automated Telemetry Systems (ATS) and developed five linear models for bias correction. Two models use the non-parametric smoothing technique of kriging and three use restricted maximum likelihood (REML). Kriging (or best linear unbiased prediction) is a geospatial smoothing technique based on an ordinary least squares estimator (Krige, 1951; Cressie, 1990). Of the bias adjustment models compared by Johnson et al., the kriging methods best fit the example data (Johnson et al., 1998), but all of the models presented by Johnson et al. used only a portion of the available data to fit the models. Graves and Waller (2006) proposed sophisticated logistic regression modelling of GPS bias based on habitat properties, satellite placement, and animal characteristics. This approach included comparisons with stationary collars placed in the study area (Graves and Waller, 2006). This method will only work on GPS studies and requires additional data about satellite technology and placement before it is applied to the fix dataset. Frair et al. (2004) proposed a logistic regression model. They considered 12 factors: collar brand, time of year, time of day, tree height and breadth, vegetation class, three properties of the canopy, slope, ruggedness and visible sky. The model that best fitted the example data were selected using the corrected Akaike Information Criterion ($AIC_c$) (Hurvich
and Tsai, 1989). This model utilised factors for collar brand, vegetation class and percentage slope, and an interaction term for vegetation class and percentage slope. After model selection was done the best model was applied to a dataset using both a weighting method of bias correction and an iterative resampling method, and the results were compared and shown to have similar results. Nielson (2009) incorporated this model for detection probability into a method for estimating a Resource Selection Function (RSF) using a detection model. This method relies on the ML estimation methods of occupancy in Mackenzie (2002).

Johnson et al. (1998) used a surrogate for stationary collars by identifying periods when the animal was relatively stationary and measuring the fix-rate in these periods. To find stationary periods, they broke the day into four periods each lasting six hours. Because the actual location of the animal is unknown, Johnson et al. used the arithmetic mean of the successful fixes during one period as the location. The animal was judged to be stationary if it had at least four fixes in the time period and at most one fix was more than 200 metres from the mean location of the observed animal fixes. They recorded the detection weighting at each stationary site as the total number of fix attempts divided by the number of successful fixes within the period. Not every location had stationary periods, so direct calculation of detection weighting at every grid location in the study area is not possible. The estimation of detection weighting for all grid locations in the study area with stationary time periods is done with five linear models of the form

\[ Y = X \beta + \varepsilon, \]  \hspace{1cm} [7.4]

where \( Y \) is the vector of observation rates, \( X \) is a design matrix of environmental variables, \( \beta \) is the vector or regression coefficients and \( \varepsilon \) is the error term.

Johnson et al. compare the five models using mean error, model coefficient of determination and
residual plots to select between the models. Johnson et al.'s most successful model is the kriging model on a 180 m pixel grid. This model omits all environmental covariates.

7.1.3 Review of the literature: Bayesian hierarchical models

MacKenzie (2002) developed both frequentist and Bayesian techniques for incorporating detection probabilities for animals into large-scale site occupancy surveys. MacKenzie built his models on the assumptions that the area of inference is too large to be surveyed and that detectability is not perfect. MacKenzie's assumptions are confirmed by radio telemetry studies (Moen et al., 1996; Edenius, 1997).

![Figure 7.1: Graphical model showing the components of a BHM, where Z is the distribution of the observed data (The Data Model), Y is the scientific process of interest (the Process Model) and θ is the overall Parameter Model.](image)

The Bayesian approach for incorporating detection probabilities in site occupancy is a BMH. Following the terminology from Berliner (1996), there are three levels to a BHM, the Data Model, the Process Model and the Parameter Model. The Data Model describes the distribution of the observed data, Z, given the hidden process \([Z|Y, \theta]\). The Process Model is unobserved and describes the scientific process of interest \([Y|\theta]\). The Parameter Model, \([\theta]\), can be split into data parameters and process parameters \(\theta = [\theta_D, \theta_P]\). A graphical model explaining the
interrelationship of the three levels of a BHM is shown in Figure 7.1. Only the data model can be observed, but it is driven by the hidden process model. Both the data and the process models are driven by the hidden parameter model.

The model of interest, the Process Model, is estimated using the posterior distribution as shown

\[
[Y|Z, \theta] = \frac{[Z|Y, \theta][Y, \theta]}{\int [Z|Y, \theta][Y, \theta]dYd\theta} = \frac{[Z|Y, \theta][Y, \theta][\theta]}{\int [Z|Y, \theta][Y, \theta][\theta]dYd\theta} = \frac{[Z|Y, \theta][Y, \theta][\theta]}{[Z]} \tag{7.5}
\]

The denominator of the posterior distribution is a proportionality constant that ensures that the total probability is equal to 1. It is dependent on Z and, in large spatial–temporal models, the integral involves thousands of dimensions (Cressie and Wikle, 2011) that make direct computation prohibitive and, in some instances, intractable. One alternative to a direct solution is estimation with the Markov Chain Monte Carlo (MCMC) numerical method. MCMC is a computational method for estimating the posterior distribution; other methods include perfect sampling, rejection sampling, importance sampling and Laplace approximation. For a full discussion of the underpinnings of these computational methods, refer to the seminal works by Wegman (1988), and Efron and Tibshirani (1991). For a resource on implementing computational methods, see Gentle et al. (2004) or Martinez and Martinez (2002).

The MCMC method is one of the computational methods made possible by the explosion of computer processing power which has occurred since the 1980s. MCMC derives its power from Monte Carlo integration, which allows calculation of the expected value of the posterior
distribution without knowing the denominator of the expectation function, which is difficult to calculate and sometime intractable, and Markov chains, which generate a sequence from a stationary distribution. MCMC is an iterative method that requires a burn-in period to “forget” the starting values and produce the desired results. After burn-in, MCMC produces samples from the posterior distribution without directly solving it. The posterior distribution can be understood by analysing the samples produced by MCMC.

Following Martinez and Martinez (2002), the posterior expectation function takes the form

\[
E[f(\theta)|D] = \int f(\theta)P(\theta|D)d\theta. \tag{7.6}
\]

With a change to notation to make it more general, the model parameters are expressed as \(X = (x_1, x_2, \ldots, x_d)\) and the posterior distribution as \(\pi(x)\). The posterior expectation function can be restated as

\[
E[f(X)] = \frac{\int f(x)\pi(x)dx}{\int \pi(x)dx} \tag{7.7}
\]

Monte Carlo integration estimates samples from the posterior distribution by taking samples from the posterior distribution generated via a Markov chain and calculating

\[
\hat{E}[f(X)] = \frac{1}{n} \sum_{i=1}^{n} f(X_i) \tag{7.8}
\]

where with probability 1, \(\frac{1}{n} \sum_{i=1}^{n} f(X_i) \rightarrow E[f(X)]\) as \(n\) approaches \(\infty\). A Markov chain generates samples from a stationary distribution, \(\psi\). The success of the MCMC method rests on
this stationary distribution being equivalent to the posterior distribution.

There are several methods for accomplishing this including Gibbs sampling and Metropolis sampling. The Gibbs sampler is computationally less expensive than a Metropolis or a Metropolis–Hasting sampler. Assuming all joint densities are known, the process involves repeatedly estimating \([Y|\theta_p, \theta_D, Z], [\theta_p|Y, \theta_D, Z]\), and then \([\theta_D|Y, \theta_p, Z]\). At each step, the results are updated from the prior step. The resulting stationary distribution is \(\psi = [\theta_D, Y, \theta_p|Z]\).

In order to use the standard Gibbs sampler the full conditional distributions must be known. If the full conditional distributions cannot be stated explicitly then another sampler is required. This is when it is appropriate to use a subset of Gibbs sampling called the Metropolis sampler, which is computationally less efficient because it discards some candidate samples, and therefore more candidates are required to reach the same sample size. Given a current value of the Markov chain of \(Y_{\text{cur}}\), a candidate is drawn for the next value as \(Y_{\text{sim}}\) from a distribution centred at \(Y_{\text{cur}}\).

With a probability of \(\min \left(1, \frac{f(Y_{\text{sim}})}{f(Y_{\text{cur}})}\right)\) \(Y_{\text{sim}}\) is accepted and \(Y_{\text{sim}}\) is used as \(Y_{\text{cur}}\) in the next iteration. With a probability of \(1 - \min \left(1, \frac{f(Y_{\text{sim}})}{f(Y_{\text{cur}})}\right)\), \(Y_{\text{sim}}\) is rejected and another \(Y_{\text{sim}}\) is drawn.

For further discussion on selecting the appropriate sampler and detail on additional samplers, e.g. the Metropolis–Hastings sampler and the independence samplers see Martinez and Martinez (2002). Martinez and Martinez also offer instruction for implementing samplers in MATLAB (MATLAB, 2012).

WinBugs (Lunn et al., 2000) is open source software which performs MCMC sampling. It was written by a team of researchers in the UK and allows users to perform simulation with several different samplers. BHM’s can be specified in WinBugs using either graphical models or pseudo-code.
In their site occupancy model Mackenzie et al. (2006) use a Data Model from the history of observations at a site, a Process Model of occupancy at each site and a Parameter Model estimated with a vague prior distribution. The Data Model comprises of the number of observations, \( Z = (z_1, z_2, \ldots, z_x) \) at \( x \) sites. The model is expressed as the observed history at each of the sites, conditional on the occupancy of the sites. Given a site \( i \), the latent occupancy variable, \( z \), has two possible states. The states are \( y_i = 0 \) (the site is unoccupied) and \( y_i = 1 \) (the site is occupied). For an unoccupied site, discounting false positive detections, the only possible observation is absence. For an occupied site, the probability of observing presence is expressed by a binomial distribution with \( p \) being the probability of detection

\[
f(z_1, z_2, \ldots, z_x | y_1, y_2, \ldots, y_x) = \prod_{y_i = 1} Bin (z_i; p).
\] [7.9]

The Process Model is the occupancy given the latent state variable \( y_i \) for the \( s \) occupied sites. Each \( y_i \) is modelled as an independent Bernoulli random variable with probability \( \psi \) giving the equation

\[
g(y_1, y_2, \ldots, y_x) = \prod_1^s \psi^{y_i} (1 - \psi)^{1 - y_i}.
\] [7.10]

Thus the posterior distribution is as given as

\[
[Z | Y, \theta] = \frac{f(z_1, z_2, \ldots, z_x | y_1, y_2, \ldots, y_x) g(y_1, y_2, \ldots, y_x)}{[Y]}.
\] [7.11]

Vague priors are assumed for \( p \) and \( \psi \), a uniform distribution between 0 and 1.

The observations are expressed as a detection history at each site, \( i \). There are two possible
observations at each visit, \( t \), either the animal was observed \( (z_{i,t} = 1) \) or the animal was not observed \( (z_{i,t} = 0) \). A short hand notation for a series of site visits is to list the observations in order as a series of zeroes and ones. For example, the detection history \( z_i = 1101 \) represents four visits to the site. On the first, second and fourth visits, the animal was observed; on the third it was not observed.

The Bayesian techniques for estimating animal occupancy reviewed here offer a framework for incorporating detection. Site occupancy is similar to location bias in that the detection rate is less than 100%, but location bias has the additional feature that the animal is moving. If at time \( t \) the animal is detected at location \( a \), then it cannot be detected anywhere else at time \( t \).

### 7.2 Method

The proposed new method is a refinement to Johnson’s model and replaces the linear model with a BHM. The model is used to estimate the weighting function at sites in the study area. It is assumed that at each location repeated samples are made and that over the length of the study, the probability of radio transmission at a given location is constant.

The observations recorded are radio telemetry fixes, with both time and location (Johnson et al., 1998). Following Johnson, the study area is separated into a discrete number of locations by dividing it into grid squares. The spatial neighbourhood of a fix is defined as the grid square containing the fix. Time is separated into time windows of length \( w \). The temporal neighbourhood if a fix at time \( t \) is defined as all fix attempts occurring between \( t - w/2 \) and \( t + w/2 \).
In the MacKenzie et al. (2002) detection rate technique two observations are possible, unoccupied and occupied. In this method the fixes are analysed by temporal neighbourhoods. Given a successful fix, all the fix attempts in the temporal neighbourhood can be found. Each of these fixes is either in the spatial neighbourhood of the fix \((f_L)\), outside of the spatial neighbourhood \((f_V)\), or unsuccessful \((U)\).

The three states can be described with two independent binomial random variables: presence, \(Y_p\), and detection, \(Y_d\). The two states of \(Y_p\) are defined to be presence in the spatial neighbourhood \((Y_p = 1)\) and absence from the spatial neighbourhood \((Y_p = 0)\). The two values of \(Y_d\) are defined as a successful fix \((Y_d = 1)\) and an unsuccessful fix \((Y_d = 0)\). This leads to four possible states: \(Y_p = 1 \text{ and } Y_d = 1\) the animal is in the spatial neighbourhood and the fix is successful, \(Y_p = 1 \text{ and } Y_d = 0\) the animal is in the spatial neighbourhood the fix is unsuccessful, \(Y_p = 0 \text{ and } Y_d = 0\) the animal is not in the spatial neighbourhood and the fix is successful, or \(Y_p = 0 \text{ and } Y_d = 1\) the animal is not in the spatial neighbourhood and the fix is successful.

**Table 7.1: Truth table showing all possible states.**

<table>
<thead>
<tr>
<th>Observed State</th>
<th>In spatial neighbourhood, (f_L)</th>
<th>Outside spatial neighbourhood, (f_V)</th>
<th>Unsuccessful fix attempt, (U)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In spatial neighbourhood, (f_L)</td>
<td>(\rho) and (\psi)</td>
<td>—</td>
<td>(\rho) and ((1 - \psi))</td>
</tr>
<tr>
<td>Outside spatial neighbourhood, (f_V)</td>
<td>—</td>
<td>(1 - \rho) and (\psi)</td>
<td>((1 - \rho)) and ((1 - \psi))</td>
</tr>
</tbody>
</table>

Table 7.1 assumes that locations are recorded with complete accuracy, and there is no possibility
of accidentally recording a fix outside the spatial neighbourhood when it should be inside the 
spatial neighbourhood or vice versa. A refinement to the model would be to introduce another 
source of uncertainty to account for location inaccuracy. Only fixes within a given temporal 
neighbourhood are considered during this analysis.

The model assumed that at any given time the animal can only be recorded in at most one 
location. Because the detection weighting method depends on location, the method must decide 
when an animal is at a given location. The fixed six-hour period used by Johnson et al. is 
replaced by a temporal neighbourhood that acts as a moving time window surrounding the fix. 

Given a fix time \( t \), all fix attempts occurring between \( t - 3 \) hours and \( t + 3 \) hours are defined to 
be in the temporal neighbourhood of the fix. The parts of the observation record where no fixes 
are recorded for any animals in the study are discarded. These are considered system wide 
equipment failure and not detection bias. The truth table in Table 7.1 describes the three possible 
observed states and the corresponding true states.

The truth table in Table 7.1 is easier to understand in conjunction with an example. Given the 
hypothetical fixes in Table 7.2 the spatial neighbourhood of the fix recorded 5 is the grid square 
1. The temporal neighbourhood of this fix 5 is from 10:00 until 16:00. The highlighted fixes are 
used to construct the following detection history for the six-hour time window of interest,

\[
f_{L}, f_{V}, f_{V}, f_{L}, U, f_{V}, U.
\]

This detection history states that the animal was detected outside of the spatial neighbourhood 
for three fixes (the values of \( f_{V} \) in the fix record). The animal was detected in the spatial 
neighbourhood for two fixes (the values of \( f_{L} \) in the fix record). Finally, the animal failed to be 
detected two times (the values of \( U \) in the fix record). Using the truth table in Table 7.1, a
detection probability is constructed for the temporal neighbourhood of fix 5 as \( \Pr(z_5 = f_L, f_V, f_L, U, f_V, U | Y_p, Y_d) \). The first possibilities are that the animal is in grid square 1 and the fix is successful. The probability of this is \( \rho \times \psi_L \), where \( \rho \) is the probability of presence in the grid square and \( \psi_L \) is the probability of detection in that grid square. The second possibility is that the animal is present outside grid square 1 and the fix is successful. The probability of this is \( (1 - \rho) \times \psi_V \), where \( (1 - \rho) \) is the probability of presence outside the grid square and \( \psi_V \) is the probability of a successful fix outside the grid square. The third possibility is that the animal is present inside grid square 1 and the fix is not successful. The probability of this is \( \rho \times (1 - \psi_L) \), where \( \rho \) is the probability of presence in the grid square and \( (1 - \psi_L) \) is the probability that the fix in not successful in the grid square. The final possibility is that the animal is outside the grid square and the fix is not successful. The probability of this is \( (1 - \rho) \times (1 - \psi_V) \), where \( (1 - \rho) \) is the probability of presence outside of grid square and \( (1 - \psi_V) \) is the probability of an unsuccessful fix outside the grid square. Looking at the detection history, the last two possibilities cannot be distinguished.

Table 7.2: Hypothetical fix record showing the temporal neighbourhood of fix 5 in grey.

<table>
<thead>
<tr>
<th>Record</th>
<th>Grid square</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>09:00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>10:00</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>11:00</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>12:00</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>13:00</td>
</tr>
<tr>
<td>6</td>
<td>--</td>
<td>14:00</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>15:00</td>
</tr>
<tr>
<td>8</td>
<td>--</td>
<td>16:00</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>17:00</td>
</tr>
</tbody>
</table>

The probability of the observed detection history \( (f_L, f_V, f_L, U, f_V, U) \) in the spatial
neighbourhood of grid square 1 and the temporal neighbourhood of 13:00 is $[\rho \psi_L]^2 \left[ (1 - \rho) \psi_V \right]^3 \left[ \rho (1 - \psi_L) + (1 - \rho) (1 - \psi_V) \right]^2$. Assuming that all locations visited by the animal within the temporal neighbourhood have the same detection probability, this simplifies becoming $[\rho \psi]^2 \left[ (1 - \rho) \psi \right]^3 \left[ (1 - \psi) \right]^2$.

In order to estimate the weighting function, MCMC simulation in WinBugs is used. The WinBugs code in Figure 7.2 is used to implement the model described above. The three possible observations in the model $f_L$, $f_V$ and $U$ are coded as 3, 2 and 1, respectively. Lines 3-6 describe the latent process model for the three possible observations. Line 8 – 17 are the heart of the model and give the conditional probability each the nine possible combinations of observations. Each probability is written in the format $\text{pr}[\text{ii},<\text{truth}>.\text{jj},<\text{observed}>]$ and give the probability of $\Pr(\text{observed state} = <\text{observed}> | \text{true state} = <\text{truth}>)$. For example, line 16 is the probability of a fix recording a successful fix at site $i$ given that the animal is at site $i$, $\Pr(z_{ij} = f_L | Y_p = 1)$.

Lines 19 – 22 give the prior distributions. Because the number of observations varies at each site the data is setup as two data structures in WinBugs. The first data structure has 73,231 rows (s in the code) one for each site. Each of the rows contains the observations for a site coded as a string of 1’s, 2’s and 3’s. The second data structure (referred to as $k$ in the code) contains the number of observations at each site. The loop started at line 2 iterates through each site (indexed by $\text{ii}$) and the loop started at line 7 iterates through each observation for a site (indexed by $\text{jj}$). The first 10,000 iterations were discarded as burn-in.
This method uses a BHM to estimate a weighting function at every site in the study area. By defining a spatial and temporal neighbourhood for each fix, the probability of a given observation can be calculated. All observations in the telemetry record are used along with the BHM to estimate the detection bias at each location in the study area. The estimate of bias at each site is calculated using MCMC in WinBugs.
7.3 Case Study

This sample dataset is the Starkey Experimental Forest and Range in Oregon, USA. The same dataset was used by Johnson (1998). The 10,102-ha reserve is surrounded by a game-proof fence and includes diverse topography. Elk (*Cervus elaphus*), mule deer (*Odocoileus hemionus*) and cattle were fitted with radio collars and tracked by an ATS. For more detailed information on the ATS, the tracking data and habitat information see the US Forest Service website, http://www.fs.fed.us/pnw/starkey/. The fixes are recorded in the Universal Transverse Mercator (UTM) coordinate system as Northings (UTMN) and Eastings (UTME). The publicly available data for 1993 – 1996 are used in this case study.

The survey area is the portion of Starkey Experimental Forest enclosed by game proof fences. This area is broken into a grid with each pixel being 30 m along each side. A fix location, \( L \), is defined as a single pixel in this grid and the time a fix occurs is denoted \( t \). The BHM model specifies a spatial neighbourhood as grid square containing \( L \) and temporal neighbourhood between \( t - w/2 \) and \( t + w/2 \). The spatial neighbourhood of a fix at Starkey this is the 30-by-30 metre pixel and the temporal neighbourhood at Starkey is the six hour time window defined by \( t - 3 \) hours and \( t + 3 \) hours. Each location, \( L \), has a distinct probability of the animal being at the site \( \rho_L \) and a probability of detection \( \psi_L \). The model parameters are estimated with MCMC using Winbugs software. (Lunn 2000); both \( \rho_L \) and \( \psi_L \) are given vague prior distributions.
Table 7.3: Sample of time points for animal 930318D03. The fixes that are included in the TP for the 21:34:03 fix are highlighted. The locations are recorded in the UTM coordinate system as Northings (UTMN) and Eastings (UTME).

<table>
<thead>
<tr>
<th>Fix number</th>
<th>Time</th>
<th>UTME</th>
<th>UTMN</th>
<th>Temporal neighbourhood</th>
<th>Spatial neighbourhood</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Begin</td>
<td>End</td>
</tr>
<tr>
<td>2</td>
<td>17:56:59</td>
<td>376590</td>
<td>5009992</td>
<td>14:56:59</td>
<td>20:56:59</td>
</tr>
<tr>
<td>4</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>7</td>
<td>20:04:25</td>
<td>377278</td>
<td>5010275</td>
<td>17:04:25</td>
<td>23:04:25</td>
</tr>
<tr>
<td>8</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>9</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10</td>
<td>21:34:03</td>
<td>377387</td>
<td>5010343</td>
<td>18:34:03</td>
<td>00:34:03</td>
</tr>
<tr>
<td>11</td>
<td>22:05:20</td>
<td>377215</td>
<td>5010324</td>
<td>19:05:20</td>
<td>01:05:20</td>
</tr>
<tr>
<td>12</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>13</td>
<td>23:08:30</td>
<td>377289</td>
<td>5010368</td>
<td>20:08:30</td>
<td>02:08:30</td>
</tr>
<tr>
<td>14</td>
<td>23:37:18</td>
<td>377345</td>
<td>5010349</td>
<td>20:37:18</td>
<td>02:37:18</td>
</tr>
<tr>
<td>15</td>
<td>00:06:01</td>
<td>377323</td>
<td>5010364</td>
<td>21:06:01</td>
<td>03:06:01</td>
</tr>
<tr>
<td>16</td>
<td>00:36:01</td>
<td>377358</td>
<td>5010322</td>
<td>21:36:01</td>
<td>03:36:01</td>
</tr>
<tr>
<td>17</td>
<td>01:05:37</td>
<td>377480</td>
<td>5010410</td>
<td>22:05:37</td>
<td>04:05:37</td>
</tr>
</tbody>
</table>

A sample of the data taken from the deer identified as 930318D03 are shown in Table 7.3. The highlighted areas shows the spatial neighbourhood of the fix recorded at 21:34:03 is the grid square 377265 5010270. The temporal neighbourhood of this fix from 18:34:30 until 00:34:03.

Following the method described in section 7.2, the highlighted fixes can be used to construct a detection history for the temporal neighbourhood that is the six-hour time window surrounding the fix of interest

\[ f_{v}, U, f_{v}, f_{v}, f_{v}, U, f_{v}, f_{v}, f_{v}, f_{v}, U, f_{v}, f_{v}, f_{v}, f_{v}. \]

This detection history shows that the animal was outside of the spatial neighbourhood for eight
fixes \( (f_v) \), inside spatial neighbourhood for one fix \( (f_L) \), and failed to be detected four times \( (U) \).

The probability of the observed detection history at location 377265 5010270 in the temporal neighbourhood of the 21:34:03 fix is \( \rho \psi [ (1 - \rho)(1 - \psi_v) + (1 - \rho)(1 - \psi_L) ]^4 \).

Assuming that all locations visited by the animal within the temporal neighbourhood have the same detection probability, this simplifies to \( \rho \psi [ (1 - \rho)(1 - \psi) ]^4 \).

The BHM model has greater variation and higher average weighting than kriging model in Johnson et al. (1998). In Figure 7.3 Maps (a), (b) and (c) show that both the kriging model and the BHM model follow the digital elevation model of the study area. Figure 7.3 Map (d) shows the elevation contours in grey and shows the locations where the BHM model gives a higher weighting than the kriging model in black. The BHM model estimates more missing fixes than Johnson et al. in areas with low elevation adjacent to steep slopes. This may be explained by the inclusion of non-stationary data in the BHM model.

<table>
<thead>
<tr>
<th></th>
<th>BHM observation weights</th>
<th>Kriging observation weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>2.33</td>
<td>1.66</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.069</td>
<td>0.028</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.701</td>
<td>0.284</td>
</tr>
<tr>
<td>Minimum</td>
<td>1.71</td>
<td>1.33</td>
</tr>
<tr>
<td>Maximum</td>
<td>5.30</td>
<td>2.62</td>
</tr>
</tbody>
</table>
Figure 7.3: Models applied to the Starkey data. Digital map boundaries, elevation contours, digital elevation model and Johnson's weightings were obtained from the US Forest Service website. In Maps a and b, the shading indicates the fix-rate, where dark grey indicates a low fix-rate and light grey indicates a high fix-rate.
A comparison of the weights from the best performing kriging model (Johnson et al., 1998) and the BHM method are shown in Table 7.4. The vast majority (90.2%) of the kriging weights are in the 95% credibility interval of the BHM. This shows that the only point of difference in the between the kriging model (Johnson et al., 1998) and the MCMC model is in the low elevation adjacent to steep slopes.

7.4 Conclusion

In this chapter a new method for constructing regression surfaces for Automated Telemetry System detection probability was presented. This chapter presented a review of relevant literature in the source of location bias, bias correction with weighting, and Bayesian hierarchical models which were followed by the details of the new method and the results of the method for a case study. The detection probability model presented is an extension of the method for modelling detection probability in Johnson et al. (1998). I reframed Johnson et al. (1998) using Bayesian methods. This is the first time that a Bayesian formulation of detection probability has been proposed for the correction of ATS bias. The BHM used is based on work done by MacKenzie et al. (MacKenzie et al., 2002; MacKenzie et al., 2005; MacKenzie, 2006; MacKenzie et al., 2006; MacKenzie et al., 2009) in the area of occupancy estimation. I expanded MacKenzie et al. BHM by adding an additional parameter for presence required to make the model suitable for this context.

Johnson et al. (1998) considered one source of variation due to radio transmission and carefully defined stationary periods to eliminate all other sources of variation. A stationary period is defined by Johnson et al. (1998) as a six hour window where the animal moves less than 200m.
In this work I introduce a second source of variation, i.e. detectability, and use a BHM. This allows the use of the non-stationary data that Johnson et al. (1998) discarded from his model fitting process.

MacKenzie et al. (MacKenzie et al., 2002; MacKenzie et al., 2005; MacKenzie, 2006; MacKenzie et al., 2006; MacKenzie et al., 2009) outline a BHM that estimates the occupancy of a site when detection is less than 100%. Because in an ATS study the animal is moving between sites an additional source of uncertainty exists in ATS studies that is not present in site occupancy studies. To account for this uncertainty the additional parameter for presence was introduced into the BHM to make is suitable for estimating the detection probability of ATS.

The method is demonstrated with the same case study also used by Johnson et al. (1998), the Starkey Experimental Forest dataset. In this dataset locations for 100 plus animals were collected for multiple years. Datasets of this size are rare and they demand computational efficient methods. The results of the new method are compared to those of Johnson et al. (1998). The calculations were done using WinBugs on a personal computer with no special specifications, the estimates the detection probabilities were completed in a reasonable amount of time (less than 4 hours) without expensive computing equipment.

7.4.1 Future work

Future work includes evaluating the need for animal species and habitat covariates in the BHM of detection probability. Further work is needed to understand if different species exhibit distinctly different detection bias in the same location and if explicitly incorporating habitat covariates, e.g. elevation or slope, improve the model. Incorporating additional explanatory covariates into a BHM is a straightforward exercise.
Future work also encompasses incorporating adjacency information into the model of presence using the GeoBugs component of the WinBugs software (Lunn et al., 2000) to incorporate geographical adjacency and allow us to borrow information about detection across sites and make estimations about sites with no recorded fixes. The MCMC probability of an animal being present at a location is currently calculated independently from all of the other location values. Incorporating adjacency information will allow information to be used from the geographic relationship between locations. Johnson (1998) leverages this through kriging. Another area for future work is the improvement of prior distributions used in the MCMC parameter fitting. Instead of vague priors for detection at each site, informative prior distributions based on the signal strength model or the kriging model weights (Johnson et al., 1998) could be used.
8 Comparing regression surfaces with Large Deformation Diffeomorphic Metric Mapping

8.1 Introduction

In Chapter 7 nonparametric regression surfaces were calculated to describe the habitat use and the bias correction weighting of radio telemetry fixes in a study area. This chapter presents a novel use of Large Deformation Diffeomorphic Metric Mapping (LDDMM) (Dupuis et al., 1998; Trouvé, 1998) to compare nonparametric regression surfaces. LDDMM was originally developed to compare medical imagery in computational biology, and this is the first application to environmental science.

Diffeomorphisms are a general class of transformations that operate on manifolds (Trouvé, 1998). A manifold is a smooth surface with either a smooth boundary or no boundary. Diffeomorphisms are used here as measure of the shape difference between the two regression surfaces. The two surfaces are mapped by designating one as the source and the other the target. The diffeomorphic transformation travels along the shortest smooth path between the source and target surfaces. The diffeomorphic mapping can be viewed as a coordinate change where the target surface is expressed in the destination surface’s coordinates. Following the coordinate change, the surfaces are compared. There are three restrictions placed on the distance mapping: the mappings must be differentiable, there is a differentiable inverse mapping, and the neighbourhood relationships must be preserved by the mapping.
The measures of shape difference used in classical statistics, such as Mean Integrated Square Error (MISE), variance, skew and kurtosis are not appropriate because the space is not Euclidean and the movement is not along straight lines. In non-Euclidean space, there is no simple formula for distance that is equivalent to the Pythagorean formula giving the shortest distance between two points as a straight line \( d(a, b) = \sqrt{a^2 + b^2} \). The LDDMM metric measures distance along smooth curved paths beginning perpendicular to the source surface and ending perpendicular to the destination surface (Beg et al., 2005). Finding these paths is an iterative process starting with a straight line perpendicular to the source surface. During each iteration, the paths are curved slightly in the direction of the target surface. Each iteration decreases the error between the end of the path and the target surface, the iterations stop when the error stops decreasing with additional iterations (Beg et al., 2005).

Figure 8.1: Illustration of LDDMM mapping as a fleet of boats sailing from one shore to another. The starting shore is the bottom tan curve and the ending shore is the upper tan curve. All boats start at t=0 and end at t=1. The paths of the boats never cross and each boat starts and ends perpendicular to the shore line.
The LDDMM literature is mathematically dense; I have developed analogies to sailing and driving to aid in understanding. Figure 8.1 illustrates this analogy. Finding the path length of a diffeomorphism is similar to finding a travel time at sea from point $a$ to point $b$. When setting sail, navigators have to deal with the wind and ocean. In this analogy, the wind is the surface norm and the surface can have varying local shape and orientation, just as the ocean’s surface does. The only time the most direct path for sailing from point $a$ to point $b$ is a straight line is if the wind comes from behind the boat and the sea is flat. A diffeomorphism maps a set of points on one surface to their equivalents on another surface. To keep with the sailing analogy, this is analogous to measuring the distance between two shores by sailing a fleet of small boats in a tight formation from one shore to the other. The entire fleet sets sail at the same time and all arrive at the far shore at the same time. There are timing points along the route, for example each boat must cover half of its route by the midway timepoint. Furthermore, no boat crosses another’s path and before sailing each boat has its destination marked. The entire fleet sails in a tight formation during the trip while each boat has a different course and speed it must keep its place in the fleet. Each boat must set sail perpendicular to the starting shoreline and land perpendicular to the far shore. Because all boats depart and arrive at the same time, unless the two shores are parallel and there is no wind, some boats will have to accelerate faster than others to cover their route. A boat with a long route will have to accelerate faster than one with a short route to cover the distance in the same time. The average acceleration of the boats is a measure of the distance between the two shores.

Much work has been done performing transformations of this type within the field of medical imagery, giving rise to a new discipline called computational anatomy (Grenander and Miller, 1998). Computational anatomy has proven effective in augmenting human analysis of shape differences in medical images (Beg et al., 2005). LDDMM was first studied by Trouve et al.
Diffeomorphisms are used as a comparison for anatomical structures and they may have use in other places. Medical images collect observations of tissue density at different spatial points. These observations are combined to estimate smooth anatomical surfaces. Similarly, environmental studies estimate the density of items of interest such as animals or pollutants at different spatial locations and use the observations to estimate smooth regression surfaces using nonparametric regression methods. This chapter investigates whether diffeomorphisms can be used to compare abstract structures found in environmental statistics instead of anatomical structures.

Diffeomorphisms are used to compare anatomical surfaces because these surfaces are complex and have so much variation that parametric representations fail to yield useful results (Grenander and Miller, 1998). Despite the difficulty of this task when approached via numerical analysis, even laypeople can observe that all anatomies have a structure and parts of one person’s anatomy can be easily mapped to another person’s anatomy. A natural mapping can be made of elbow to elbow and wrist to wrist. This mapping allows comparison of two patients. The primary part of computational anatomy focussed on in this research is surface mapping. Surface mapping is used for tasks such as mapping the shrinking within the brain of patients with Alzheimer’s disease over time (Beg et al., 2005). These anatomical surfaces are captured with digital imaging technology which produces image files. The image files store information as large matrices in which the values in the matrix represent the density of tissue in the physical structure on a regular grid.
Several similarities exist between medical images and the probability density functions produced by nonparametric and computational statistics methods. Just as in the medical images, these statistical results are expressed with large matrices, where the value of the matrix is a density on a regular grid. In addition, there are identifiable features in the statistical functions. For example, the maxima of two bimodal functions can be matched to each other. If the statistic being studied is spatial (e.g. the population density of an animal species in two study years), the spatial location can be used to help match features and compare the density from one year to the next.

This chapter explores the utility of measuring change in environmental data with diffeomorphisms. Most environmental data are measured at different geographic locations and many nonparametric techniques have been developed to estimate a smooth surface for the variable of interest across the entire region. As in anatomy, non-parametric models have been introduced because parametric estimates have not proven successful, but the comparison of the resulting non-parametric surfaces has proven challenging (Bowman, 2007).

A variety of diffeomorphic algorithms have been developed, but this chapter will focus on Large Deformation Diffeomorphic Metric Mapping (LDDMM). The underlying mathematical framework is discussed in Miller et al. (2002), and full details of the computation algorithm are in Beg et al. (2005). The LDDMM can be used to measure shape change in volume or in surfaces (Miller et al., 2002; Beg et al., 2005). In order to use LDDMM with non-parametric regression surfaces, changes are made to the LDDMM computation to make is suitable for comparing these surfaces. The mechanics of diffeomorphism will be described using an aeroplane dataset for illustration, then, and full details of the computation algorithm are in Beg et al. (2005). The LDDMM can be used to measure shape change in volume or in surfaces (Miller et al., 2002; Beg et al., 2005). In order to use LDDMM with non-parametric regression surfaces,
changes are made to the LDDMM computation to make it suitable for comparing these surfaces. The mechanics of diffeomorphisms will be described using an aeroplane dataset for illustration, the method will then be applied to two case studies, the ozone dataset and the Starkey dataset.


The aeroplane dataset (Wand and Jones, 1995) has been used as a standard dataset for statistical analysis; it describes the evolution of early aircraft design. The dataset consists of the engine power measured in kilowatts, wing span in metres, length in metres, maximum takeoff weight in kilograms, maximum speed in kilometres per hour and the range in kilometres of each production aeroplane from the year 1914 until 1984. The data are divided into three distinct periods, 1914–1935, 1936–1955 and 1956–1984. Regression curves are produced for the wing span in each of the three periods. The curves are shown in Figure 8.2. The resulting bimodal curves are compared. This dataset was used because it is bimodal, it is easily graphed, and it has been used to demonstrate the utility of nonparametric smoothing (Wand and Jones, 1995). It is simpler to graph and explain the mapping and the surfaces in two dimensions, but all the techniques discussed here are intended for higher-order surfaces and mapping. Three-
dimensional datasets, where spatial location is recorded in two dimensions and the third dimension is the environmental measure of interest, have great potential for use.

In environmental studies the two typical comparisons are: comparisons of data from two different time points in the same study area, and comparisons of two different models to describe the same dataset. Comparing two datasets collected at different times in the same study area is analogous to taking a series of medical images to analyse disease progression. The small scale details of the geographic area can change due to changing land use and variation created by the data collection process. The method presented here aligns the two data collections accurately before a comparison is made. Comparing two different models derived from a single dataset is essentially asking the question, how similar are the models to each other? Given the wide variety of methods that can be used to create smooth surfaces, which of the resulting surfaces are the most similar? The method presented here is used to align the two models before a comparison is made. The utility of this method will be shown for both aligning and comparing data collected at different points in time with an ozone dataset and for aligning and comparing two models fitted to the same data with a dataset known as the Starkey dataset.

This chapter will review the current research on comparison of nonparametric regression surfaces, and on surface comparison with computational anatomy. It will detail an original method I developed for comparing nonparametric regression surfaces based on the computational anatomy technique of LDDMM and the application of this method to the two case studies. This will be followed by a review of the results and those of other comparison techniques, and a discussion of further possible research in this area. Because the focus of this research is the utility of the LDDMM algorithm to compare nonparametric surfaces, rather than a study of LDDMM’s abstract properties, only methods that can be implemented on a computer
in a reasonable amount of time are presented and in some cases, choices are based on ease of computation.

8.1.1 Review of the literature for comparing nonparametric regression surfaces

The method detailed here relies on Sobolev norms and distances defined by LDDMM to compare nonparametric regression surfaces. This is a valid measure because nonparametric regression surfaces can be expressed in normal decision theory which is defined for Sobolev spaces. Wasserman (2006) shows that nonparametric density estimation can be converted into nonparametric regression. Further, nonparametric density estimation is connected to normal means models following the White Noise Model by Nussbaum (1996). The estimation of nonparametric regression surfaces can be expressed as an estimation of the mean of normal random variables. Because both the nonparametric regression surface and the nonparametric density estimation can be expressed as a normal means problem, they can be analysed with normal decision theory. Normal decision theory is defined for Sobolev spaces and, more generally, Besov Spaces. All of these points support the utility of LDDMM in comparing nonparametric density estimations, as it is possible to interchange regression surfaces and density estimations (Wasserman, 2006).

Wasserman reviews a series of functions which use $L_2$ distances, which he terms risk and loss functions, to measure the difference between estimated values and measured values. The loss functions are integrated squared error functions of the form

$$L = \int \left( \hat{f}_n(x) - f(x) \right)^2 dx.$$  

[8.1]
The risk functions described are integrated mean square error functions of the form

\[ R = \mathbb{E}(L). \quad [8.2] \]

Variations on these functions are derived for different conditions, including Sobolev spaces and, more generally, Besov spaces.

Recently methods for comparing two nonparametric regression curves (or surfaces) have been proposed (Dette and Neumeyer, 2003; Bowman, 2007). These methods focus on comparing regression curves to the underlying observations to determine how many regression curves are needed to model the observations instead of a metric of the shape difference between two regression surfaces. For example, Bowman’s method determines if a single curve or a hierarchical set of curves is more appropriate for a dataset (Bowman, 2007). The methods are hypothesis tests with different assumptions and result in a rejection of the null hypothesis or an inconclusive answer.

Prior research on comparing regression surfaces focuses on inference with different hypotheses and different constraints on the datasets. This line of research began with a paper performing inference on the equality of two regression curves (Dette and Munk, 1998). The null hypothesis was that the surfaces are equivalent \( (H_0: f_1 = f_2) \) and the alternate hypothesis is that the surfaces are not equivalent \( (H_a: f_1 \neq f_2) \). Subsequent papers use the same hypothesis and extend the research to cover broader assumptions about the data. For example, allowing inference on data where different bandwidths have been used to fit the regression curves or there are heteroscedastic errors in the residuals of the curve fitting (Dette and Neumeyer, 2003). Bowman (2007) introduces an alternate hypothesis of parallel regression surfaces \( (H_a: f_1 = f_2 + \alpha) \) for groups of data. The test statistic in all of these papers is the sum of the difference between the
estimate and the observation.

Dette and Neumeyer (2003) proposed two marked empirical processes defined in terms of residuals. The result is a measure of the difference between the observation and the fitted curve. Each of the marked empirical processes is the sum of the absolute error divided by a scaling factor. Bowman (2007) did not use the residuals, but instead used the difference between the regression curves of interest and an additional curve constructed from all available observations. The test used is the sum of the squares of the differences divided by a scaling factor. The aim of both test statistics is to perform inference and determine the number of groups and, consequently, the number of surfaces needed to fit the data.

8.1.2 Review of the literature for diffeomorphisms in computational anatomy

Computational Anatomy is the measurement of shape differences in anatomical structures. For example, if a patient has a yearly brain scan, computational anatomy can measure the change in the shape of the brain over time. If a patient has a heart scan the resulting image can be compared with computational anatomy to the shape of defective hearts and that of a normal heart. The result is two measures, the shape difference between the scanned heart and the healthy heart and the shape difference between the scanned heart and the defective heart. To compare two images, one image is designated as the source image and the other the target, and a mapping is then made from the source image to the target image.

The shape of anatomical objects is difficult to measure because the objects are highly irregular and the instruments used to sample the data introduce systematic bias. Because of this, before measuring shape difference with MSE or $L_2$ distance, a set of points on the source image is aligned to corresponding points the target image (Grenander and Miller, 1998). A practitioner
identifies geometric features or landmarks in each image. Given these landmarks, all other points will be aligned using an algorithm. The relative amount of “effort” used to align the two brains indicates the distance between them. This alignment process must preserve the relative position of all points.

Following the notation of Grenander and Miller (1998), an alignment involves three variables \((\Omega, H, I)\), where \(\Omega\) is the background space of manifolds from zero to three dimensions, \((\Omega \equiv U_M\alpha)\). \(H\) is the set of diffeomorphic transformations and \(I\) denotes the images. In other words, \(H\) maps \(\Omega\) to \(\Omega\), which maps the background space onto itself. An additional parameter, \(P\), is introduced when talking about a population of transformations. \(P\) is a probability defined on \(H\), given a population of transformations. \(P\) classifies alignments and allows anomalies to be detected.

If the source and destination surfaces meet the smoothness condition of a manifold, a diffeomorphism can be generated to map between them (DuBois et al., 2002). Let us take a simple two-dimensional case as shown in Figure 8.3.

The simplest diffeomorphism maps each point on curve 1 to a point on curve 2 with the same \(x\)-coordinate. Aligning curves by their \(x\)-coordinates and then calculating the distance is the method used in other comparisons of nonparametric regression surfaces as discussed earlier.

It is necessary to ensure that the diffeomorphism does not change certain properties of the surface under investigation. For example, the relative position of points on the surface before the mapping should be maintained after the mapping. This is known as preserving the neighbourhood properties (see (b) in Figure 8.4). Points that are not adjacent prior to the transformation have to remain non-adjacent after the transformation. This adjacency rule is
broken if the surface folds back on itself as shown in Figure 8.4 (d). Items that are connected must remain connected, unlike the example curve in Figure 8.4 (c). All of these things would fundamentally change the shape of the surface.

![Figure 8.3: Comparison of alignment methods. In (a), each point on the first curve is mapped to the point on the second curve with the same x value. In (b), each point on the first curve is mapped to the point on the second curve with landmarking that aligns the maxima and minima.](image)

It is necessary to ensure that the diffeomorphism does not change certain properties of the surface under investigation. For example, the relative position of points on the surface before the mapping should be maintained after the mapping. This is known as preserving the neighbourhood properties (see (b) in Figure 8.4). Points that are not adjacent prior to the transformation have to remain non-adjacent after the transformation. This adjacency rule is broken if the surface folds back on itself as shown in Figure 8.4 (d). Items that are connected
must remain connected, unlike the example curve in Figure 8.4 (c). All of these things would fundamentally change the shape of the surface.

Figure 8.4: (a) Source surface $I_0$. As shown here, the source surface must be smooth. Close-ups of three different mappings of the inset area showing (b) a valid deformation with neighbourhood preservation, (c) an invalid deformation with points becoming disconnected, and (d) an invalid deformation with the resulting surface folding back on itself.

To ensure that none of these things occur, the diffeomorphic mappings must be one-to-one and onto, and the surfaces must be differentiable everywhere and have differentiable inverses. This means that every point in the source is mapped to a unique point on the target and that every point on the target has a unique preimage on the source. The differentiability of the source and the target surfaces guarantees that the surfaces are smooth.
For any two surfaces, there are many mappings between them that meet the criterion of a smooth neighbourhood preserving mapping, e.g. the two mappings in Figure 8.3. Fortunately, Trouve (1998) shows that there exist a single diffeomorphism that minimises the matching transformation. This minimum transformation is the one of interest, but the only difficulty is finding this transformation.

The computational anatomy metric investigated in this research does not measure the surfaces in relation to the observations or the surfaces in relation to each other, but focuses on the most likely process that could act on one surface and transform it into another. LDDMM is used here as a descriptive statistic and inference is not performed. In order to do inference in computational anatomy, the mapping metric must be defined first. Then the mapping is carried out on a large population and the results are used to form a collection and define the variation of the population so that the empirical probability laws can be defined. Finally, these laws are used to make inferences via Bayesian classification.

Descriptive statistics provide simple descriptors of the shape of parametric curves such as measures of shape (e.g. standard deviation, skew and kurtosis). These measures are used to describe the shape difference between a Gaussian curve fitted to a set of data and the standard normal curve. There is no equivalent description of the shape differences of non-parametric regression surfaces, only the test statistics discussed above for model fitting. Diffeomorphisms provide a measure of shape difference for complex shapes. Even without the benefit of inference, descriptive statistics aid in understanding datasets and the comparison of datasets.
8.2 Method

This section will discuss each in the steps a new method for comparing regression surfaces based on LDDMM and detail the steps developed to arrive at an LDDMM metric for non-anatomical surfaces. These steps are landmarking, discretisation, conversion to image parameter space and finally calculation of the LDDMM mapping. Landmarking aligns the two images so that like features are compared. Discretisation converts the theoretical smooth surfaces to points so that a computer can be used to estimate the results. Conversion to image parameter space expresses the distribution as an image to simplify the amount of coding required. After these pre-processing steps, the LDDMM mapping is estimated.

Figure 8.5 gives an overview of all the components and the notation in use. The diffeomorphism process is estimated as a series of “streamlines” (shown in red in Figure 8.5) that form an estimate of the geodesic curve at a series of points along the surface. Each streamline estimate begins on the source surface and ideally ends on the target surface. Each of the streamlines is comprised of timesteps (shown in dashed blue in Figure 8.5). The constraints on the streamlines are: (1) the transition between timesteps must be smooth, (2) each streamline has the same number of equally spaced timesteps, and (3) each streamline should end at a grid point. It is not always possible for a streamline to end on the target surfaces and be smooth, therefore an error term in introduced (Beg et al., 2005). The error term is the difference between the end of the streamline and the target surface, this error is not shown in Figure 8.5. Furthermore, the first streamline begins on the source surface in the direction of its surface norm and the final streamline ends on an estimate of the target surface in the direction of its surface norm. Many mappings may meet these criteria; the goal is to find the one that minimises both the distance travelled and the error between the target surface and the estimate of the target surface.
Figure 8.5: Illustration of the mapping of a single point, y. This is the seventh iteration (k = 7) of the algorithm. The interim curve, $f^0_{t_j}$, is shown at each timestep, $t_j$. The deformation curve is shown in red. The result of the deformation is the curve $f^0_{t_4}$.

It has been shown (Trouvé, 1998) that a single shortest path or “best route” exists. It is not straightforward to find this shortest path because there are no explicit formulae for the surfaces, only a finite collection of points on the surface. In addition, the mapping curve is not defined with an explicit formula. The curve is defined implicitly by estimating an interim surface at each timestep and taking the surface norm. This means that no point mapping can be done in isolation, because the values of the neighbouring points are required to determine the surface norm and therefore the mapping curve. Instead of direct solution, all of the methods presented rely on discrete estimates of the results using computational statistics methods. Beg et al. (2005) have shown that the LDDMM algorithm converges to the best path if run for sufficient time. In practice there is no way to know when a sufficient time has passed and convergence has
occurred (Beg et al., 2005). The computational estimate is made by starting with an initial estimate of the path, iteratively improving the estimate, and stopping when there is no improvement over prior estimates. Given a long enough run, this is the best estimate given the starting criteria.

Following the notation of Beg et al. (2005), the number of timesteps is $T$, the number of points on the surface is $N$, and the size of the timestep is $dt$, giving $T = N \times dt$. Each diffeomorphic curve is denoted with three indices: $j$ denotes the origin point on the initial surface ($j \in [0, N]$), $t_j$ denotes the timestep ($t_j \in [0, T]$), and $k$ denotes the estimate number ($k = 1, 2, \ldots, K$). Using these indices, the forward mapping is denoted $\alpha^k_{t_j}(y)$ and the corresponding velocity is $v^k_{t_j}(y)$. The starting point of the mapping is $J^0_0$, which is defined as the starting image ($I_0$) and $J^1_T$ is the end point. The flow is also estimated at $T$ timesteps, also beginning at the target image, $I_1$, and $J^1_0$ is the end point. This mapping is denoted as $(\alpha F^T)^{-1}$. The curve defined by the mappings, the starting surface, the ending surface and the interim surfaces are all smooth. The metric mapping is based on the mapping curve.

8.2.1 Estimating a smooth surface

Anatomical transformations begin by creating smooth surfaces from observations in the form of medical images. Similarly, statistical transformations begin by creating a smooth surface with kernel density estimation for a set of observations. Another description of nonparametric regression is infinite parameter regression (Wasserman, 2006). Kernel density estimation is a nonparametric estimate of the probability density function (PDF) for a set of observations. Given a random $d$-dimensional sample $X_1, X_2, \ldots, X_n$, the continuous PDF, $f$, is defined as
\[ f(x) \geq 0, \int_{\mathbb{R}^d} f(x) \, dx = 1, \]  

[8.3]

where

\[ Pr(a \leq x \leq b) = \int_a^b f(x) \, dx. \]  

[8.4]

The function is required to be smooth and it cannot be represented with a finite number of parameters.

Kernel density estimation was first described by Rosenblatt (1956). The theory has been extended by many authors since. An extensive summary of the evolution of this field can be found in Izenman (1991). Izenman notes that “nonparametric density estimation has become a prominent statistical research topic,” and he points out that nonparametric density estimation can describe datasets that contain multiple modes more accurately. Several methods are used for nonparametric density estimation, including Maximum Penalised Likelihood, Average Shifted Histogram and kernel methods. This research will focus exclusively on the kernel methods. Both Wand and Jones (1995) and Hastie and Tibshirani (1990) provided comprehensive treatment of the use of kernel methods. Izenman’s notation and treatment of the topic has been utilized throughout this chapter.

With a few exceptions (Fryer, 1976; Deheuvel, 1977), the research in this area has focused on large-sample properties. The goal of all nonparametric density estimates is to provide unbiased, consistent estimates, i.e. bona fide density estimates. The definition of an unbiased estimator, \( \hat{f} \), for a function \( f \), is one that for all \( x \in \mathbb{R}^d \), \( E_{\hat{f}}[\hat{f}] = f(x) \). Unlike the case of parametric densities, it has been shown that no single nonparametric density estimate can be unbiased for all
continuous densities (Rosenblatt, 1956). To overcome this, sequences of estimators \( \hat{f}_n \) that are asymptotically unbiased for \( f \) are used. The consistency of a distribution ensures that the estimate \( \hat{f} \), converges to the actual distribution, \( f \). There are several types of consistencies: the (weakly) pointwise consistency, the strongly pointwise consistency and consistency defined through error criteria such as the \( L_1 \) and \( L_2 \) approaches discussed in Hall (1989). Finally, any estimate that satisfies \( f(x) \geq 0, \int_{\mathbb{R}^d} f(x) \, dx = 1 \) is considered bona fide.

The multivariate kernel density estimator is defined as

\[
\hat{f}_h(x) = \left( nh^d \right)^{-1} \sum_{i=1}^{n} k \left( \frac{x - X_i}{h} \right), \quad x \in \mathbb{R}^d, \tag{8.5}
\]

where \( k \) is the kernel function and the window width is defined as \( h = h_n > 0 \). Scott (1992) showed that this estimate, \( \hat{f} \), is equivalent to a histogram with an infinite number of bins. Prior to Cacoullos (1966), \( k \) was referred to as the weight function. The estimate \( \hat{f} \) is constructed by centring a kernel at each observation. The simplest kernel is a function that satisfies the property \( K(x) \geq 0, \int K(t) \, dt = 1 \).

Using a kernel that meets this criterion ensures that the estimate will be bona fide. The PDF is estimated from the kernels by averaging all the kernels at each point in the domain. Because the area under each kernel is 1, the average of the areas under all the kernels, \( \hat{f} \), will also be 1. The kernel function can be chosen to be any function meeting this criterion. The Gaussian kernel with unbounded support is used as follows.
\[
K(t) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{t^2}{2}\right).
\]

[8.6]

The optimal kernel has been shown to be \(K(t) = \frac{3}{4}(1 - t^2); -1 \leq t \leq 1\); and 0 otherwise (Epanechnikov, 1969). The optimal kernel is not used here because that the normal kernel simplifies the calculations and has similar efficiencies to the optimal kernel (Silverman, 1986; Scott, 1992).

The second parameter that must be chosen is the bandwidth. It is generally understood that the choice of bandwidth is much more important that the choice of kernel (Marron and Nolan, 1987). The optimal bandwidth is the bandwidth that minimises the Asymptotic Mean Integrated Square Error (AMISE)

\[
AMISE_{ker}(h) = \frac{R(K)}{nh} + \frac{1}{4} \sigma_k^4 R(f''),
\]

[8.7]

where the kernel \(K\) is a continuous PDF with \(\mu_k = 0\), \(\sigma_k^2\) is the variance \(K\), \(0 \leq \sigma_k^2 < \infty\) and \(R(g)\) is a measure of the roughness of the function given by \(R(g) = \int g^2(x)dx\). The corresponding optimal bandwidth is given by

\[
h_{ker}^* = \left(\frac{R(K)}{n \sigma_k^4 F(f'')}\right)^{1/5}.
\]

[8.8]

This holds under the conditions described in Parzen (1962) and Scott (1992). The optimal bandwidth cannot be used because \(\sigma_k\) and \(f''\) are unknown.

Because a Gaussian kernel is used here, the normal-reference rule can be used to estimate the
optimal bandwidth. The normal reference rule is \( h_{ker}^* = \left( \frac{4}{3} \right)^{1/5} \sigma \), where \( \sigma \) is estimated by \( \hat{\sigma} \) as either the interquartile range divided by 1.348 (IQR / 1.348) or the standard deviation, which always produces the smallest window (Silverman, 1986).

Because several surfaces are being estimated and compared, it is important to ensure that the comparison measures differences in the surfaces and not in the bandwidth. For this reason, the same bandwidth will be used for all the surfaces. The bandwidth is calculated for each surface using the normal reference rule, and then taking the average of all these bandwidths with the formula

\[
\hat{h}_{ker}^* = \frac{\sum h_{ker}^*}{s},
\]

where \( s \) is the number of surfaces being estimated. This average of the bandwidths is used for all surfaces.

Figure 8.6 shows an example of the resulting nonparametric estimate of the probability density function on the three different time periods. This estimate has some elegant statistical properties. Using the \( L_1 \) approach to consistency, Devroye (1983) showed that for any \( K \) where \( K(x) \geq 0 \),

\[
\int K(t) dt = 1, \hat{f} \]

will be a strongly consistent estimator of \( f \) as the bandwidth approaches zero \( (h_n \to 0) \) and \( n \) times the kernel approaches infinity \( (nh_n^d \to \infty) \) as \( n \) approaches infinity \( (n \to \infty) \). No conditions are required for \( f \).
Figure 8.6: Nonparametric density estimates for wingspan over three periods in aircraft design. The observations are shown as crosses on the axis.

In the univariate case, Mean Integrated Square Error (MISE) has a very low computational cost, lower than that of a histogram (Devroye and Penrod, 1984). Using the $L_2$ approach, several consistency results have been shown (Hall and Hannan, 1988). One result shown for the univariate case is that given the condition $h_n \to 0$ as $n$ approaches infinity, the estimate is asymptotically unbiased and asymptotically normal (Parzen, 1962).

In conclusion, the smooth surfaces estimated by kernel estimation methods provide consistent, asymptotically non-biased, bona fide estimates of the PDFs; therefore comparisons of these surfaces represent comparisons of the PDFs.
8.2.2 Identifying landmarks

In computational anatomy, landmark transformation is a coarse mapping of the template image to the target image. The theoretical concept underlying landmarking can be traced to work by Kendall (1984). The idea of using a coarse landmarking of an object was applied to identifying functionally distinct areas brains, for. For example, the Allen brain atlas that identifies 1000 anatomical landmarks on the adult human brain (Holtz, 2011). These landmarks are identifiable by subject matter experts. The diffeomorphism uses the landmarks to perform and guide the mapping.

This thesis is the first application of LDDMM on non-anatomical objects. In anatomical settings, manual landmarking is not always performed before LDDMM is performed, but some other type of simpler alignment method is always applied prior to LDDMM. LDDMM is classified as a high-dimensional large-deformation image-matching transformation. Lower order transformations include the affine transformations and rigid transformations. Affine transformations preserve colinearity and orientation. They are defined as mappings from $\mathbb{R}^n \to \mathbb{R}^n$ that can be written in the form $F(p) = A p + q$, where $A$ is a linear transformation for all $p \in \mathbb{R}^n$ (Gallian, 2010). Rigid transformations are a subset of affine transformations comprised of only rotations and translations. Anatomical mapping is carried out through a series of mappings of progressively higher dimensions, beginning with rigid affine transformation and working through progressively more complex transformations, the last of which would be in the class of LDDMM (Grenander and Miller, 1998). For example, Beg et al. (2005) remove rigid rotation and translation prior to LDDMM using “Analyze” software (Robb and Mayers, 1996).
Figure 8.7: The 1914–1935 curve of the aeroplane dataset which shows how landmarking was performed. The first and second derivative with maxima and minima are used as landmarks to align this curves with others.

Each step in the anatomical application of LDDMM was paralleled in this application. A landmarking process was selected for use on statistical surfaces because the features of one distribution are mapped to corresponding features in the target distribution. For this dataset, functionally distinct areas of the nonparametric probability functions to be mapped must be identified. Figure 8.7 shows landmark values for the surface $f$. There are six landmarks on the curve ($L = 6$), specifically, these landmarks are $l_1 = 2.131$, $l_2 = 2.473$, $l_3 = 2.788$, $l_4 = 3.038$, $l_5 = 3.301$ and $l_6 = 3.683$. In this case, the points of interest were selected as landmarks to align the curves: the local maximum, the local minimum and the points of inflection. This was natural choice because these values are easily calculated. Assuming that the function is twice differentiable, the local maximum and minimum, and the points of inflection
can be identified as follows,

\[ f'(x) = 0 \text{ and } f''(x) < 0, \text{ } x \text{ is a local maximum;} \]

\[ f'(x) = 0 \text{ and } f''(x) > 0, \text{ } x \text{ is a local minimum;} \]

\[ f'(x) = 0 \text{ and } f''(x) = 0, \text{ } x \text{ is a possible inflection point.} \]

This method was then used to perform a coarse mapping of \( I \) onto \( I' \). Note that \( I \) and \( I' \) must have the same number and type of extrema. Each image is expressed as a series of landmark points, \( I_0 = \{x_l \in \Omega, l = 1,2,\ldots,L\} \) and \( I_1 = \{y_l \in \Omega, l = 1,2,\ldots,L\} \). Then the corresponding landmarks are mapped \( x_l \rightarrow y_l \), for \( l = 1,2,\ldots,L \).

In this way, a rough mapping is made from one regression surface to the other, thus ensuring that the resulting mapping will match similar areas on each surface. If there is an underlying landscape, as in the case of environmental study areas, the landmarking can be done on physical landmarks such as a moving tree line during periods of deforestation.

8.2.3 Surface discretisation

So far, this chapter has explored the theory of calculating a smooth surface and the method for a coarse mapping of point correspondence between these surfaces. The computations are performed with a computer and calculations are done using a computational grid. This computational grid is used to discretise continuous functions. Before discussing the computation, discretisation and other computational considerations required to perform these calculations will be discussed.
Often, the theory for both nonparametric statistics and computational anatomy is discussed using integrals, limits and large sample properties. Computers are used to do a large number of discrete calculations to estimate these continuous structures. It should be noted that in some literature, a discrete representation for a continuous surface is referred to as a “surface parameterisation”. Instead of this term, “surface discretisation” is used to avoid any confusion with parametric statistics.

Table 8.1

<table>
<thead>
<tr>
<th>Step</th>
<th>Grid or background space</th>
<th>Computation</th>
<th>Distance within grid</th>
<th>Distance between grids</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fixed regular Cartesian mesh</td>
<td>Kernel smoothing</td>
<td>Euclidean</td>
<td>Area between curves or displacement</td>
</tr>
<tr>
<td>2</td>
<td>Unstructured surface grid</td>
<td>Surface discretisation</td>
<td>Arc length</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>Unstructured surface grid relative to reference surface</td>
<td>Landmarking</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>Image grid</td>
<td>Image conversion</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>Another image's grid</td>
<td>Diffeomorphic change of coordinates</td>
<td>–</td>
<td>LDDMM and mismatch</td>
</tr>
</tbody>
</table>

Table 8.1: Summary of computational grids and their distance measures

Table 8.1 shows the five steps required to compare two surfaces and the associated computational grids. The first discretisation estimates the smooth surface. This method follows the standard practice of estimating the value using a fixed regular Cartesian mesh (Wand and Jones, 1995). This mesh has a consistent distance between each point as measured along the axis; therefore Euclidean distance can be measured on this mesh. Using this mesh, the surface is estimated at unit intervals along the axes. The unit interval is fixed across all the surfaces being
The diffeomorphism measures changes in the surface, and therefore a surface-based computational grid is required. This is one of the class of grids known as unstructured grids (Staniforth and Cote, 1991). One common surface based grid used for anatomical surfaces is the triangular grid. For example, the cortical surface of the brain is represented as a smooth two-dimensional surface of class two, $C^2$ (Joshi et al., 1995). The surface is produced by mapping each point in the three-dimensional space ($\mathbb{R}^3$) to a point in two-dimensional space ($\mathbb{R}^2$). Given the axes of $\mathbb{R}^3$ ($x, y, z$) and the axes in $\mathbb{R}^2$ ($u, v$). The mapping of a point $p$ on the surface $D$ is $x(p) = \{x(u,v), y(u,v), z(u,v)\}^t (p) = \{x (u, v), y (u, v), z (u, v)\}^t \in \mathbb{R}^3, p \in D \subset \mathbb{R}^2$. In this computational grid, distance is measured along the surface.

Figure 8.8: A comparison of surface parameterization with x-parameterization. The red circles are equally spaced along the x-axis and the blue crosses are equally spaced along the surface of the curve.
A similar unstructured grid was created based on the surface coordinates for the smooth surfaces created by density estimation. This is done to obtain a grid with fixed distance between points as measured along the curve instead of along the axes. The benefit is that the rapidly changing area of the surface can be accurately represented. Because the spacing of the Euclidean mesh relies only on the value of the $x$ coordinate, this mesh under-represents places in the curve where the $y$-values change more quickly than the $x$-values. Another computational advantage of the surface mesh is that fewer dimensions are needed to store points. For example, a three-dimensional surface with three axes, $x_1, x_2, y$, can be flattened into a two-dimensional surface and thus represented as a two-dimensional matrix. Similarly, a curve in two dimensions, $x$ and $y$, can be expressed as a one-dimensional line where each point has a single coordinate representing the distance from the origin. In order to do this surface discretisation, the origin must be defined as a point on the surface to be flattened.

Changing from the Cartesian coordinate system to a surface coordinate system forces the measurement of distances, angles and relative position in terms of the surface. There are several approaches to this change in coordinates, with semi-automated discretisation via landmarking being selected here. Line discretisation involves defining an origin and a single parameter, $u_1$, which gives the distance along the surface of the line to any other point on the line. More formally, any point on the line $x \in D$ can be uniquely represented as $x = X(u_1)$ for some parameter space $u = (u_1) \in D \subset \mathbb{R}^1$. Initially points equidistant along the $x$-axis are assigned on each surface. In order to change coordinates, the required distance measured along the curve must be computed. This is done by first fitting a parametric spline approximation to the set of points, then integrating to get the arc length. In order to place points at equal intervals measured on the surface, an iterative process is carried out on the points that are equally spaced by $x$-distance. During each iteration the points are adjusted and the arc length between points is again
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calculated. When the arc lengths between all points are equal, the process is stopped (see Figure 8.8). The steps as are as follows:

1. Using the mesh based on equally spaced $x$-coordinates, fit a parametric spline.
2. Integrate along the parametric spline and get the approximate arc length between each point on the mesh.
3. Using the entire arc, calculate the desired unit length (the length of entire arc divided by the number of points in the mesh).
4. Find new $x$-coordinates so that intervals greater than the desired length are decreased and intervals less than the desired length are increased.
5. Using the new $x$-coordinates, fit a parametric spline.
6. Repeat steps 2–5 until the arc length between each set of points is equal to the unit arc length.

The result is a mesh equally spaced by arc length.

The LDDMM method relies on the mechanics of fluid flow. The theory of LDDMM is established with mathematical proofs using continuous variables, then the solutions are estimated using computer-intensive methods (Beg et al., 2005). Two essential components for arriving at an accurate estimation are choosing a grid which accurately reflects the background space of the problem and a robust method of estimating change over time at the points on this grid. The computational grid and the discretised time points are the main sources of calculation error. Calculation errors can swamp the values being estimated. LDDMM involves searching for minimum values; if the calculation errors are too large, then the estimate will find the minimum calculation error instead of the desired result. A review of various change estimation considerations is found in Staniforth and Cote (1991).
This chapter follows Beg et al.'s (2005) implementation of LDDMM and uses a two-step semi-Lagrangian scheme with an iterative backwards trajectory to minimize computational error. The error introduced by calculating particle movement with a grid is illustrated in Figure 8.9 which is an adaptation of an illustration in Staniforth and Cote (1991). The figure shows one-dimensional movement over time, the grid points are shown as crosses, the horizontal axis gives position and the vertical axis shows time. The solid line is the actual trajectory of the point that arrives at position $x_m$ at time $t_n + \Delta t$ and the dashed line is the estimate of this trajectory. The particle has moved a distance of $\alpha_m$ in the $x$ direction at time $\Delta t$. While the actual curve begins on grid point $A'$, the estimate begins slightly away from this grid point at $A$. This means that between time points the same particles are not seen. At time $t_n + \Delta t$, the particle at point $C$ is the particle that arrives at that point at that time. This same particle may not have been on a grid point at time $t_n$. The semi-Lagrangian method of propagating fluid flow over time is a compromise between the Eulerian method, which operates on a fixed grid (Robert, 1981), and Lagrangian methods, which

Figure 8.9: Iterative backward two-step trajectory. The crosses are the computational grid. The dotted line between A and C is the estimate of the actual trajectory shown by the solid blue line between A' and C. Adapted from Staniforth and Cote (1991).
track the location of regularly spaced particles over time (Staniforth and Cote, 1991). The
drawback of the Eulerian method is that it forces very small timesteps in order to stop errors
from building up (Robert, 1981). The drawback of the Lagrangian methods are the results are in
an unstructured grid with poor estimation at some areas in the surface, stemming from the fact
that the initially regularly spaced particles tend to clump up over time (Welander, 1955). The
semi-Lagrangian method selects different particles at each time point. The particles are selected
to arrive exactly at Cartesian coordinates, thus minimising the problems of both prior methods.

8.2.4 Conversion to image parameter space

The next grid used for calculation is the image grid (step 4 in Table 8.1). The grids in step one to
three used real numbers, either $\mathbb{R}^2$ or $\mathbb{R}^1$. This grid is discrete. Each surface will be converted to
a TIFF image (Figure 8.10), because most image manipulation software can accept TIFF images.
Using already written image manipulation software simplified writing the code.

TIFF images are stored in three-dimensional matrices. Each mesh point on the grid is converted
to a pixel. TIFF images are comprised of pixels (the pixel is the smallest unit of an image,
typically visualised as a small coloured square). The storage of a pixel requires three integers,
with each integer being in the range of 0–255, $p \in 0, 1, 2, \ldots , 255$. The three cells taken together
represent the amount of red, blue and green respectively, $(p_r, p_b, p_g)$. For example, the pixel
$(p_r, p_b, p_g) = (255,0,0)$ has 100% red, 0% blue and 0% green. Surfaces are converted into
greyscale images. Greyscale images are TIFF images with all three colours (red, blue, green) set
to the same value for each pixel, $\forall p, p_r = p_b = p_g$. In conversion of surfaces to TIFF images,
the value of 0 and 255 on the TIFF scale are mapped to the minimum and maximum values of
the surfaces, respectively. The minimum value in the tiff matrix is $\min_{TIFF} = \min_{p \in \mathbb{D}}(p)$ and
the maximum value is $\text{max}_{TIFF} = \text{max}_{\text{pED}}(p + \delta)$. The mapping is restricted to increments of $1/256$, $p_{TIFF} = \left\lfloor \frac{p - \text{min}_{TIFF}}{\text{max}_{TIFF}} \times 256 \right\rfloor$. The pixels are combined into a matrix, with one dimension being the number of pixels in the height and the other being the number of pixels in the length of the TIFF, the third is the three grey scale values of each pixel, the result is a three dimensional matrix that holds the values of the image.

![Graph and TIFF](image)

**Figure 8.10:** (a) Graph and (b) TIFF of the same curve. The x-axis is the same in both the graph and the TIFF image. In the graph, the height on the y-axis is density of the wing span of the aircraft. In the TIFF image the density of the wing span is expressed as the shade of the image instead of the height on the y-axis. The heights of the y-axis of the graph is from 0 to 0.9, this corresponds to the image colours from black to white. High values on the graph are shown as light on the image and low area on the graph are shown as black on the image.
8.2.5 Calculating the LDDMM mapping

One way to describe Large Deformation Diffeomorphisms is as a coordinate change between two images. The coordinate changes discussed in the previous sections map a curve from one grid or background space to another in order to prepare for the diffeomorphism. These different parameterisations are summarised in Table 8.1. Each of the grids represents a different background space and therefore a different expression of the same curve, just as the unit circle can be expressed as \( x^2 + y^2 = 1 \) in Cartesian coordinates or \( r(\theta) = 1 \) in polar coordinates. Through the steps of this method the curve has been expressed on a progression of different coordinate systems. To review, in step one of Table 8.1, each image was estimated on a fixed, regular Cartesian system of coordinates during kernel smoothing. In step two of Table 8.1, the images were moved to an unstructured surface grid with surface parameterisation. The coordinate system in step three was the unstructured surface grid relative to the reference surface created with landmarking; this coordinate change was made to facilitate image comparison because it creates a one-to-one matching of like areas on the surfaces. In step three of Table 8.1, the image grid is used and values are restricted to integers from 0 to 255. Throughout this process, each image has its own grid, but there is also a natural mapping between image grids.

Step four of Table 8.1 is the step of most interest. The deformation is a smooth curve that changes an image from its grid to another image’s grid. The mapping or coordinated change via LDDMM is done and then the change is measured with the prescribed metric. The definition of a diffeomorphic coordinate change is an isomorphic mapping that operates on a smooth manifold, \( I_0 \circ \alpha^{-1} = I_1 \). By the definition of an isomorphism, the inverse of the mapping must exist. As well as a coordinate change, the LDDMM calculation is also expressed in terms of a curve, \( \phi_t \), defined for \( t \in [0,1] \) and \( \phi_t = v(\phi_t), t \in [0,1] \) with the starting point defined as the identity matrix, \( \phi_0 = id \) and whose endpoint, \( \phi_1 \), is the inverse of the diffeomorphic coordinate change,
\[ \alpha = \phi_1. \] Figure 8.12 shows an example mapping with interim curves.

Many curves meet this criterion, but it the curve of the shortest length which is of interest. Because the background space is not a fixed regular Cartesian mesh and the mapping curve is restrained to be perpendicular to the surface as shown in Figure 8.11, the distance along the curve is not a trivial measurement. The length of the mapping curve requires a minimization problem expressed as

\[ \text{argmin}_{\nu \cdot \phi_{t_0}} \nu_{t_0}(\phi_{t_0}) \left( \int_0^1 \nu_t^2 \, dt + \| I_0 \circ \phi_{t_0}^{-1} - I_1 \|^2_{L_2} \right). \]

In this, the first term, \( \| \nu_t \| \), measures the distance with a Sobolev norm and the second term is the error. Minimising the error term enforces matching of the two images. The result is a mapping curve that connects the two images, and is simultaneously the shortest path and closest match of the images. Looking at Figure 8.12, the error is the difference between the final mapping at timestep 20 and the target curve.

![Figure 8.11: Normal vectors for a curve. The LMMDD algorithm restrains motion to the normal direction.](image)
Figure 8.12: The source and target curves are shown in red and the interim mapping curve is shown blue. The interim mapping curve is shown at timesteps 0, 5, 10, 15 and 20. This is the 19th estimation of the curve produced by the 19th iteration of the algorithm.
The minimisation problem is performed at each point on the grid and the resulting unique mapping for each point is expressed as a vector field for each time point. The method uses the Euler–Lagrange equations for fluid flow. The estimate of the shortest path is performed following Beg et al.’s (2005) method with a modification to the stopping criteria. The estimate will be done iteratively, with the first estimate or iteration being the $k = 0$ estimate. For the first iteration, the starting image is assumed to be equal to the end image, which is expressed by setting the velocity for iteration $v_{t,j}^k = 0$ and the gradient of the velocity to $\nabla_{v^k} E_{t,j} = 0$. The vector field that estimates the curve is the identity matrix $\phi_{t,j}, T = Id \ \forall \ t_j \in [0,T]$. The maximum number of iterations is not known at the outset. The maximum number of estimates is set to $K$ with each iteration being more accurate than the prior. For each estimate $k = 1, \ldots K$, the following steps are performed:

1. The velocity at time $k + 1$ is estimated, $v^{k+1} = v^k - \epsilon \nabla v^k E$, where $E$ is an energy function that measures the goodness of fit of the transformation and $\epsilon$ is a small amount of noise.

2. If needed, the velocity field is reparameterised so that the curve has a constant speed at each timestep.

3. Using the equation $\phi^{k+1}_{t,j,T}(y) = \phi^T_{t,j,T}(y + \alpha)$, the $k + 1$ estimate of the mapping curve is estimated at each timestep, $j = N - 1$ to $j = 0$, for the backwards estimate of the curve based on the target surface, $\phi^{k+1}_{t,j,T}(y)$.

4. Using the equation $\phi^{k+1}_{t,j,0}(y) = \phi^V_{t,j,0}(y - \alpha)$, the $k + 1$ estimate of the mapping curve is estimated at each timestep, $j = 0$ to $j = N - 1$, for the forwards estimate of the curve based on the source surface, $\phi^{k+1}_{t,j,0}(y)$.

5. The interim images associated with Step 3 are calculated for all timesteps, $j = N - 1$ to $j = 0$, showing the estimate of the diffeomorphism built from the target image. The image at each timestep is $J^1_{t,j} = I_1 \circ \phi^{k+1}_{t,j,T}$.

6. The interim images associated with Step 4 are calculated for all timesteps, $j = 0$ to $j = N - 1$, showing the estimate of the diffeomorphism built from the source image.
image at each timestep is $J^0_{t_j} = I_0 \circ \phi^{k+1}_{t_j,0}$.

(7) For each image in Step 6, the gradient is calculated, $Df^0_{t_j}$.

(8) For all timesteps, $j = 0$ to $j = N - 1$, the Jacobian is calculated, $|D \phi_{t_j}|$.

(9) For all timesteps, $j = 0$ to $j = N - 1$, the gradient, $\nabla_{v^{k+1}}E$, of the velocity, $v^{k+1}$, is calculated using the equation $(\nabla_{v^t}E_t)_v = 2v_t - k \left( \frac{2}{\sigma^2} |D\phi^v_{t,1}| \nabla f_j^0 (J^0_{t} - J^1_{t}) \right)$.  

(10) Calculate the L₁ error term for iteration $k + 1$, $L_1 = |I_0 \circ \phi^{k+1}_{t_{N-1,0}} - I_1|$.

(11) Stop if the L₁ error term for iteration $k + 1$ is equal to (or greater than) the L₁ for iteration $k$.

(12) Calculate the length of the mapping curve using the equation $\text{Length} \left( 1d, \phi^k_T \right) = \sum_{j=1}^{N-1} \|v^k_{t_j}\|_v \delta t$, which is an estimate of the distance metric between the two surfaces.

The stopping criteria was changed slightly to a comparison of the mismatch error instead of the test of gradient change against a threshold used by Beg et al. (2005) in Step number 10 have been revised so the $L_2$ or absolute error is used instead (2005). Due to this change Step 10 has been revised to use the $L_1$ or absolute error. This error is not the value being minimised, but it will stop decreasing when the $L_2$ error that is in the joint minimisation stops decreasing.

Stopping criteria were changed from a test of the gradient change against a threshold used by Beg et al. (2005) to a comparison of the mismatch error. Either criterion should signal that the curve’s estimation is no longer changing. Because a steepest descent scheme is in use, there is no guarantee that the global minimum has been reached (Arfken, 1985). The steepest descent is only certain of finding a local minimum and the choice of starting point will affect the search area. To ensure that a local minimum has been reached with the steepest descent algorithm and not just a plateau, the algorithm was run for three times longer than it took for the mismatch error to stop decreasing.
In this way, two curves are simultaneously estimated, one is an estimate of the mapping of $I_0$ to $I_1$. The endpoint of this mapping is the image $J_1 = I_0 \circ \phi$. The other is an estimate of the mapping of $I_1$ to $I_0$. The endpoint of this mapping is the image $J_0 = I_1 \circ \phi$. The LDDMM results obtained are consistent with Beg et al.’s implementation of LDDMM despite the slight change in stopping criteria. A diagram of the components of the two mappings and their relationship to the starting images is shown in Figure 8.13.

\[ T = 8, N = 4, \delta t = 2, k = 7 \]

Figure 8.13: Diagram detailing the relationship between the source and target image, the interim curve estimates and mapping the functions.
The LDDMM metric is a by-product of the mappings calculated in the previous section, and this mapping jointly minimises both the arc length and the mismatch error. The metric is simply the first term of the LDDMM minimisation equation, \( \int_0^1 \| v_\tau \| \, dt \), which is a distance measure of the shortest smooth paths between the surfaces. To draw proper conclusions, this metric must be used in conjunction with the mismatch error. The mismatch error is a measure between the intended endpoints of the mapping (the target curve) and the actual endpoint of the mapping \( J_1 \) or timestep 1. Because the LDDMM calculation is a joint minimisation on both the arc length and the mismatch, the mismatch term indicates whether an acceptable mapping has been performed. If the mismatch is too large, the endpoint of the mapping curve, \( J_1 \), may have little resemblance to the target curve. In the initial step of the LDDMM algorithm, the \( J_1 \) curve is equal to the \( J_0 \) curve. This means that the distance along the curve connecting \( J_0 \) and \( J_1 \) is zero and the mismatch term is very high. At each iteration of the algorithm, the length of the curve connecting \( J_0 \) and \( J_1 \) is increased and the mismatch error is decreased. When the mismatch stops decreasing, the best possible match has been found, but it is still necessary to check that the mismatch has decreased to an acceptable value and that the \( J_1 \) and \( I_1 \) curves are acceptably close.

There are several differences between this method and the method of comparing displacement (\( L_1 \)) or the mean integrated squared error (MISE or \( L_2 \)). Normally, \( L_1 \) and \( L_2 \) comparisons are done on the Euclidean grid and points are aligned by \( x \)-coordinates. This gives the minimum or straight line distance without regard to the features of the curve. The LDDMM method forces the paths to follow the norms of the surface and the landmarking process aligns the features of the curve. Because the curve is constrained to be smooth and the movement begins in the direction of the norms, the resulting curves are more indicative of actual movement patterns. If the curves
are the density of a population at two points in time, the mapping shows the forces which would
deform one image into another with the least energy.

Table 8.2 shows a comparison of the LDDMM, the MISE and the displacement of the three
surfaces in the example aircraft dataset. In the dataset each surface describes the distribution of
wing spans in aircraft design during a time period. Two values are shown for MISE and
displacement. The first is the value for the landmarked surfaces where the features of the curves
are aligned. The second is the MISE and the displacement for the original surfaces before
landmarking where the surfaces are aligned by x-coordinates. Finally, the table shows the
LDDMM metric and error. The LDDMM compares the landmarked surfaces.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>LDDMM</th>
<th>Landmarked</th>
<th>Original surfaces</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start</td>
<td>End</td>
<td>Iterations</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.2: LDDMM, MISE and displacement metrics for the aircraft dataset. MISE and displacement are
shown for both the original surface and the landmarked surface.

The three measurements (LDDMM, MISE, and displacement) are in agreement that the most
similar surfaces are Surfaces 2 and 3. The smallest value in the displacement of original surfaces
column is, 0.06744, the comparison of Surfaces 2 and 3. Similarly, the smallest values in the
LDDMM Metric, LDDMM Error, Landmarked MISE, Landmarked Displacement, Original
MISE and Original Displacement are 0.00008, 0.03530, 0.67733, 0.03804 and 2.21333 respectively. The difference between the LDDMM beginning at Surface 2 and ending at Surface 3 (0.00008, 0.03379) has a negligible difference to the partner metric beginning at Surface 3 and ending at Surface 2 (0.00009, 0.3530).

The distance between Surfaces 1 and 3 and that between Surfaces 1 and 2 are much more interesting, the metrics for the original surfaces (MISE and the displacement) suggest that Surface 1 is closer to Surfaces 2 than to Surface 3 (a MISE of 3.08431 vs. a MISE of 5.623 and a displacement of 0.07453 vs. 0.08659), but the metric for the landmarked surfaces (displacement and MISE) are nearly identical. The distances between the landmarked surfaces have reversed from those of the original surface comparisons. The displacement from Surface 1 to Surface 3 is 0.09967 for the landmarked surface, this is less than the displacement from Surface 1 to Surface 2, 0.10130. The MISE is also reversed, for the landmarked surfaces it is 6.21098 for the Surface 1 to 3 comparison and 6.23059 for the Surface 1 to 2 comparison. The LDDMM metrics for Surface 1 to 3 overlap with those for the change from Surface 1 to 2; there is no clear difference between the distances.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Iteration 19</th>
<th>Iteration 1</th>
<th>Iteration 1/Iteration 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>End</td>
<td>Metric</td>
<td>Error</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.00336</td>
<td>0.08876</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.00219</td>
<td>0.09472</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.00254</td>
<td>0.09684</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.0018</td>
<td>0.09224</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.00008</td>
<td>0.03379</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0.00009</td>
<td>0.0353</td>
</tr>
</tbody>
</table>

Table 8.3: Comparison of first and last iteration of LDDMM for aircraft dataset.
The iterations of the LDDMM metric Table 8.3 exemplify how the LDDMM metric and error measurements are made. The algorithm starts off at Iteration 1 with the error being equal to the displacement of the landmarked surfaces. The metric is then increased as the error decreases. The stopping criterion is met when there is no reduction in error for successive iterations. The LDDMM calculation can be thought of as breaking the displacement metrics into two parts: the LDDMM metric and the error. The metric is the amount of the difference that can be accounted for with a deformation. The error is the residual distance that cannot be smoothly deformed.

Curves with similar shape can be deformed with little residual error. Looking at the ratio between Iteration 1’s error or displacement and Iteration 19’s error, very little decrease is seen in the error. This means that very little of the difference can be accounted for by shape similarity.

Returning to the sail boat analogy discussed in the introduction to this chapter (Section 8.1) which compares the LDDMM mapping to measuring the distance between two shores by sailing a fleet of small boats in tight formation and using the average acceleration of the boats as a measure of distance, several observations can be made. The LDDMM movement model is constrained to be smooth and in the direction of the surface norm. If a boat sails from a known starting point, the boat starts facing a known direction and the boat must sail to a finishing point and arrive facing a given direction. The boat has to sail smoothly into turns and sometimes it is not possible to arrive exactly at the target in one smooth path. The shortest displacement path also ignores the direction of the boat at the beginning and the end of the journey. The norm of the surface represents the orientation of points on the surface or the boats on the starting shore.
8.3 Case Studies

8.3.1 Starkey

The Starkey dataset consists of two models of the bias in Automated Telemetry System (ATS) data collected at the Starkey Experimental Forest and Range in Oregon, USA. In the study elk (*Cervus elaphus*), mule deer (*Odocoileus hemionus*), and cattle were fitted with radio collars and their location was tracked over a 10,102-ha reserve surrounded by a game-proof fence. The bias models each give the probability a fix at a location will be successful. The locations are defined to be 30-by-30 metre grid squares. The MCMC model developed in Chapter 8 is referred to as model 1 and the Johnson *et al.* (1998) model is referred to as model 2. For more detail on the models see Chapter 8, for more detailed information on the ATS, the tracking data, and habitat information see the U.S. Forest Service web site (http://www.fs.fed.us/pnw/starkey/).

LDDMM calculation for the dataset begins with conversion to image parameter space, because the smooth surfaces have already been estimated, landmarked, and discretised. For this dataset the latitude and longitude are used to landmark the surfaces. The models of bias in ATS are each smooth three dimensional surfaces, two dimensions are the latitude and longitude and the third is a weight used for fix rate bias correction. Each surface gives the probability of a fix succeeding for each location in the study site. The surface is discretised and stored in a two dimensional matrix where each cell in the matrix represented a 30-by-30 metre grid square and the value of the cell is the bias correction weighting estimated by the model. The study site is not square, so zeroes were placed in the parts of the matrix outside the study area. Instead of using maxima and minima to align the surfaces, latitude and longitude were used.
### Table 8.4: Comparison of LDDMM, MISE, and displacement metrics for Starkey dataset.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Start</th>
<th>End</th>
<th>Iterations</th>
<th>LDDMM Metric</th>
<th>MISE Metric</th>
<th>Displacement Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0.4644</td>
<td>1.5027</td>
<td>384.67</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>11</td>
<td>0.2316</td>
<td>1.5070</td>
<td>384.67</td>
</tr>
</tbody>
</table>

The matrices were converted to image parameter space by creating a pixel, \((p_r, p_b, p_g)\), for each cell in the matrix with the formula \(p_r = p_b = p_g = \left\lfloor \frac{w - w_{\text{min}}}{w_{\text{max}} - w_{\text{min}}} \times 256 \right\rfloor\), where \(w\) is the weight in the cell, \(w_{\text{min}}\) is the minimum weight in all cells of all matrices, and \(w_{\text{max}}\) is the maximum weight of all cells in all matrices models. The result is two grey-scale TIFF images which are ready for the LDDMM calculation. The results of the LDDMM calculations are shown in Table 8.4 and Table 8.5. All results in the tables are shown as weights, not the image scale used in the TIFF.

### Table 8.5: Comparison of the first and last iterations of the LDDMM metric for the Starkey dataset.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Final iteration of LDDMM</th>
<th>Iteration 1 of LDDMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>End</td>
<td>Iteration</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

The result of the LDDMM calculation shows very little reduction in the displacement measured between the two matrices before the LDDMM mapping. As discussed earlier, the LDDMM metric and the LDDMM error break the displacement into two components. The metric is the amount of the difference that can be accounted for with a deformation and the error is the residual distance that cannot be smoothly deformed. The small reduction in displacement means that a very small amount of the difference between the surfaces is due to shape similarity. The likely explanations for this are that the second model is measured on a coarser grid than the first
and has a distinctly different shape.

The results for comparing the bias correction weights for the Starkey dataset using LDDMM confirm that the smooth surface estimated for bias correction weight in the prior chapter is distinctly different from the shape of the smooth surface estimated by Johnson et al. (1998). The similarity of the LDDMM weight to the displacement may indicate that different landmarking would give a better result. Additional comparisons could be made by landmarking of the maxima and minima before performing the LDDMM or using calculation model 1 on the same coarser grid as model 2.

8.3.2 Ozone

The ozone dataset (Cleveland et al., 1992) measures air quality conditions in New York City. The data consist of measurements for ozone in parts per million, solar radiation, temperature in degrees Fahrenheit and wind speed in miles per hour. The data were recorded once per day over the period of the study. The dataset is used as the example dataset by Bowman (2007) in his paper on the comparison of nonparametric surfaces. Bowman (2007) separated the radiation into high and low groups, shown as o and + respectively in the plots. The lack of data separation is made clear in both temperature vs. ozone (Figure 8.15) and wind vs. ozone plots (Figure 8.15).

Bowman compares five smooth surfaces produced by three models. The same five surfaces were compared with LDDMM. The LDDMM results are compared with Bowman’s results and new insight provided by the LDDMM metric are discussed. Bowman performs hypothesis testing with approximate degrees of freedom and is able to test hypotheses. This thesis will cover only the utility of the LDDMM metric and whether it confirms the results of Bowman’s work. As currently presented, formal statistical inference and hypothesis testing cannot be conduct with
the LDDMM metric. The additional steps needed to perform inference with LDDMM are discussed in Section 8.1.2.

Figure 8.14: Temperature vs. ozone for the ozone dataset.  

Figure 8.15: Wind vs. ozone for the ozone dataset.

The three models considered by Bowman are a single surface, two independent surfaces and two parallel surfaces. The single surface model uses all \( n \) observations \((x_{1j}, x_{2j}, y_j), j \in 1, \ldots, n\), where the variable \( x_1 \) is wind, \( x_2 \) is temperature and \( y_j \) is ozone. The equation for model is

\[
y_j = m_j(x_{1j}, x_{2j}) + \epsilon_j,
\]

where \( \epsilon_j \) is the error. This surface acts as the null hypothesis for the other models during hypothesis testing. A graph of this surface is presented in Figure 8.16 (e).

The two independent surfaces model has the equation

\[
y_{ij} = m(x_{1ij}, x_{2ij}) + \epsilon_{ij},
\]

where
for groups $i \in 1,2$. Where the observations are $j \in 1 \ldots n_1, 1 \ldots n_2$, $n_1 + n_2 = n$ and the $\epsilon_{ij}$ is the error term. Observations in group one, $i = 1$, have solar radiation $\leq 200$ and observations in group two, $i = 2$, have solar radiation $> 200$. Graphs of these surfaces are presented in Figure 8.16 (a) and (b).

The two parallel surfaces model uses an additive parameter to separate parallel surfaces. The equation for this model

$$y_{ij} = \alpha_i + m(x_{1ij}, x_{2ij}) + \epsilon_{ij}, \quad [8.12]$$

where $\alpha_i$ is the additive parameter, $i \in 1,2$ are the groups, $j \in 1 \ldots n_1, 1 \ldots n_2$, $n_1 + n_2 = n$ are the observations, and $\epsilon_{ij}$ is the error term. Figure 8.16 (c) and (d) contain graphs of these surfaces.

Just as in the two-surface model, observations in group one, $i = 1$, have $\leq 200$ solar radiation. A single surface $m(x_{1ij}, x_{2ij})$ is fitted from all data, but the additive parameter $\alpha_i$ creates a vertical shift between the two groups of data. The additive parameter is set to zero for the high radiation group, $\alpha_1 = 0$. The single-surface model can be stated as a parallel surface model with $\alpha_2 = 0$.

The surface fitting was done in R (R Core Team, 2012) using the ‘sm’ package (Bowman and Azzalini, 2010). The fitting is done via nonparametric regression with a Gaussian kernel and bandwidth, $h = (h_1, h_2)$. The bandwidth is calculated using the Corrected Akaike Information Criterion (AICc) proposed by Hurvich et al. (1998). The bandwidth minimises $\log(\hat{\sigma}^2) + 1 + (2tr\{S\} + 1/ (n - tr\{S\} - 2)$, where $S$ is the smoothing matrix for the surface estimate $\hat{m}$, $\hat{m} = Sy$. Additionally, $h$ is constrained to be $(h_0 \sigma_1, h_0 \sigma_2)$ so that the same amount of smoothness
is applied to both the wind and temperature dimensions. This results in a regression surface
defined as \( \hat{m} = (x_1, x_2) = \hat{a} \). The surface is defined for all points \((x_1, x_2)\) with the minimising equation

\[
\min_{\alpha, \beta, \gamma} \sum_{i=1}^{n} \left( y_i - \alpha - \beta(x_{1i} - x_1) - \gamma(x_{2i} - x_2) \right)^2 w(x_{1i} - x_1; h_1) w(x_{2i} - x_2; h_2). \tag{8.13}
\]

To mirror Bowman’s result, the following bandwidths were used: \( h_1 = 2.7 \) for wind and \( h_2 = 7.1 \) for temperature, derived from the single-surface as the bandwidth for all surfaces.

A total of five surfaces are fitted. The first surface is fitted with the single surface model using all data. The surface is referred to as the all-data surface. The second and third surfaces are fitted with the two independent surfaces model and referred to as the high-radiation surface and the low-radiation surface. The final two surfaces are fitted simultaneously with the two parallel surfaces model and are referred to as the high- and low-radiation parallel surfaces.

Now that the smooth surfaces have been calculated, the next steps for comparing the models using LDDMM are identifying the landmarks, surface discretisation and conversion of the surfaces to images. Because all of the surfaces are fitted from the same observations, the \( x \)-values of the wind and temperature will act as the landmarks. Due to this, landmarking to align maxima and minima will not be performed. The surface discretisation is performed using a 250 \( \times \) 250 point grid and equally spaced grid points along the two \( x \)-axes. The conversion to the image parameter space follows the method described earlier.
Figure 8.16: Five surfaces fitted to the ozone data using different models. Surfaces (a) and (b) are fitted with the high- and low-radiation models respectively, (c) and (d) are fitted with the high- and low-radiation parallel models respectively, and (e) is fitted with the single-surface model.
Table 8.6: LDDMM results of the ozone dataset. (a) LDDMM metric, (b) LDDMM error and (c) the number of iterations required for fitting.
The LDDMM metric can now be calculated, selecting two LMMDD metrics for each pair of surfaces. There are five surfaces, so a total of 25 comparisons were made. The results are shown in Table 8.6, along with the corresponding errors and the number of iterations preformed.

Looking at the LDDMM metric and the error, there are some interesting observations that confirm the models used to create them. When each surface is compared to itself, the resulting difference is zero and it only takes one iteration to reach this result, just as expected. The shape difference between the high and low parallel surfaces is zero. This is expected because the shapes are identical, although they are shifted on the ozone axis by the \( \alpha \) value. The smallest non-zero LDDMM metric is 0.413 (between the parallel surfaces and the two parallel surfaces). This suggests that the shapes of these three surfaces are the most alike (excepting of course the identical surfaces). The largest LDDMM metric between two surfaces is 13.7814, which is the difference between the high-radiation model and the single-surface model. This means that the shape of the high-radiation model and the single-surface model are more different than any other pair of surfaces. Note that several of the mappings ran the maximum number of iterations (1999) without meeting the stopping rule. All of these estimates were later run for 9999 iterations and the results were only slightly improved (data not shown). Changing the stopping criteria to use a threshold for improvement similar to the methodology of Beg et al. (2005) would curtail these long-running calculations that do not improve the result.

Bowman (2007) makes two hypothesis tests. In the first, the null hypothesis is a single surface, and the alternative hypothesis is two surfaces. Bowman’s first observation is that there is strong evidence for the two-surface hypothesis. This is confirmed by the high LDDMM values between the high-radiation surface and the single surface (13.7814 and 10.462245), as well as the high LDDMM values between the high-radiation surface and the low-radiation surface (5.171583 and
The high-radiation surface is different from both the low-radiation surface and the single surface that acts as the null hypothesis.

<table>
<thead>
<tr>
<th>Source model</th>
<th>(a) $L_1$</th>
<th>Target model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low-radiation</td>
<td>High-radiation</td>
</tr>
<tr>
<td>Low-radiation</td>
<td>0</td>
<td>0.1242</td>
</tr>
<tr>
<td>High-radiation</td>
<td>0.1242</td>
<td>0</td>
</tr>
<tr>
<td>Low-radiation parallel</td>
<td>0.0899</td>
<td>0.0482</td>
</tr>
<tr>
<td>High-radiation parallel</td>
<td>0.04546</td>
<td>0.0975</td>
</tr>
<tr>
<td>Single-surface</td>
<td>0.07255</td>
<td>0.05957</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source model</th>
<th>(b) MISE</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low-radiation</td>
<td>High-radiation</td>
</tr>
<tr>
<td>Low-radiation</td>
<td>0</td>
<td>5.0342</td>
</tr>
<tr>
<td>High-radiation</td>
<td>5.0342</td>
<td>0</td>
</tr>
<tr>
<td>Low-radiation parallel</td>
<td>2.6313</td>
<td>1.3586</td>
</tr>
<tr>
<td>High-radiation parallel</td>
<td>0.8688</td>
<td>3.4323</td>
</tr>
<tr>
<td>Single-surface</td>
<td>2.0221</td>
<td>1.8184</td>
</tr>
</tbody>
</table>

Table 8.7: (a) $L_1$ and (b) MISE for the ozone dataset surfaces.

The second comparison Bowman makes is between the single-surface null hypothesis and the alternative hypothesis of two parallel surfaces. Bowman did not find enough evidence to reject the null hypothesis. This result is confirmed by LMMDD because the LDDMM values between the two parallel surfaces and the null hypothesis are small (2.196 and 2.196). In addition, the LDDMM between the parallel and nonparallel surfaces are larger than those between the parallel
surfaces and the single surface.

<table>
<thead>
<tr>
<th>Source</th>
<th>$L_1$</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-radiation model</td>
<td>0</td>
<td>0.1242191</td>
</tr>
<tr>
<td>High-radiation model</td>
<td>0.1242191</td>
<td>0</td>
</tr>
<tr>
<td>Low-radiation parallel model</td>
<td>0.0899185</td>
<td>0.0482656</td>
</tr>
<tr>
<td>High-radiation parallel model</td>
<td>0.0454653</td>
<td>0.0975944</td>
</tr>
<tr>
<td>Single-surface model</td>
<td>0.0725541</td>
<td>0.059571</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source</th>
<th>MISE</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-radiation model</td>
<td>0</td>
<td>5.0342299</td>
</tr>
<tr>
<td>High-radiation model</td>
<td>5.0342299</td>
<td>0</td>
</tr>
<tr>
<td>Low-radiation parallel model</td>
<td>2.6313283</td>
<td>1.3586015</td>
</tr>
<tr>
<td>High-radiation parallel model</td>
<td>0.8688026</td>
<td>3.4323897</td>
</tr>
<tr>
<td>Single-surface model</td>
<td>2.0221378</td>
<td>1.8184901</td>
</tr>
</tbody>
</table>

Table 8.8: $L_1$ and MISE for the ozone surfaces.
In conclusion, while a formal hypothesis test has not been conducted, the results of the LDDMM metric are consistent with the comparisons conducted by Bowman and appear to give a measure of the shape difference rather than the Euclidean distance between the surfaces. The results presented here are not directly comparable to Bowman’s because LDDMM compares the fitted surfaces and Bowman uses the residual between the surfaces and the observations. This is shown by comparing the $L_1$ distances and the MISE for the surfaces (Table 8.7). These traditional surfaces show a difference between the parallel surfaces, while the LMMDD metric shows no difference.

### 8.4 Discussion

One drawback of LDDMM is that for any two images, $I_p$ and $I_q$, there two mappings and thus two metrics: the metric resulting from $I_0 = I_p$ and $I_1 = I_p$, and the metric resulting from $I_0 = I_q$ and $I_1 = I_p$. These metrics are not equal. This is because one set of metrics is constrained to move along the norms dictated by $I_p$ and the other is constrained to the norms dictated by $I_q$. A mixture of these two mappings can be used. For each time point, $t$,

$$
\frac{t}{T} \text{vector}_1 \ast \left(1 - \frac{t}{T}\right) \text{vector}_2. \tag{8.14}
$$

The combined mapping gives a smooth transition between the two surfaces and begins with motion in the direction of the source surface norm, and ends with motion in the direction of the target surface norm. One notable problem is that with this combined mapping, the two input mappings are minimised but there is no assurance that the combined mapping is minimised. Further research is needed into the suitability, the properties of the mapping and a suitable metric.
Another drawback to the metric is that there is no absolute scale. This means that if $M_{12}$ is the metric from comparing images $I_1$ and $I_2$, and $M_{34}$ is the metric from comparing two unrelated images $I_3$ and $I_4$, no conclusion can be drawn by comparing $M_{12}$ and $M_{34}$.

The question about what the LDDMM metric actually measures arises naturally at this point. The Euclidian measures of shape, variance, skew, kurtosis, etc., are defined in Euclidian space and can be used on absolute grids such as the regular Cartesian mesh. The triangle inequality and other familiar properties of norms and distances hold. These standard measures of shape differences are not suitable for LDDMM for several reasons. One reason is that the mesh is not absolute, but is defined relative to the landmarking reference surface. This means that absolute distance is not defined. Another reason is that the distance of interest is the distance measured along the surface or the arc length of the curves joining the images, not the displacement between the start and endpoint. A more general measure of shape difference is required, and a more generalised space than Euclidean space must be used. The LDDMM metric operates in a Sobolev space and uses Sobolev norms to measure shape difference. Just as there are different measures of shape difference in Euclidean space, there are corresponding measures of shape difference in Sobolev space. There is a norm corresponding to each of the Euclidean shape measurements. LDDMM uses the $L_2$ norm, which is roughly equivalent to variance in Euclidean space.

The drawback of the LDDMM metric and all other metrics defined on a Sobolev space is that the triangle inequality does not hold, and thus they are not true distances. This is why the metric between $I_0$ and $I_1$ can be different from the metric between $I_1$ and $I_0$, and the metric between $I_0$ and $I_1$ plus the metric between $I_1$ and $I_2$ can be shorter than the metric between $I_0$ and $I_2$. Because of the goal of measuring the distance along the surface and along the path of particle
displacement, the less restrictive Sobolev space is the correct choice, but with this choice comes the need for non-Euclidean metrics of shape difference.

### 8.5 Conclusion

The deformations originally developed to compare anatomical features are applied for the first time outside of computational anatomy to compare surfaces resulting from statistical models. One advantage of this shape comparison over standard shape comparisons is the process of landmarking that aligns like areas of the statistical models before comparing them. The second advantage is that diffeomorphisms measures the shape change along the curves of fluid flow so that the orientation of the points on the surface are accounted for as well as the displacement. The drawbacks are the lack of absolute scale, the loss of the triangle inequality, the complexity of the calculation, and the input required by a subject matter expert to perform the landmarking.

As a diffeomorphic shape comparison method, LDDMM shows many very desirable properties. It preserves surface features over many timesteps, whereas many earlier propagation techniques distorted features or lost the shape of the surface over time. It allows long timesteps by using semi-Lagrangian methods, thus speeding computation time. It preserves neighbourhood properties among points of the surface so that points that are close in the original surface are close in the transformed surface while points that are distant in the original surface are distant in the transformed surface. Small deformation techniques sometimes allow the surface to fold back on itself, e.g. turning a straight line into a figure eight, in doing so the distant points became close.

LDDM has been selected for this research because it allows a different transformation for each point. The LDDMM transformation allows each point to transform, but the transformations are
not independent. Each transformation is constrained by the neighbouring transformations. Bowman’s parallel comparison is effectively a single transformation applied to one group of data. Bowman performs a simple vertical transformation that allows the comparison of two parallel surfaces. The LDDMM shift only acts in small areas of the surface, for example a shift in the density of animals in only one small area of the study region due to a shifting tree line or a change in land use. The parallel shift in Bowman’s model must be vertical, LDDMM allows either vertical or horizontal shift. The deformations are applied via a series of composition so that a backwards mapping always exists. The resulting overall translation can be thought of as a curve.

LDDMM metrics can be used to test assumption of global similarity, the source and target surfaces are similar on a global level, and each point on the source surface is in the same neighbourhood in the target surface. This method can be applied to data collected without a sampling design which dictates the sampling location, such as GPS data, or administrative data collected for other purposes, such as the number of deer culled in a hunting season. If the data are collected over multiple years in a large study area and each year has good spatial cover, then a reasonable estimate can be made of the shape of the surface over the entire study area, but the same sites are not visited each year and the study area is likely to have changed during the period. The sites visited repeatedly can be used as landmarks for the surfaces. The hypothesis is that that two years show the same results. For the sites only visited in one year, a close site in the other years will be used for comparison.

Another case where this method could be used is in a comparison of difference in models derived from the same data such as the bias correction weight models in Chapter 8. One model is fitted with a subset of the data used to fit the second model, but both models are for the same
study site. The alignment of the surfaces is obvious because data were collected at the same study area, so physical location can be used for landmarking. Other observations from the study area that can be expressed as smooth surfaces can be compared with LDDMM. For example, a radio reception model, or an elevation map for the Starkey study area could be compared to the bias correction model.

It would be desirable to do statistical inference with these metrics, but further research is required before inference is possible. Following the framework of computational anatomy used by Grenander and Miller (1998) there are three areas of research to complete: (1) the computation of the deformation maps or metrics, (2) the computation of empirical probability laws, and (3) computational inference, testing and classification (Grenander and Miller, 1998). This chapter discusses only the computation of the deformation metrics for statistical surfaces.

8.5.1 Future work

Future work in this area would include performing formal statistical inference with LDDMM. This chapter is concerned only with mapping and how to apply the mappings developed for anatomical surfaces to regression surfaces. In order to do inference in computational anatomy, the mapping metric must be defined first. Then the mapping is carried out on a large population and the results are used to form a collection and define the variation of the population so that the empirical probability laws can be defined. Finally, these laws are used to make inferences via Bayesian classification.
9 Detecting anomalous regression surfaces with Diffeomorphic Demons

9.1 Introduction

In Chapter 8 the LDDMM algorithm was applied to compare statistical distributions in the context of environmental science. In this chapter, another diffeomorphic algorithm from computational anatomy, Diffeomorphic Demons (DD), is applied in a different context. The new context is finance, specifically the comparison of implied volatility surfaces. Instead of a metric to quantify shape differences as in the last chapter, the aim is detecting anomalous surfaces. From a large set of implied volatility surfaces, those surfaces that have a distinctly different shape will be selected.

As discussed in detail in Chapter 8, surfaces and shape comparisons are integral parts of medical imagery for analysing digitised images of the human anatomy. Anatomical surfaces such as the membranes around organs are now being mapped by technologies like Magnetic Resonance Imaging (MRI), Diffusion Tensor Magnetic Resonance Imaging (DTMRI) and Functional Magnetic Resonance Imaging (fMRI) (Beg et al., 2005). To use these scans as diagnostic tools, medical professionals to locate regions of interest and compare them, using expert knowledge, to the expected size and shape to detect anomalies.

Morphometric algorithms automate the process of comparing and contrasting images. Typically,
individual scans are compared with a template that is a composite of multiple scans (Miller et al., 2002). This is not a straightforward task and simple point-wise comparisons yield uninformative results. Initial deformation of images is done to align the image to the template while preserving neighbourhood properties (Cachier et al., 2003) before the comparison is performed. In Chapter 8 the landmarking method of alignment was discussed.

Both LDDMM and DD have two components: a distance of mapping component and a mismatch component. Both processes involve minimizing both of these components simultaneously. In Chapter 8 the mapping term was used as the basis for the resulting metric because it represented the distance between the shapes. Because this chapter is interested in anomaly detection, the metric will be based on the mismatch term, and the mapping term will be viewed as a coordinate change that aligns a particular day’s trading to the reference surface.

The DD algorithm is comparatively easier to calculate than LDDMM (Hernandez et al., 2008). In medical contexts, it has been shown to have similar results to the LDDMM algorithm (Hernandez et al., 2008). The DD algorithm is performed here without any landmarking and is therefore a more automated process than that developed in Chapter 8. This allows the rapid comparison of a large number of surfaces. The intuitive similarity decisions made by the human brain is automated to produce a metric that measures the similarity of the shape of two images. This metric is used on a series of images to find those that are anomalous. The automation allows a larger number of comparisons than any individual could perform.

The DD algorithm is used here to compare volatility surfaces, a description of the volatility across a financial market. Volatility signals the level of uncertainty in the returns of an investment and is commonly interpreted as risk or even fear by the investor. Often, the measure of volatility is represented by a number that is easy to compute and easy to compare in order to
understand and forecast the dynamics of volatility over trading days. However, such a simple representation may not be very informative because it reports only the average level of volatility and hides important differences in the location of volatility within the market.

The theory underlying volatility predicts that volatility will be constant across a market. After the market crash of 1987 traders observed a variation in volatility relative to the intrinsic value of a stock option and the length of time until its maturity (Derman, 1999). This lead to the proposal of more informative descriptions of volatility describing variation observed in different segments of the market. In addition to the Implied Volatility Surface (Cont and Da Fonsecca, 2001) measures such as volatility smiles, volatility skews, volatility smirks (Derman, 1999; Ayache et al., 2004) have been proposed. Volatility smiles, volatility skews and volatility smirks provide theories of the mechanism for higher volatility at both ends of the maturity axis (Derman, 1999; Ayache et al., 2004) while volatility surfaces offer a computational tool that traders can use to plot and compare the differences in volatility from a set of trades (Cont and Da Fonsecca, 2001). These representations provide more information and agree with the observations of traders, but make comparisons more complex. This chapter presents the use of deformation metrics as a simple but informative way to compare volatility surfaces.

One metaphor used to understand the comparison process is the idea of signal versus noise. Observations represent a noisy signal and the aim is to separate the noise from the underlying signal. The DD result contains a similarity or mapping distance and a mismatch term. Using the signal versus noise metaphor, the mapping between surfaces represents noise and the mismatch term is the signal of interest. For example, in MRI the calibration of machines and anatomical variation are noise, while anomalies in anatomical shape are the signal of interest. The standard procedures for analysing medical images involve initial adjustments to the image to account for
these noise sources. This is done by systematically deforming or morphing the image. Different deformations can be used depending on the type of noise present (Cachier et al., 2003). Once the surface is morphed, any remaining distortion is of interest to the medical staff. The resulting deformed image is compared with the template image by a measure of distance between shapes. Both the deformations and the distance are measured in terms of energy. The overall metric is one that minimises the total deformation and distance energy (Beg et al., 2005).

In this application to implied volatility surfaces, the signal of interest can be considered to be the shape of the volatility surface. The noise arises because there is incomplete information about the entire market on every trading day. Only parts of the market where trades took place are observed. Diffeomorphic mapping is used to compare the implied volatility surfaces and to develop a new index based on full information from the surface shape with the aim of detecting anomalous trading days where the shape, but not necessarily the level of volatility, is unusual.

9.1.1 Introduction to implied volatility surfaces

Volatility is variance of a price over time (Capinski and Zastawniak, 2003). True volatility can only be accurately measured retrospectively, but many other measures of the variation in price or anticipated variation in price are spoken of as volatility. In order to estimate future volatility a pricing model is used to assess current trades. The result is the implied volatility that the trader has built into the purchase price of options that will be redeemed for a set price on a future date. Implied Volatility Surfaces are a model which describes both the varying volatility of different trades and the varying volatility between trading days (Derman, 1999; Cont and Da Fonsecca, 2001; 2002; Cont et al., 2002; Whaley, 2009). It is one of an explosion of volatility models that resulted from the Black–Scholes equation, which allows the accurate price of an option to be calculated, given volatility (Black and Scholes, 1973; Merton, 1973; Black, 1989; Hull, 2011).
Merton and Scholes received the Nobel Prize in Economics for their work (The Royal Swedish Academy of Sciences, 1997). The Black–Scholes equation changed options trading from an instinctual art into a quantitative exercise (Harford, 2012). Theoretical models have described the properties of volatility smiles, volatility skews and volatility smirks (Derman, 1999; Ayache et al., 2004). Market analysis describes the changing volatility regimes over time (Hardy, 2001; Calvet and Fisher, 2004). An assortment of alternative models for the pricing of options have been proposed, such as jump-diffusion, latent volatility and nonlinear diffusion (Ankudinova and Ehrhardt, 2008; Aguilar, 2009; Psychoyios et al., 2010; Doz and Renault, 2006), but the market continues to rely on Black–Scholes volatility. Volatility Surfaces can help bridge the gap between theory and practical application (Cont et al., 2002).

Volatility signals the level of uncertainty in the returns of an investment. If an investment is free from any risk or uncertainty, and has a set price (strike price) at a set maturity date, then the fair asset price to pay today for the investment can be calculated with a simple compound interest formula such as

\[ K = S (1 + r)^{T-t}, \]  

[9.1]

where \( T - t \) is the length time to maturity, \( S \) is the asset price, \( K \) is the strike price and \( r \) is the risk-free interest rate. The compounding interest formula accounts for the time value of money. Risk-free investments are equivalent to bank deposits or investments in government-backed securities. If the asset price is put into an interest-free investment until the maturity date, the full strike price will be paid on the maturity date. If, on the other hand, there is a risk that the investment will not be paid on the maturity date, then the purchaser will reduce the asset price to account for this risk. The higher the risk of non-payment, the higher the risk premium deducted from the asset price (Capinski and Zastawniak, 2003).
To understand the risk of a market instead of that of an individual trade a proxy of the entire market is required. A proxy for an entire market is the trades made on an index fund comprised of representative stocks from that market. For example, the Standard and Poors 500 (S&P500) is comprised of 500 companies with large market capitalization selected to be a total market proxy for the New York Stock Exchange and the NASDAQ Stock Market (Standard & Poor’s Financial Services LLC, 2012). Direct investment in the index is not permitted, but the Chicago Board of Exchange offers trades on several options based on the published value of the S&P500 index. For example, the SPX Option (ticker symbol SPX) is settled on the 3rd Friday of each month based on the published value of the S&P500 (Chicago Board Options Exchange, 2012).

The SPX Option is traded as call and put options. The purchase of a European call option allows the buyer to purchase an investment at a future maturity date and at an agreed strike price. The purchaser is obliged to sell, but the buyer is not obliged to make the purchase. Consequently, if the price of the underlying investment is less than the agreed strike price, the option will not be exercised. The opposite of a call option is a put option. A put option requires the buyer to purchase at the agreed price, but does not oblige the purchaser to sell (Capinski and Zastawniak, 2003). The price of a call option at maturity is

\[ P(T) = \max(S(t) - K, 0), \quad [9.2] \]

and a put option is

\[ C(T) = \max(K - S(t), 0). \quad [9.3] \]

where \( T \) is the maturity date, \( P(t) \) is the price of the put option, \( S(t) \) is the asset price, \( K \) is the strike price and \( C(t) \) is the price of the call option. The price of the options at a date prior to the
maturity date is determined by the fundamental theorem of asset pricing (Delbaen and Schachermayer, 1994). An arbitrage situation exists when a trader can make profit without any risk (Capinski and Zastawniak, 2003). The fundamental theorem of asset pricing states that no arbitrage situations exist, and therefore the price is dependent on the value of the underlying asset and the time value of money. Using the trade information about all outstanding contracts, an investment can be derived that is assured to cover all the profits and losses of those outstanding contracts. Using these contracts and the final price of the asset, the price of the options is determined. Given a set of scenarios, $\Omega$, the probability of each scenario, $\omega \in \Omega$, has a positive probability, $P(\omega) > 0$. The asset price discounted for the time value of money is $\tilde{S}_j(t) = S(t)/A(t)$, where $A(t)$ is a risk-free investment. The discounted options satisfy,

$$E\left(\tilde{S}_j(T) \middle| S(t)\right) = \tilde{S}_j(t) \text{ for } j = 1, \ldots, m,$$

the conditional expected value.

In order to price options, the price at the maturity date is required. Trades are made without this knowledge; therefore each trade can be viewed as an indication of that trader’s assessment of volatility and each trade can be reverse-engineered to find the volatility implied by this trade. The Black–Scholes equation is a Partial Differential Equation (PDE) which uses Brownian motion to model the price of an option over time (Black and Scholes, 1973). A PDE is an equation that contains multivariate unknown functions and their partial derivatives (Boyce and DiPrima, 1997). Brownian motion describes the seemingly random motion of particles caused by collisions with smaller unseen particles (Einstein, 1956). Brownian motion equations have been used to describe seemingly random motion of many natural objects such as animal movement and the diffusion of liquid (Codling et al., 2008). The Black–Scholes equation is
\[ \frac{\delta V}{\delta t} + \frac{1}{2} \sigma^2 S^2 \frac{\delta^2 V}{\delta S^2} + rS \frac{\delta V}{\delta S} - rV = 0. \]  

where \( S \) is the price of the asset, \( V(S,t) \) is the price of the index fund, \( t \) is time, \( r \) is a risk free rate of return and \( \sigma \) is the volatility. The equation quantifies the hedging required to remove all risk of volatility from a trade. It is often inverted to express a trade in terms of the implied volatility represented by the observed price, term and market condition (Cont and da Fonsecca, 2002).

To invert the Black–Scholes equation and use it to calculate the implied volatility of each trade, the observable components of the trade record required. The options trade record gives the contract term, the trade date, the strike price and the asset price. Each option is classified as either a call or a put. A call option gives the holder the right, but not the obligation, to purchase a stock at the contract price; in contrast a put trade gives the holder the right, but not the obligation, to sell a stock at the contract price (Capinski and Zastawniak, 2003). Options close to maturity are disregarded because their volatility is reflective of the options market as opposed to the underlying market of interest (Cont and da Fonsecca, 2002). A suitable risk-free rate for the date of the trade is required to make the Black-Scholes calculation. Following common practice, US treasury bonds are used as a risk-free investment because they are government backed securities. Combining this information, the Black–Scholes PDE can be solved for the implied volatility for all trades on the given date. The Black–Scholes formula for the call option is

\[ C(S,t) = SN(d_1) - Ke^{-r(T-t)}N(d_2). \]

The formula for the put option is
\[
P(S,t) = K e^{-r(T-t)} N(-d_2) - SN(-d_1);
\]

where \(d_1\) and \(d_2\) are
\[
d_1 = \frac{\ln(S/K) + (r + \sigma^2/2)(T-t)}{\sigma \sqrt{T-t}},
\]
\[
d_2 = d_1 - \sigma \sqrt{T-t},
\]

and \(N(\cdot)\) is the cumulative distribution function, \(T - t\) is the time to maturity, \(S\) is the asset price, \(K\) is the strike price, \(r\) is the risk-free interest rate and \(\sigma\) is the volatility.

Given the implied volatility of each trade, a summary of the volatility in a trading day was proposed by Whaley (1993). The summary was so well received that the Chicago Board Options Exchange (CBOE) developed an index based on the summary called the CBOE Market Volatility Index (VIX). The CBOE now trades futures and options based on the VIX index (Whaley, 2009). Because the VIX is a single number, it is easily graphed and compared over time.

Researchers have noted that implied volatility is neither constant over time, nor is it constant for all segments of the market at a given time. More informative models have been proposed to provide insight into the variation in implied volatility for a given day and the underlying market dynamics this represents (Derman, 1999; Cont and Da Fonsecca, 2001; 2002; Cont et al., 2002; Whaley, 2009). One proposed model which presents the variation of volatility across a market and which complements the market practice of quoting options in terms of implied volatility is that of the volatility surfaces (Cont and Da Fonsecca, 2001). Volatility surfaces offer additional insight into the way that volatility varies across the market, but comparison between volatility
surfaces is not straightforward and differentiating between regimes is often done \textit{a priori} for comparing shape changes (Derman, 1999; Cont and Da Fonseca, 2001). Volatility surfaces have been compared using Karhunen–Louvre decomposition (Cont, 2001 #106), a generalization of Principal Component Analysis (PCA), which describes the structure of sets of volatility surfaces, but does not make a comparison among them. This thesis proposes a metric to select anomalous volatility surfaces for further analysis.

![Implied Volatility Surface](image)

\[ \text{Moneyness } M = \frac{s}{K} \quad \text{Time to Maturity } \tau \]

**Figure 9.1:** Example of an implied volatility surface for the S&P500. The axes are moneyness, time to maturity, and implied volatility.

An example of a volatility surface is shown in Figure 9.1. Volatility surfaces are expressed in a three-dimensional space, \( \mathbb{R}^3 \). The axes are time to maturity, \( \tau \), moneyness, \( M \), and the implied
volatility, $\sigma$. Time to maturity is the number of days between the trade date and the maturity date, $\tau = T - t$. Moneyness is the strike price divided by the asset price on the contract date, $M = K / S_t$. Moneyness equal to one, $M = 1$, is called “at the money”; this means that the strike price is equal to the price of the underlying asset. “At the money” means that the option has no intrinsic value. Moneyness greater than and less than 1 are referred to as “out of the money” and “in the money” respectively (Capinski and Zastawniak, 2003). Surfaces are restricted to trades with moneyness values between 0.5 and 1.5 because trades are rare outside of this range and consequently a surface cannot be mapped accurately (Cont and Da Fonseca, 2001). Implied volatility, $\sigma$, is calculated with the Black–Sholes PDE described earlier. From these observed trades, a kernel smoothing technique is used to estimate a smooth volatility surface in the three dimensions, $M$, $\tau$ and $\sigma$.

Each trade’s implied volatility is a single observation about the shape of the implied volatility surface. In order to construct the entire surface, the product kernel estimator described by Scott (1992) and Silverman (1986) has been selected. Using the trades from a single day, at each point on the surface, $(M, \tau)$, the value of the implied volatility surface can be calculated using the formula

$$iv_d(M, \tau) = \frac{1}{n h_M h_\tau} \sum_{i=1}^{n} \left\{ K \left( \frac{x_M - x_{(M, \tau)}}{h_M} \right) K \left( \frac{x_\tau - x_{(M, \tau)}}{h_\tau} \right) \right\},$$

[9.7]

where $d$ is the trading day, $n$ is the number of trades in the trading day, $x$ is an observer trade, and $h$ is the bandwidth set using the Normal Reference Rule $h_j = \left( \frac{4}{4n} \right)^{1/6} \text{var}(j)$. The resulting surfaces represent the implied volatility in the market, including combinations of $M$ and $\tau$ that did not have any trades.
In addition to the surfaces for individual trading days, a reference surface is constructed. The reference surface is a composite of all the trading days and represents a “normal” day of trading. All trades are used to construct the reference surface. Given a suitably long trading history, the law of large numbers says that the resulting surfaces should be a better approximation of the expected value than each of the single trading day surfaces. The reference surface, \( i \nu_0 \), is constructed using the implied volatility surface formula and the normal reference rule, and all the trade in the time period,

\[
i \nu_0(m, \tau) = \frac{1}{n h_m h_\tau} \sum_{i=1}^{n} \left\{ K \left( \frac{x_m - x_{(m, \tau)}}{h_m} \right) K \left( \frac{x_\tau - x_{(m, \tau)}}{h_\tau} \right) \right\}.
\]  

[9.8]

where \( n \) is the number of trades over the entire period and \( h \) is the bandwidth set using the Normal Reference Rule stated above.

One surface is constructed for each day; this collection of surfaces is referred to as \( IV \). The trading days are indexed using \( d \in [1, D] \), where \( D \) is the number of days in the reference period. The trading day is referred to as \( IV_d \). The reference surface, \( IV_0 \), represents the entire trading period in one surface.

The volatility surface for a given trading day describes the varying volatility across a market for the given day by using an index fund as a surrogate for all the stocks in the market. The volatility implied by each of the contracts traded for the index fund are used as observations of the implied volatility of a given moneyness and maturity. These are observations that are smoothed into a surface describing the volatility across all values of moneyness and maturity that comprise the market. Surfaces are constructed for each trading day and for the period as a whole. These smooth surfaces are discretised and the values on a regular grid are stored as a matrix of
computational purposes.

9.1.2 Diffeomorphic Demons literature review

The DD algorithm is a nonparametric diffeomorphic image registration proposed by Vercauteren et al. (2007; 2009). It is an extension of the Demon Algorithm proposed by Thirion (1998) and further examined by Pennec et al. (1999). Thirion’s Demon Algorithm performs image-to-image matching and builds on his earlier work (Thirion, 1994; 1995). The foundation of both algorithms is Maxwell’s demons, a concept describing diffusion across a semi-permeable membrane first studied in the 19th century.

After Thirion, diffusion methods became a fruitful area of research. Extensions have been offered: to improve convergence, stability and speed (Wang et al., 2005); to develop a theoretical framework and to improve the force calculation (Cachier et al., 1999); to allow for differing modalities (Kroon and Slump, 2009) and to adapt demons to the space of diffeomorphic transformations (Vercauteren et al., 2009). The modality of data is the number of central tendencies it contains, observed as local maxima in the pfd. Diffusion methods show promise for offering good results relative to computation time (Hernandez et al., 2008).

Maxwell’s demons describe an apparent paradox in thermodynamics. Consider two gasses, $A$ and $B$, in equal concentrations placed in two chambers, $a$ and $b$, separated by a semipermeable membrane. The membrane contains ‘demons’ which allow gas $A$ to diffuse from chamber $b$ to chamber $a$ only, and gas $B$ to diffuse from chamber $a$ to chamber $b$ only. Over time, the concentration of gas $A$ in chamber $a$ increases and the concentration of gas $B$ in chamber $b$ increases (Figure 9.1). The entropy in each chamber appears to decrease. This contradicts the second law of thermodynamics, which states that the entropy of a closed system increases over
time. The resolution to the contradiction is that the demons require energy to distinguish between 
the particles (Leff and Rex, 1990; McGraw-Hill Concise Encyclopedia of Science and 
Technology, 2005).

Figure 9.2: Maxwell's demons illustrative example. The figure on the left has equal concentration of gas A 
and gas B. The membrane allows each gas to diffuse in only one direction. Over time, the system will move 
towards the figure on the right.

In DD, the notation and naming of source and target image \((I_0 \text{ and } I_1)\) used in LDDMM are 
replaced by moving image, and fixed image \((M \text{ and } F)\), but the roles are the same. The moving 
image is transformed and the fixed image directs the transformation. The fixed image acts as the 
membrane and the demons are placed on this membrane to control its movement. The result of 
the movement is a moving image more like the fixed image. Each demon can act in one of two 
equal and opposite directions. Demons will either “push” or “pull” the moving image so that it 
aligns with the fixed image. The decision to “push” to the outside from the surface or “pull” 
towards the interior of surfaces is based on polarity. The polarity for each demon is determined 
by the location of the demon relative to the moving image. Each demon is either inside or 
outside of the moving image. Using the polarity, demons determine which direction to act

146
(Thirion, 1998).

The Demon Algorithm detailed by Thirion is a general framework of methods encompassing several versions suited to different situations. Demons operate on the set of all allowed transformations $\mathcal{T}$ between the space $\mathcal{M}$ of the moving image $M$ and the space $\mathcal{F}$ of the fixed image $F$. The method iterates over a series of transformations, $T_0, T_1, T_2, \ldots$, to arrive at a final transformation, $T \in \mathcal{T}$, comprised of all the iterations \{\(T_0, T_1, T_2, \ldots\) \}. Each iteration is viewed as a time-step and at time $i$, $T_i(M)$ becomes $T_{i+1}(M)$ by the action of two forces, the internal force, $f_{\text{int}}$, and the external force, $f_{\text{ext}}$. The internal force, $f_{\text{int}}$, is dictated by the points on $M$, whereas the external force, $f_{\text{ext}}$, is dictated by the point interaction between the moving image $M$ and the fixed image $F$ at the beginning of the iteration $T_i(M)$.

The general framework of all demon algorithms is as follows:

**Step 1.** Place all the demons on $F$ and pre-compute their values, $D_s$.

**Step 2.** At time $+1$, compute the forces $f_{\text{ext}}$ and $f_{\text{int}}$, given $T_i(M)$ and $F$.

**Step 3.** Compute the transformation $T_{i+1}$ from the forces $f_{\text{ext}}$ and $f_{\text{int}}$, and the result of the prior iteration $T_i(M)$.

**Step 4.** If stopping criterion has been met, $T = T_{i+1}$; otherwise return to Step 2.

The first step is the initialisation step. There needs to be a placement scheme for the demons. The common methods are to place one demon for each pixel/voxel or to place demons only at contour points of $F$ (Thirion, 1995). Each of these methods yields a set of points on the surface $P$ on $D_s$. Next, for each demon, the direction $\tilde{d}$ from the inside to the outside is determined. This is generally done with the gradient of the surface, $\nabla s(P)$. Finally, the displacement from $M$ to $F$ is calculated using $\tilde{d} = \frac{PP'}{\|PP'\|}$, where $P' = T_i^{-1}(P)$. The distance is measured on some interface information such as the value of the intensity at $s(P)$. 
Steps two and three are the iterative steps, and Step four is a test to see if the iterations can stop. The initial value of the transformation is the identity mapping \( T_0(M) = M \). In Step two, at iteration \( i \), the demon force, \( f_i \), is computed at each demon’s position \( P \in D_s \). This is done based on the polarity of \( M \) at \( T^{-1}(P) \) and the demon’s direction \( \vec{d} \) calculated during the initialization. In Step 3, the force for each demon in Step 2, \(( f_i(P), P \in D_s \), is applied to \( T_i \) and the result is \( T_{i+1} \). Step 4 uses some similarity measure to test for convergence of the transformed moving image and the target fixed image, \( \text{sim}(T_{i+1}(M), F) < \epsilon \).

In medical applications the Demon Algorithm has been shown to have several utilities. It has high registration precision when used to measure the subthalamic nucleus region of the brain (Castro et al., 2006). When it is used for comparing brain scans of two different patients the anatomical features that are similar are aligned, while those that differ do not align and remain after the transformation (Thirion, 1998). There are some issues in this algorithm: images with differing modalities cannot be matched. An extension that allows for differing modalities is offered by (Kroon and Slump, 2009). Another issue is that images without any initial overlap between them cannot be matched.

Researchers have extended the demon framework and applied it to the space of diffeomorphisms (Vercauteren et al., 2007; 2009). DD are guaranteed to reach convergence via a geometric optimisation. The original Demon Algorithm was on the space of all displacement fields and the resulting displacements were vectors. Successive displacement vectors are added to get the final transformation. When using the space of all diffeomorphisms, Lie groups are used and successive transformations are applied by composition to get the final transformation.

DD uses a nonparametric transformation to points \( s(\cdot) \) to map points on the fixed image space,
$p$, to points on the moving image space, $s(p)$. The transformation is described by a displacement field $s$ which when added to the identity transformation results in the desired transformation. The stopping criterion or convergence test for DDs is the mean square error between the intensity of the two images

$$
Sim(F, M \circ s) = \frac{1}{2} \| F - M \circ s \|^2 = \frac{1}{2|\Omega_P|} \sum_{p \in \Omega_P} |F(p) - M(s(p))|^2,
$$

[9.9]

where $s$ is the transformation, $\Omega_P$ is the region of overlap between $F$ and $M \circ s$. A regularization term is added to the global energy of the transformation $s$ to ensure stable and smooth solutions.

$$
E(s) = \frac{1}{\sigma_i^2} Sim(F, M \circ s) + \frac{1}{\sigma_T^2} \text{Align}(s),
$$

[9.10]

where $s$ is the transformation from the fixed image to the moving, $Sim()$ is the function in [9.9], $\text{Align}(s)$ is a regularisation term, and $\frac{1}{\sigma_i^2}$ and $\frac{1}{\sigma_T^2}$ are weighting terms. The formula for regularisation is $\text{Align}(s) = \| \nabla s \|^2$. One further source of uncertainty is introduced to the global energy during computation, to simplify the optimization step. The transformation $c$ is introduced to allow for some error between the result of the spatial transformation $s$ and the pixel values of the moving image. The nonparametric transformation $c$ is a vector field containing point correspondences between image pixels. This results is a global energy which is optimized by the DD algorithm

$$
E(c, s) = \frac{1}{\sigma_i^2} Sim(F, M \circ c) + \frac{1}{\sigma_T^2} \text{dist}(s, c)^2 + \frac{1}{\sigma_T^2} \text{Align}(s).
$$

[9.11]

Where the first term enforces matching between the two images, the second term allows for
uncertainty in the match by adding Gaussian noise to the match, and the third term is a hidden regularization term. The third term is introduced to add a priori knowledge about the match and ensures that this is a well posed problem with smooth results. The $\sigma_I^2$ term controls the measurement error within each image, $\sigma_x^2$ controls the matching error between images, and $\sigma_T^2$ controls the level of a hidden factor called the regularisation of the images. The formula used for distance is $\text{dist}(s, c) = ||c - s||$. The formula for regularisation is $\text{Reg}(s) = ||\nabla s||^2$.

This leads to the approximation of $E(c, s)$

$$F(p) - M \circ s \circ \exp(u)(p) \approx F(p) - M \circ s(p) + J^p \cdot u(p), \quad [9.12]$$

where $u(p)$ is the update field

$$u(p) = \frac{F(p) - M \circ s(p) \cdot J^p \cdot \sigma^T}{\|J^p\|^2 + \sigma_x^2}. \quad [9.13]$$

$J^p = -\nabla^T_p (M \circ s)$ or $J^p = -\nabla^T_p F$, and $d(s, c) = ||Id - s^{-1} \circ c||$. Further leading to the distance formula $\text{dist}(s, s \circ \exp(u)) = ||Id - \exp(u)|| = ||u||$. The diffeomorphic energy can be restated in the demon energy formula

$$E_{s, corr}^c(u) \approx \frac{1}{2|\Omega_p|} \sum_{p \in \Omega_p} \left[ \left[ F(p) - M \circ s(p) \right] + \left[ \frac{J^p \cdot \sigma_i(p)}{\sigma_x} \cdot u(p) \right] \right] \cdot \left[ \frac{\sigma_i(p)}{\sigma_x} \cdot u(p) \right] \cdot \left[ \frac{J^p \cdot \sigma_i(p)}{\sigma_x} \cdot u(p) \right]. \quad [9.14]$$

Following Vercauteren (2007), the steps for DD computation are:

**Step 1.** Compute the correspondence update field $u$ using [9.13].
Step 2. Let $u \leftarrow K_{\text{fluid}} \ast u$, if using fluid-like regularisation.

Step 3. Let $c \leftarrow s \circ \exp (u)$, with the equation for fast computation of the vector field exponent algorithm.

Step 4. If a diffusion-like regularisation is used, let $s \leftarrow K_{\text{diff}} \ast c$; otherwise let $s \leftarrow c$.

The fast computation of the vector field exponent algorithm is:

Step 1. Choose $N$ such that $2^{-N}u$ is close enough to 0, e.g. $\max \|2^{-N}u(p)\| \leq 0.5$.

Step 2. Perform an explicit first order integration: $v(p) \leftarrow 2^{-N}u(p)$ for all pixels.

Step 3. Do $N$ recursive squarings of $v$: $v \leftarrow v \circ v$.

The results of the DDs yield smoother spatial transforms than demons, but with a penalty of a 50% increase in computation time per iteration (Vercauteren et al., 2007).

The DD algorithm offers a computationally efficient image matching algorithm based on diffusion methods. The diffusion is controlled by demons placed on one surface. The demons guide the diffusion so that the scene image is deformed to look like the model image. The demon method contrasts with the other image matching techniques that use an attraction or similarity methods to determine the movement. Attraction methods are computationally expensive, as high as $O(n^2)$. The LDDMM method discussed in the previous chapter is an example of an attraction method. It uses a force based on similarity to determine the path of the movement (Thirion, 1998). LDDMM requires a computationally expensive PDE solution during each iteration (Vercauteren et al., 2007). One drawback of the DD algorithm not found in diffusion methods is that all surfaces are required to have the same modality. An extension has been proposed to handle changes in modality (Kroon and Slump, 2009).
9.2 Method

9.2.1 Diffeomorphic Demon calculation

The first step in applying DDs to the implied volatility surfaces is to map each individual day’s surface to the reference surface (the comparison surface) by a shift on the moneyness and maturity axes. The deformation mapping is done while preserving the volatility values and the relative point positions, thus preserving neighbourhood properties. Demons Algorithm (Thirion, 1998) takes inspiration from models of particle diffusion studied in thermodynamics. The effect of this when applied to two images is that one image controls the diffusion of the other (Thirion, 1998). The application aligns like neighbourhoods in the volatility surfaces. In medical images, motion is restricted to real space and comparisons are made based on image intensity, with implied volatility motion being restricted to the moneyness and time to maturity axes, and comparisons are made on the implied volatility axis.

The aim is to find individual trading days that have a shape that is an anomaly when compared with other trading days. In order to do this, the shape of a typical trading day needs to be decided. In computational anatomy, practitioners have developed a “reference brain” that identifies all the typical shapes and locations in a human brain. That way, other brains can be mapped to this reference brain. There are several theoretically typical shapes for the volatility in the market that are candidates to act as a theoretical reference, e.g. the volatility smile and the volatility smirk (Derman, 1999; Ayache et al., 2004). These models describe an increase in volatility for in and out of money options, but do not offer a formula to derive the expected volatility given a set of market conditions. For this reason a theoretical volatility shape has not been used here; instead a reference volatility surface has been constructed by using all trades.
over the reference period. This will give the composite shape of the volatility surface over the entire period. As long as the reference period is suitably long, the anomalous days should make only a very small contribution to the shape of the composite surface. By definition, anomalous days should be few and balanced by normal trading days. If the reference period is very short, an alternative method to prevent the trading from the day of interest from influencing the shape is to use a hold-one-out method to calculate a different surface for each trading day using all the trades except those that occurred in the given day.

A composite or template implied volatility surface is constructed by using all the trades in the entire period. This template acts as the target for deformations by aligning the implied volatility surface of interest to this target. The surface is deformed with the Demon Algorithm. Here a point-wise comparison is made to the template. This comparison is a similarity metric that is based on the error term of the deformation. The combined energy required for deformation and comparison is referred to as the deformation metric. It represents the shape difference between the surface of interest on a given day and the composite template. It is a direct measure of shape difference. Higher deformation metrics are associated with the more anomalous implied volatility days.

9.2.2 Mechanism of DDs: surface comparison

This section describes how the deformation metric is constructed and demonstrates its utility by applying it to information from a series of trading days to identify anomalous days. In order to compare the shape of the surfaces, a similarity metric, \( Sim(IV_d, IV_0) \) is constructed to quantify the resemblance of the two surfaces. The metric compares each point on a trading day’s surface with the corresponding point of the reference surface. The corresponding point is the end point of the mapping curve that connects the trading day surface to the reference surface: \( E_{sim}(IV_0, \)
$IV_d = |IV_0 - IV_d|^2$.

A high value of the similarity index $E_{sim}$ indicates high dissimilarity and a low value indicates similarity. Identical surfaces have $E_{sim} = 0$. Because of the squaring of the results, large localised differences between the models will have a higher index than small global differences between the models. Thus the shape difference is captured, not simply distance.

This similarity metric cannot be applied directly to $IV_0$ and $IV_d$, because if the surfaces are not perfectly aligned then the dissimilarity will be exaggerated. For example, if two identical surfaces were compared, the similarity would be zero. Now if one of these surfaces was shifted on the moneyness axis, the shape would remain the same, but this would create distance between corresponding points, thus increasing the similarity index. To avoid this, the surfaces are aligned with a deformation before comparison with the Demon Algorithm (Ayache, 2007).

The alignment process requires $IV_0^*$; this is $IV_0$ aligned to $IV_d$. The alignment is performed using a deformation of $IV_0$ that allows $IV_0$ to move in the $M$ and $\tau$ axes while fixing the $\sigma$ values. The surface $IV_d$ acts as a target to align the landmarks, peaks and valleys, of $IV_0$. The magnitude of the transformation is measured with the energy needed to perform the alignment

$$IV_0^* = IV_0 \circ \varphi$$

$$E_{align}(\varphi) = |\nabla \varphi|^2_{\text{fro}}.$$  \[9.15\]

The total difference between the surfaces is the alignment energy, also called the similarity energy. There are many possible alignments and similarity combinations for any two surfaces, the aim is to find the combination which minimise the joint energy. Weightings $1/\sigma_{align}^2$ and
\( 1/\sigma_{sim}^2 \) are introduced to keep the alignment and similarity energies in balance

\[
E(\varphi) = \frac{1}{\sigma_{align}^2} E_{align} + \frac{1}{\sigma_{sim}^2} E_{sim},
\]

[9.16]

where

\[
E_{sim}(IV_0^*, IV_1) = |IV_0^* - IV_1|^2,
\]

\( E_{align} \) is the alignment energy, and \( \varphi \) is the diffeomorphic transformation. If the weight of the alignment energy is too large, then \( IV_d^* \) will not resemble \( IV_d \). If the weight of the similarity measure is too high, then \( IV_d^* \) and \( IV_d \) will be nearly identical and the dissimilarity will be exaggerated.

To estimate the transformation, \( \varphi \). The source image iteratively moves the source model towards the target model. At each step, the direction of the transformation is estimated by calculating the extended demon force (Joshi et al.).

To estimate the transformation, \( \varphi \), the scene image is iteratively moved towards the model image. At each step, the direction of the transformation is estimated by calculating the extended demon force (Joshi et al., 1995)

\[
\text{force} = (IV_0 \circ \varphi - IV_1) \left( \frac{\nabla IV_1}{|\nabla IV_1|^2 + \alpha^2 (IV_0 \circ \varphi - IV_1)^2} + \frac{\nabla IV_0}{|\nabla IV_0|^2 + \alpha^2 (IV_0 \circ \varphi - IV_1)^2} \right),
\]

[9.17]

where \( \alpha \) is a noise constant and \( \varphi \) is the transformation calculated on the prior iteration. The
force is then smoothed by a Gaussian kernel and added to the transformation calculated on the prior iteration. The demon force pushes each point on the moving surface in the direction determined by the gradients of both surfaces. The size of each step is determined by the remaining difference between the moving image at the last time step and the static model image. The resulting transformation is a vector field, \( \varphi \), that maps each point on \( I_V_0 \) to a new location on the aligned surface, \( I_V_0^* \).

### 9.3 Case Study

A comparison of Implied Volatility Surfaces is performed using the S&P500 index options traded on the Chicago Board of Exchange (ticker symbol SP500) from 1 January 2008 to 27 February 2009. The SP500 options are traded with European-style call and put options. One surface was constructed for each day of trading with axes for moneyness and time to maturity for a total of 291 surfaces. A reference surface was constructed using all the trades in the period. Each daily surface was then compared to the reference surface.

To remove additional volatility in options close to maturity, options within two months of maturity are discarded. Trades with \( M > 1 \) were treated as calls and \( m \leq 1 \) were treated as puts. The US Federal Reserve 1-year T-bill rate was used for the risk-free interest rate.

An example of a single day’s surface before and after this transformation is shown in Figure 9.4. This example shows that the transformation preserves neighbourhood relationships by the fact that the mesh of the transformation does not cross itself. Both the original and the aligned Day 175 surfaces have peaks in the lower left-hand and lower right-hand corners, but in the aligned surface, both peaks have spread upwards and to the centre.
Looking at the time series in Figure 9.3 two days are drastically different to the remainder of the period: Day 99 (22 May 2008) and Day 50 (13 March 2008). Although the level of volatility increased in the second half of the time series, the shape of the volatility surface became less variable in this period.

Figure 9.3: Metric mapping with alignment and similarity contrasted with the similarity without alignment, and the volatility index (VIX) over the same period of time.

Figure 9.5 shows three volatility surfaces: the reference surface, an anomalous surface and a typical surface. Comparing the anomalous Day 99 (Figure 9.5 (c) and Figure 9.4) to reference surface (Figure 9.5 (a) ) and the more typical Day 175 (Figure 9.5 (b)), the shape of the Day 99
surface is very different from the other two surfaces. This indicates that there was volatility in a different part of the market on Day 99 than on a normal trading day. The features on day 99 – flat volatility everywhere except low moneyness and high time to maturity – are not seen in the other surfaces. The shape differences are not due to an anomalous number of trades. The average number of trades per day is 375 over the period and all days have a sufficient number of trades to accurately define the IV surface. Intuitive shape comparison says that Day 175 is closer in shape to the reference than Day 99. This could be of potential use to detect early market signals. Future work will investigate this possibility.

Figure 9.4: The transformation of Day 175. The surface for Day 175 was aligned to the surface for the entire period.
The intuitive sense of closeness is collapsed into a single number, thus making comparison simple and allowing a large number of surfaces to be compared in a consistent manner. In addition, the constituent parts of the metric (the aligned figure and the vector field of the deformation) can offer us additional insights into the locations of the shape differences.

9.4 Discussion

Since the volatility skew appeared in the market, implied volatility has been analysed and predicted, beginning with apocryphal rules that did not hold (Derman, 1999) and moving to accurate models. However, there are still fundamental open questions about the nature and cause of the skew (Ayache et al., 2004). This method of comparison is another tool to describe market volatility over time. It allows comparisons based on the shape of the volatility surface. This additional shape information supplements the information provided by the VIX that is widely used to track the level of volatility with a measure of unusualness of the location of the volatility as well as its level.
A possible explanation for the two anomalous days, 5 May 2008 and 13 March 2008, is that both days saw record oil prices. In addition, on May 5th, the US Federal Reserve released a report to banks about tightening lending practices, and on the 13th of March, the US Dollar reached a 12-year low against the yen.

This type of shape comparison has thus far been restricted to comparing images in a medical setting. Volatility surfaces are less tangible than medical images, but professional traders are interested in shape changes that indicate market conditions changing, just as medical professional are interested in shape changes that indicate disease.

9.5 Conclusion

In this chapter the Diffeomorphic Demons algorithm originally formulated for computational anatomy was applied to a new context. The new context is comparing implied volatility surfaces for a series of trading days in a stock market. A similarity metric to quantify the shape difference of the volatility surface for trading days was used to detect anomalous trading days. A large set of trading days was compared using an automated method to give the same results as intuitive comparison for shape difference.

Volatility surfaces have been proposed as a more informative measures of market volatility than weighted averages such as the VIX that would help traders make more informed decisions (Cont and Da Fonsecca, 2001) a likely complexity that has hindered wider adoption of volatility surfaces is the difficulty in making surface and shape comparisons. Volatility surfaces offer benefits to market practitioners because they describe the variation in volatility dependent on moneyness and maturity observed by traders. The volatility of a market is converted into a volatility surface by using an index fund based as a proxy for the stock trades in the market. The
volatility of each option contract made on the index fund is converted into its implied volatility using the Black-Scholes equation. These observations of implied volatility are then combined with kernel smoothing and the result is a surface that describes the implied volatility for all values of moneyness and maturity.

The comparison of volatility surfaces with DD can add to a trader’s understanding of market forces. In stock market trading the more understanding a trader has of market dynamics, the greater advantage they have over other traders and the more money they make. As an example, when Black-Scholes was first employed the traders who used it worked alongside intuitive trading. The quantifiable understanding of market forces provided by Black-Scholes put the professional traders not using it at a disadvantage and within a short time Black-Scholes became universally adopted (Harford, 2012).

Diffeomorphic Demons is an iterative method that measures the distance between surface by measuring the energy needed to deform one surface into another. DD avoids the computationally expensive task of solving a PDE at each iteration of the algorithm required by other deformation metrics. The PDE is avoided by using diffusion equations. The diffusion is guided by demons placed of one of the surfaces. Demons either “push” or “pull” the surface so that it aligns with the model. The decision to “push” to the outside from the surface or “pull” towards the interior of surfaces is based on polarity. Each demon is given a polarity based of it being either inside or outside of the source image. This polarity determines which direction the demon will act.

9.5.1 Future Work

Future work in this area includes comparison of the performance of DD metric against the generalised autoregressive conditionally heteroskedastic models with a lag length of 1 and
autoregression order 1 (GARCH 1-1) commonly used to forecast volatility in markets (Hansen and Lunde, 2005). The GARCH model (Bollerslev, 1986) is a generalisation of the the autoregressive conditionally heteroscedastic (ARCH) models proposed Engle (Engle, 1982). The ARCH and GARCH models describe market dynamics as a stationary process with an autoregressive structure and inconsistent variance over time.

Another direction for future work is replacing the template surface constructed from all the trades in the period with theoretical models for market volatility such as the volatility smile and the volatility smirk. The DD metric could then be used to determine which of the models more closely matches a given trading day. This comparison may detect switches in the volatility regime determined through expert knowledge by Derman (1999). This comparison may automate the detection of switches in the volatility regimes currently determined through expert knowledge (Derman, 1999).
10 Summary

Every observation in a statistical dataset is made at a time and a place. Spatio-temporal statistics explicitly includes these spatial and temporal components in the analysis of the data. This thesis presents selected topics in spatio-temporal statistics: removing bias from spatio-temporal models and comparing regression surfaces resulting from spatio-temporal models. In this summary an overview of the thesis is presented, a summary of each chapter given and some concluding comments are made.

Removing bias from habitat observations made with radio telemetry equipment is examined and two methods are presented. The parametric method models a biological process, animal movement, to impute missing data. The imputed data are used to adjust the dataset and these adjusted data are used for analysis. The non-parametric method for correcting habitat uses bias in radio telemetry studies uses a Bayesian paradigm. The analysis is done with a Bayesian Hierarchical Model (BHM) which performs the analysis and accounts for missing data without creating a bias adjusted dataset. In the Bayesian framework back and forth estimates are made starting with the prior estimates, a model for bias weights is estimated given observed data, then the likely observed data are estimated given the model for bias weights, again the model for bias weights is estimated given the revised data, etc. This iterative process is repeated until some resting state is reached.

The second section of the thesis presents comparisons of spatio-temporal data with deformation
metrics from computational anatomy. Two methods are presented: comparing statistical
regression surfaces using Large Diffeomorphic Metric Mapping (LDDMM) and comparing the
volatility of financial markets with Diffeomorphic Demons (DD). These are the first applications
of LDDMM and DD outside of computational anatomy.

Computational anatomy had made great strides in comparing complex spatio-temporal
observations, but the literature is not widely cited outside of this community and is
mathematically dense. The complexity of the calculations and the rigorous mathematical
presentation do not foster adoption in other areas of spatio-temporal statistics. Several novel
analogies are presented for understanding the computational anatomy concepts to aid those
unfamiliar with the area in understanding, applying the mathematical formulations, and
analysing the results.

10.1 Chapter 6

Chapter 6 interpolates missing radio telemetry data for a single animal using an animal
movement model. The missing values are modelled using characteristics of the animal’s
movement during non-missing periods. Two methods are presented: parametric and non-
parametric. The parametric method applies animal movement models widely used in other areas
to bias correction for the first time. The non-parametric proposes an animal movement model
based on kernel smoothing.

In order to speed the computations when applying the parametric method the standard turning
angle was replaced with a bearing angle. Both measure the change in direction along an animal’s
path, but the bearing angle offers computational gains. The computational gains are made
because the bearing angle is fixed across the entire study area and the movement direction of the
animal does not need to be calculated at each time point. In addition, only a single successful fix is needed to apply the bearing angle calculation, whereas two fixes are needed to calculate a movement direction and apply a model based on turning angle.

The non-parametric method is computationally efficient because all of the distances and turning angle computations required to apply the parametric movement model are not required by the non-parametric movement model. The relative distances between successful fixes are calculated once while estimating the nonparametric movement model. The non-parametric computation in this application is simply matrix addition. The home range model is also converted to a matrix to speed application. Restraining the model to the home range is a simple calculation of the entrywise product of two matrices.

Modern radio tracking studies offer insight into animal behaviour at small time intervals and large study areas. The bias of the data collected by these studies is recognized, but the methods for adjusting to remove bias are still not widely agreed or applied (Frair et al., 2004). The parametric and nonparametric models for estimating detection probability offered here estimate the bias for a single animal directly from the collected data instead of conducting separate studies to determine detection rates of equipment at each habitat type in the study area. The model builds on well researched methods of estimating animal movement and animal home range.

Two case studies are presented: a simulated dataset and a wild boar dataset. The parametric method is used on a simulated dataset to create a bias adjusted dataset. A resource selection function is then fitted with both the bias adjusted dataset and the unadjusted dataset and the results are compared. The nonparametric method is demonstrated with data from a wild boar study in southern Sweden. The study placed GPS collars on sows in the summer of 2005 and
recorded their location at half hour intervals (Thurfjell et al., 2009). The method is demonstrated with a single boar’s data (boar number 1473). This boar has 19.9% of her fixes missing over the tracking period.

Both case studies show that the method successfully adjusts for bias in the raw data of one tracked animal. The results of applying the method to a simulated dataset show that the bias introduced into the simulation is removed. The results of analysis performed on the bias adjusted boar datasets are consistent correcting bias in the raw data. The drawback of this method is scaling it to larger datasets containing multiple animals.

10.2 Chapter 7

Chapter 7 presented a new method for constructing regression surfaces for Automated Telemetry System (ATS) detection probability using a Bayesian Hierarchical Model (BHM). This is the first time that a Bayesian formulation of detection probability has been proposed for the correction of ATS bias. It reframes Johnson et al. (1998) method for estimating ATS detection probability using Bayesian methods. The BHM extends occupancy estimation models (MacKenzie et al., 2002; MacKenzie et al., 2005; MacKenzie, 2006; MacKenzie et al., 2006; MacKenzie et al., 2009). Occupancy models adjust for animal non-detection with the assumption that if the animal was present during any visit to a site the animal occupies the site for the entire study period. Because ATS tracks a single animal over multiple locations, information about the animal’s presence at one location can make detection at another location impossible. The BHM for occupancy is adjusted by adding an additional parameter for presence required to make the model suitable for this context.

Johnson et al. (1998) considered one source of variation due to radio transmission and carefully
defined stationary periods to eliminate all other sources of variation. A stationary period is defined as a six hour window where the animal moves less than 200m. In this work I replace stationary periods with temporal and spatial neighbourhoods. The temporal neighbourhood of a fix is the three hours before and after the fix occurred and the spatial neighbourhood is the 30 by 30 grid square that contains the fix. This adjustment to Johnson et al. (1998) model allows more of the fix data to be used in the model fitting process.

The method is demonstrated with the same case study also used by Johnson et al. (1998), the Starkey Experimental Forest. In this dataset locations for 100 plus animals were collected for multiple years. Datasets of this size are rare and demand computationally efficient methods. The results of the new method are compared to those Johnson et al. (1998). The calculations were done using WinBugs (Lunn et al., 2000) on a laptop, the estimates of the detection probabilities were completed in a reasonable amount of time (less than 4 hours) without expensive computing equipment.

10.3 Chapter 8

In Chapter 8 the LDDMM is used as a measure of global similarity between two regression surfaces. I developed a four step process to compare statistical regression surfaces with LDDMM. The steps are: the surfaces are aligned via landmarking, the aligned surfaces are discretised to give a computational grid conducive to accurate comparison, the surfaces are converted to images to simplify computation with image libraries in MATLAB (MATLAB, 2012), and finally a mapping is made with LDDMM.

One advantage over standard comparison is that the alignment allows like area of the surfaces to be compared. Standard comparisons measure change with the spatial location, but spatio-
temporal processes may make spatial alignment erroneous because of localised changes in the spatial environment, for example changing land use or localized drought conditions. Comparing LDDMM to other computational anatomy comparisons, it has many desirable properties. It measures distance with fluid flow equations. The distance is measured at a series of deformations of one of the surfaces. Each interim deformation is a timestep and the fluid flow equations used preserve features of the surface over many time steps. LDDMM also preserves neighbourhood relationships; the points close together on a surface are still close after the LDDMM mapping. Similarly points far apart on a surface remain far apart after the LDDMM mapping. The construction of the LDDMM mapping ensures that a backwards mapping always exists.

The LDDMM metric is explained using a simple two dimensional dataset, then demonstrated on two case studies of higher dimensions. The explanatory dataset is the wingspan of aircraft in three time periods of aircraft design. One case study is detection probability maps calculated in Chapter 7 for a radio telemetry study at Starkey Experimental forest in Oregon, USA. The other case study is measures of air quality collected in New York City. These case studies demonstrate that LDDMM shows promise in comparing spatio-temporal data with misalignment due to temporal changes in the study area.

10.4 Chapter 9

Chapter 9 uses DD from computational anatomy to compare a collection of regression surfaces and find those with anomalous shapes. This is the first application of DD outside of computational anatomy. The application is to compare financial data, specifically implied volatility surfaces. Implied volatility surfaces are constructed to describe the market volatility in
different segments of a financial market. One surface is constructed for each trading day and the surface describes the volatility as a function of moneyness (the intrinsic value of the financial instrument being traded) and the length of time until the maturity date.

The temporal nature of implied volatility surfaces is straightforward; there is one surface for each trading day. The spatial nature of implied volatility surfaces is not as straightforward. The two dimensions of moneyness and time to maturity are treated as the "location" in the market. Just as in physical locations there are neighbourhoods in the market and the distance between two trades can be measured on the moneyness and time to maturity axes.

The aim of this analysis is to capture and quantify changes in market conditions intuitively understood and widely discussed by market analysts and traders. The DD metric differentiates anomalous trading days where the shape of the volatility surface is different from typical trading days, even if the level of volatility is not anomalous.

A volatility surface is constructed for each trading day and a template Volatility surface is constructed by using all trades over the period being analysed. Then DD iteratively fits the deformation to each of the trading day surfaces and measures the energy required to deform the given trading day into the typical trading day.

10.5 Concluding comments

Many current statistics articles and books begin with an explanation of the fundamental shift that has occurred in statistics since 1980. The methods presented here were not possible before the birth of inexpensive computing in the 1980s. In addition, the automated collection of data has made large datasets comprised of highly accurate observations possible. GPS technology became
fully operational in 1994 and the deliberate distortion of GPS signals known as Select Availability ceased in 2000. High resolution habitat mapping through remote sensing is a product of the late-20th century. As the amount of data continue to increase and computing power becomes ever cheaper, computer intensive methods continue to take centre stage. Statistics researcher continue to produce more computer tools to aid in analysis.

Removing bias and measuring complex change accurately are of interest in many contexts. Computational Biology, Image Recognition, radio telemetry studies, and stock market volatility are just a few examples of methods being developed and becoming well known to small pockets of researchers. Looking at repurposing these methods is not trivial it involves learning the setting that the method was developed for and often reading research from several different disciplines in order to rewrite the code to work in the new context.

The methods outlined in this thesis required thousands of lines of code and a wide range of software packages. The high-end commercial packages MS Visual Studio (MS Visual Studio, 2005), MATLAB (MATLAB, 2012) and ArcGIS (ESRI, 2011) were used, as well as the free packages: Geographic Resources Analysis Support System (GRASS) (GRASS Development Team, 2012), R (R Core Team, 2012), Perl (Wall et al., 2000), and WinBugs (Lunn et al., 2000), and WinBugs (Lunn et al., 2000). The iterative resampling method of bias correction the animal movement model was estimated in R and MATLAB and the results were displayed ArcGIS. The bias correction using BHM, the MCMC simulation was run in WinBugs, the observations were broken into spatial locations using ArcGIS and GRASS and the results were displayed using ArcGIS. The comparison using LDDMM the kernel smoothing was done with the R package ‘sm’ written primarily by Adrian Bowman (Bowman and Azzalini, 2010). The remaining computations and the graphs where done in MATLAB. Because the source code of the
implementation of LDDMM by the Bioinformatics Research Network is not open, an implementation of LDDMM was recreated in C++ and run from MATLAB using mex. The comparison using DD, the kernel smoothing was coded in MATLAB following Martinez and Martinez (2002) and the DD calculations were done in MATLAB using some functions from the image processing toolbox, some graphs were created in R. Throughout all of the work data were reformatted to move it between computer packages with Perl. The popular adage, “you don’t know something until you teach it”, can easily be modified to, “you don’t know something until you code it.”

The spatio-temporal analyses shown here cuts across the intersection of computer intensive statistics, biological statistics, econometrics and environmental statistics. The bias correction methods in Chapter 6 and 7 rely on frequentist and Bayesian frameworks respectively. Irrespective of the framework both utilise the long running computer simulations of computer intensive statistics and incorporate the biology of animal movement. The comparison of regression surfaces in Chapters 8 and 9 utilised computer intensive iterative estimates to determine the shortest smooth non-parametric curved paths connecting surfaces. They borrow from statistics developed for biological surfaces and apply them to environmental settings and econometrics settings. This intersection provides an area ripe for research because many methods can be borrowed from one field to another.
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