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ABSTRACT

It is recognized that the spatial variability of the ground motion has an important effect on the seismic responses of extended structures, but it is not well known how these structural responses will be affected. The aim of this study was to gain insight of the effect of asynchronous inputs on the elastic and inelastic responses of long bridges in order to improve the earthquake resistant design of bridges.

In this research, a simple method of generating the asynchronous input motions, conditioned by the recorded time-histories, is proposed. Two assumptions were adopted in this method. The first assumption was that the spatial correlation function depended only on the predominant frequency of the earthquake motion. The second assumption was that in the time domain, there was no correlation between the acceleration elements in the same record. With the aid of these two assumptions, the modified Kriging method proposed by Hoshiya could be easily used to simulate ground motions in the time domain. Numerical examples showed that the spectra of simulated time-histories and the specified earthquake record closely correlated with each other and the variation of the simulated accelerations with the separation distance between the supports, the propagation velocity and the dispersion factor followed the trends expected.

It was observed that the velocity of propagation of seismic waves had a significant effect on the transverse response of long bridges in travelling wave cases. The transverse responses of the bridges to the travelling waves can be more critical than those to the synchronous input. The transverse response parameters investigated were the maximum pier drifts, the maximum pier shear forces and the maximum section curvature ratios of the piers. The responses of the bridges subjected to asynchronous inputs consist of two parts: the dynamic components induced by the inertial forces and the pseudo-static components due to the differential displacements between the adjacent supports. The response was dominated by the pseudo-static component when the travelling wave velocity was low. The pseudo-static component reduced and the dynamic component increased as the travelling wave velocity increased. The response was dominated by the dynamic component when the travelling wave velocity was high. The local variations of the responses with the travelling wave velocity were due to the variations in the acceleration spectra of the input motions with the travelling wave velocity.

It was found that the geometric incoherence effect also played an important role in the responses of the bridges through the pseudo-static components. In the cases that the combined
geometric incoherence and wave passage effects of the spatial variability of the seismic motion were considered, the pseudo-static component of the seismic response of long bridges was not only caused by the wave passage effect, but was also due to the geometric incoherence effect. The pseudo-static component caused by the geometric incoherence effect dominated the total responses when wave dispersion was greatest. Because the variations of the accelerograms at different pier supports were random, the value of the pseudo-static component due to the geometric incoherence effect was also random. Therefore the total responses were unpredictable when the wave dispersion was great. The influence of the pseudo-static component in the total response decreased as the wave dispersion decreased. When dispersion was least the trends of the variations of the response with the travelling wave velocity were similar to those for the travelling wave cases without wave dispersion.

The longitudinal responses of the bridge models with movement joints subjected to asynchronous inputs were also investigated. It was found that the relative displacement of the bridge deck across the movement joints and the relative displacement between the girder end and the top of the abutment consist of two parts: the dynamic components due to the difference between the vibrations of the two frames separated by the movement joints and the pseudo-static components caused by the phase shifts between the vibrations. The dynamic components changed with the travelling wave velocity due to the changes of the acceleration spectra in the asynchronous motion cases. The pseudo-static components were not only dependent on the phase shifts, but were also related to the shapes of the response displacement time-histories of the bridge deck.
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NOTATION

\( \alpha \)  
the incoherence factor; the coefficient of viscous damping

\( a_1, a_2 \)  
constants

\( \alpha_1(\omega), \alpha_2(\omega) \)  
frequency dependent parameters

\( \beta \)  
the coefficient of viscous damping; the ratio of the amplitude envelope at \( t_{max} \) to that during the stationary phase \( (t_1 \leq t \leq t_2) \)

\( \Delta \kappa \)  
the wave-number step

\( \Delta \omega \)  
the frequency step

\( \Delta s \)  
the soil deformation

\( \Delta t \)  
the time step; the time interval between two support points

\( \varepsilon(x) \)  
the error vector

\( \varepsilon_u \)  
the reinforcement strain at ultimate stress

\( \phi_i \)  
the random phase angles with uniform distributions over \( (0, 2\pi) \)

\( \phi_y \)  
the equivalent yield curvature

\( \Phi_y \)  
the pier yield curvature for a bilinear moment-curvature approximation

\( \gamma_y(\xi, \omega) \)  
the coherency function

\( \gamma_n \)  
the Lagrange multiplier

\( \kappa_y \)  
the covariances of random field

\( \lambda \)  
the wavelength of the incident wave along its propagation path

\( \lambda_i \)  
the fraction of critical damping

\( \lambda_m, \lambda_{ii}(x) \)  
Kriging weights

\( \mu \)  
the mean value of a random variate

\( \nu_s \)  
Poisson's ratio

\( \theta \)  
the angle between the direction of the approaching waves and the longitudinal axis of the bridge

\( \theta_y(\xi, \omega) \)  
a frequency dependent phase angle

\( \theta_i \)  
the angle of incidence measured from plane of ground surface

\( \theta_{\psi} \)  
the angle of incidence measured from x-z plane of the structure

\( \rho \)  
the mass density of the superstructure

\( \rho_{u_x}, \rho_{u_y} \) and \( \rho_{u_x, u_y} \)  
three cross-correlation coefficients
\( \sigma \) a standard deviation of the field
\( \sigma_i^2 \) the variances of a random variety
\( \sigma_z \) the root-mean-square of the response \( z(t) \)
\( \tau \) the time lag between any two supports, gross propagation time delay
\( \omega \) the circular frequency (in rad/sec)
\( \omega_d \) the predominant frequency of the earthquake
\( \omega_f \) the characteristic ground frequency representing the local site condition
\( \omega_g \) the frequency of the high-pass filter
\( \omega_n \) \( n \) equally spaced discrete frequency points at \( \Delta \omega \) increments
\( \omega_k \) the modal frequency
\( \xi \) the separation distance
\( \xi_L \) the projected horizontal distance in the longitudinal direction of waves
\( \zeta_f \) the characteristic ground damping ratio representing the local site condition
\( \zeta_g \) the damping ratio of the high-pass filter
\( \zeta_k \) the fraction of modal damping
\( a(t) \) the ground acceleration process
\( a_i(t) \) the ground acceleration processes at stations \( i \)
\( a_k \) the effective influence factors
\( A \) the cross-sectional area of the bearing pads
\( A_o \) the area of the shear flow in a tubular section
\( A_i \) a zero-mean, uncorrelated random amplitudes with mean squares \( E[A_i^2] = \sigma_i^2 \)
\( A_{se} \) the effect shear area
\( b \) a correlation length
\( b_i \) the width of a beam member
\( b_{ni} \) the effective modal participation factors
\( C \) the damping matrix
\( d \) the wave dispersion factor
\( D \) the diameter of the piers, pile diameter
\( D_k(\omega, \zeta) \) the response spectrum for the support degree of freedom \( k \)
\( E \) Elastic modulus; the ensemble average
$E_b$ Young's modulus of the beam

$E_n$ the stochastic variate of error $(F_n - F_n^e)$

$E_s$ Young's modulus

$E_s$, $E_b$ the rigid body displacement vectors

$f$ the acceleration frequency

$f(x)$ a homogeneous n-variate Gaussian random vector field

$f_o(t)$ a zero mean homogeneous Gaussian (one-dimensional and one-variate) random process

$f'_c$ the design concrete cylinder strength

$f_i$ the realizations of $F_i$

$f'_i(x)$ the Kriging estimate of $l$th component $f_i(x)$ of the multi-variate random field

$f^e_n$ the best linear unbiased estimate of the unknown realization

$f_u$ the reinforcement ultimate strength

$f_y$ the reinforcement nominal yield strength

$F(t)$ the one-dimensional and univariate stationary process

$F_i$ denoting $F(t_i)$ in the discretised version of a univariate stationary process $F(t)$

$F_n^c$ the conditional simulation of $F_n$

$F_n^e$ the estimated value

$g(x_i)$ a set of realizations of the vector field $f(x)$ at locations $x_i$

$G$ Shear modulus

$G_{elast}$ the assumed shear modulus for the bearing elastomer

$h$ the height of the bearing pads

$H$ the pier height

$H_k(\omega)$ the frequency response function (transfer function) for mode $k$

$H_m(\omega)$ the frequency-response function of the soil column at station $m$

$I_b$ the moment of inertia of a beam

$I_e$ the effective moment of inertia

$I_y$, $I_z$ Moment of inertia

$j_\pi$ the rotational mass moment of inertia of a beam member

$J_e$ the effective torsional moment of inertia
\( J_x \)  
Torsional moment of inertia

\( k \)  
the modulus of subgrade reaction

\( k' \)  
the depth-independent subgrade reaction modulus

\( k_s \)  
a soil reaction coefficient

\( K \)  
the stiffness matrix

\([K]\)  
Kriging matrix

\( K_i \)  
Discrete soil spring stiffness at depth \( z_i \)

\( l \)  
a characteristic structural dimension

\( l_i \)  
the length of a beam member

\( L \)  
the distance between the two bridge supports, the plastic hinge length

\( m_i \)  
the lumped mass of a beam member

\( M \)  
the number of locations

\( M \)  
the mass matrix

\( M_{y} \)  
the ideal yield moment for a bilinear moment-curvature approximation

\( N \)  
the number of values in the record

\( p \)  
the peak factor, a contact pressure at the soil-pile interface

\( p_0 \)  
the perimeter of the shear flow in a tubular section

\( \mathbf{P}_b \)  
the vector of reaction forces at the base

\( p_z \)  
the corresponding peak factor

\( R[f(x_i), f(x_j)] \)  
the autocorrelation function of an isotropic, zero-mean univariate random field

\( R(\tau) \)  
the autocorrelation function

\( R(\xi, \tau) \)  
the space-time covariance function

\( R_{F} \)  
the correlation function between \( F_i \) and \( F_j \)

\( R_L \)  
dimensionless frequencies

\( R^P(\omega_k, \xi_k) \)  
a modified ground response spectrum for the case of partially correlated support motions

\( S(\omega) \)  
the power spectral density function

\( S(\kappa, \omega) \)  
the frequency-wavenumber spectrum

\( S_l(\omega) \)  
the one-sided spectral density function

\( S_{Cp}(\omega) \)  
the normalized Clough-Penzien spectrum
So the scale factor of Clough-Penzien spectrum

$S_0$ the auto-power spectral densities of the processes $a_i(t)$

$S_p(\omega)$ the cross-power spectral density of the processes $a_i(t)$ and $a_j(t)$

$S_{ij}(\omega)$ the spectral density function of the modal support motion

$S_{yk}(\omega)$ the spectral density function of $y_k$ for the case of partially correlated excitations

$t$ the wall thickness of a tubular section

$t_{\text{max}}$ time-history duration, duration of the process

$T_0$ the period of free vibration

$u_{k,\text{max}}$ the mean peak ground displacement

$U^*$ a pseudostatic component of the displacement

$v$ the mean apparent seismic wave velocity

$v_{\text{app}}$ the surface apparent wave velocity

$v_s$ the shear wave velocity of the medium, the propagation velocity of the wave

$V$ the gross apparent propagation velocity vector

$|V_n|$ the determinant of variance matrix $V_n$

$V_s$ the shear wave velocity of the elastic half-space

$V_s$ a dynamic component of the displacement

$\text{Var}[\varepsilon_i(x)]$ the variance of the error $\varepsilon_i(x)$

$x_r$ any unrecorded location

$x_i$ the recorded location

$y_k$ the modal displacement

$|y_k^p|_{\text{max}}$ the mean value of the maximum modal response for the case of partially correlated support motions

$z$ the depth

$z(t)$ the generic response quantity
CHAPTER 1

INTRODUCTION

1.1 The Significance and Aim of This Study

In earthquake resistant design, it is common to assume that the entire base of a structure is subjected to a uniform ground motion. This can be a realistic assumption for most structures because their foundations extend over a limited area where dimensions are small relative to the seismic vibration wavelengths. However, this is not the case for extended structures, such as long bridges and pipelines, large industrial buildings and dams. These structures can be subjected to very different motions along their length due to the spatial variability of the input seismic motion. Observations [Housner 1990] during earthquakes have clearly demonstrated that seismic ground motions can vary significantly over distances of the same order of magnitude as the dimensions of these extended structures.

The effect of the spatial variation of the seismic ground motions on the response of extended structures has been of concern for a number of decades [Bogdanoff et al. 1965]. So far, most of these studies focus on the elastic behaviour of the structure. Kiureghian [1996] summarized that spatial variability of the strong ground motion can significantly influence internal forces induced in structures with multiple supports. The variability in the support motions usually tends to reduce the inertia-generated forces within the structure, as compared to the forces generated in the same structure when the supports move uniformly. However, differential support motions generate additional forces, known as pseudo-static forces, which are absent when the structure is subjected to uniform support motions. The resultants of the two sets of forces can exceed the level of forces generated in the structure with uniform support motions, particularly when the structure is stiff. Bridge structures are usually designed to behave inelastically under moderate or severe earthquakes. Few existing bridge piers have enough strength to permit them to respond elastically to a major earthquake, thus most piers need to respond inelastically in a ductile manner. Unfortunately, very few nonlinear analyses of extended structures subjected to asynchronous inputs have been performed.

The seismic performance of bridges is a matter of special importance, especially those bridges that play an important role in post-earthquake rescue operations. The access to the affected
area by road or rail can be completely cut by failure of these critical bridges. Further, from a financial viewpoint, the true economic cost of the loss of a critical bridge includes additional costs associated with use of alternative transportation systems or routes, as well as the direct repair cost itself. Hence it is desirable to understand the effect of asynchronous inputs on the inelastic responses of the bridges. Spectacular failures of bridges due to unseating of the deck have been observed in every major earthquake and have also highlighted the need for a better understanding of the effect of asynchronous inputs on the inelastic response of the bridges. The aim of this study is to gain insight of the effect of asynchronous inputs on the elastic and inelastic responses of the bridges in order to improve earthquake design of long bridges.

![Illustration showing seismic wave propagation and scattering](after Harichandran 1999)

Figure 1.1 Illustration showing seismic wave propagation and scattering (after Harichandran 1999)

The spatial variation of seismic ground motion may be schematically thought of as the result of the combination of three different phenomena (see Figure 1.1):

(1) the **wave passage effect**, which is the difference in the arrival times of seismic waves at different stations.

(2) the **geometric incoherence effect**, resulting from reflections and refractions of waves through the soil during their propagation, as well as the difference in the manner of superposition of waves arriving from an extended source at various stations.

(3) the **local site effect**, due to the difference in local soil conditions at each station and the manner in which they influence the amplitude and frequency content of the motion transmitted from the bedrock.

The empirical studies based on recordings of strong motion arrays (essentially the SMART-1 array in Lotung, Taiwan [Abrahamson 1987]) have shed light on the nature of these effects.
and their relative importance. Many empirical and theoretical expressions for the spatial
variability of the seismic motion in terms of a coherency function have been developed on the
base of an assumed stochastic model [Harichandran and Vanmarcke 1986; Luco and Wong
1986; Hao et al. 1989; Kiureghian 1996]. Presently, dynamic analysis with spatially varying input motions can be performed using the
method of random vibrations, the response spectrum method, or the time-history approach. The random vibration method is based on a statistical characterization of the set of motions at the support points [Abdel-Ghaffar 1982; Harichandran and Wang 1988; Zerva 1990]. Typically, a stationary analysis is performed and the set of support motions is specified in terms of a matrix of auto- and cross-power spectral density functions that define the amplitudes and frequency contents of the motions. The cross-power spectral density for any pair of support motions is usually defined in terms of the respective auto-power spectral densities and a coherency function. The advantage of the random vibration method is that it provides a statistical measure of the response, which is not controlled by an arbitrary choice of the input motions. However, from the viewpoint of design, a full random field analysis to address this problem would be impractical.

To provide a practical approach, Berrah and Kausel [1992] suggested a modified response spectrum method on the basis of random vibration theory. Each spectral value of the given design response spectrum is adjusted by a correction factor that depends on the structural properties and on the characteristics of the wave propagation phenomenon. Kiureghian and Neuenhofer [1992] developed a new response spectrum method, which is also based on random vibration theory and properly accounts for the effects of correlation between the support motions as well as between the modes of vibration of the structure. They derived a combination rule known as the multiple support response spectrum (MSRS) method, which yields approximately the mean maximum response.

Time-history analyses utilize particular input accelerations at the various support points in terms of their complete time-histories and provide bridge response quantification for these earthquake inputs in the form of time-histories of the various response quantities. Only the time-history approach can be used for nonlinear structural analyses. The disadvantage of the time-history analyses is that the results produced from the analysis are specific to the set of selected time histories. The so-called Monte Carlo techniques [Shinozuka 1972; Shinozuka and Deodatis 1991] can be used to overcome this problem, in which the random process
simulations are employed to obtain the needed time-histories that reflect the statistical properties of the ground motion families. Provided that appropriate ground motion time-histories are used, a nonlinear analysis of a bridge subjected to asynchronous input motions does not present any more difficulties than does an analysis using a synchronous input motion.

In this study a method for generating the asynchronous input motions for the given specified earthquake records is proposed. Then the time-history approach is employed to carry out the elastic and inelastic responses of long bridges subjected to asynchronous input motions in order to gain insight into the effect of asynchronous inputs on the elastic and inelastic responses of long bridges. The transverse and longitudinal responses of long bridges with different configurations are investigated respectively using different natural earthquake records for both the travelling wave and the wave dispersion cases. RUAUMOKO (3-Dimensional Version) [Carr 2001] was used to produce piece-wise time-history responses of the long bridges.

1.2 The Organisation of This Thesis

The brief history of this subject has been reviewed. The main findings found so far and the methods used in previous studies are summarized and discussed in Chapter 2.

In Chapter 3 a simple and effective method is proposed to generate the asynchronous input motions for a known specified earthquake records based on the modified Kriging method. In the proposed method the asynchronous seismic input motions are assumed as a Multi-variate Gaussian random field and the modified Kriging method is employed to simulate the random field conditionally, with two assumptions being made to simplify the process of the conditional simulation.

Chapter 4 gives the details of the prototype bridges and their structural modelling. In this study, the bridge deck, piers and piles are modelled as three-dimensional frame members and the bearings and the interactions between the pile and soils are modelled as three-dimensional spring members. The methods for determining the properties of the frame and the spring members are also given.
The wave passage effect of the variability of the seismic motion on the elastic and inelastic responses of the long bridges is investigated in Chapter 5. The elastic and inelastic transverse responses of six bridge models with different configurations are produced for the travelling wave cases and synchronous cases. Three natural earthquake records are employed as input motions respectively. The investigated response parameters are the maximum pier drifts, the maximum shear forces in the piers and the maximum section curvature ratios of the piers. The variations of the investigated response parameters with the travelling wave velocity are analysed.

Chapter 6 deals with the combined geometric incoherence and wave passage effects of the seismic motion on the transverse seismic response of long bridges. Three wave dispersion factors, \( d = 100, 10 \) and \( 1 \), were used in the wave dispersion cases. The bigger the value of \( d \) the higher the expected correlation between the points of the random field motion. The variations of the investigated response parameters with the degree of the geometric incoherence effect are discussed. The responses are also compared with those in the simple travelling wave cases.

In Chapter 7 the longitudinal responses of the bridge models are carried out for both the travelling wave and the wave dispersion cases. The investigated response parameters are the maximum relative displacements of the bridge deck across the movement joints and the maximum relative displacements between the girder ends and the top of the abutments. The factors that affect the response parameters investigated in the asynchronous input case are discussed.

Chapter 8 summarises this research and Chapter 9 gives the main conclusions drawn from this study and some recommendations for further study.
CHAPTER 2

LITERATURE REVIEW

2.1 The Damage to Bridges in Recent Earthquakes

In recent earthquakes, bridges have not performed as well as might be expected. Even some modern bridges designed specifically for seismic resistance have collapsed or have been severely damaged. The damage to bridges in recent earthquakes can be broadly grouped into three categories [Priestley and Park 1984]: (1) spans falling from piers under the seismically induced response displacement, due to inadequate seating provisions, and a lack of restraints from pier caps or adjacent spans; (2) failure of piers or piles in flexure or shear, resulting from the seismic inertia forces induced in the bridge superstructure; (3) failure of foundation materials (slumping of abutments, liquefaction of sandy foundations). The observed damage cannot be directly identified with the effect of asynchronous ground motion, as this aspect is not yet fully understood. Amongst the failures, some of unseating of spans are thought to be directly attributed to asynchronous input ground motion, or asynchronous motion at the tops of the piers.

The unseating of bridge spans is a common type of seismic failure in bridges. The bridge girders move off their supports because the relative movement of the spans in the longitudinal direction exceeds the seating widths. Asynchronous ground displacement effects may play an important role in this. However, the structural differences between sections separated by movement joints and the local soil conditions may increase the relative movements across the movement joints. Another case that may result in span unseating is when the spans are skewed. It has been observed that skewed spans develop larger displacements than right spans, as a consequence of a tendency for the skew span to rotate in the direction of decreasing skew, thus tending to drop off the supports at the acute corners. Spans unseating have been observed in most major earthquakes.

Earthquake of March 27, 1964, Gulf of Alaska (magnitude 8.5). The steel trusses of the Copper River and Northwestern Railroad Bridge near Round Island were shifted between a third and two-thirds of a metre [USA National Oceanic & Atmospheric Administration website]. Figure 2.1 shows one of the displaced trusses, which pounded against an adjacent
steel girder span. The girder span was moved, its concrete pedestal was rotated, and the girder 
span almost fell into the river. Note the shortening indicated by buckling of the guardrail.

![Figure 2.1 Damage to Railroad Bridge by Alaska Earthquake of 1964](image1)

**Earthquake of June 16, 1964, Niigata.** (magnitude 7.4). The Showa Bridge pictured in 
Figure 2.2 had seven spans across the river, each supported by piers, consisting of structural 
steel girders carrying the reinforced concrete decks. Two of the piers collapsed. The 
corresponding spans of the bridge collapsed and dropped into the river. The successive spans 
toward the west bank also dropped while one end of each span remained connected at the top 
of successive piers. The construction was such that one end of the girders was fixed to a pier 
and the other end was free to slide longitudinally off the pier after about 30 cm of movement 
[USA National Oceanic & Atmospheric Administration website].

![Figure 2.2 Damage to Showa Bridge by Niigata Earthquake of 1964](image2)
The San Fernando earthquake of February 9, 1971, (magnitude 6.6). The interchange between the I-5 (Golden State) and C-14 (Antelope Valley) was under construction at the time of the earthquake. The central portion of the curved, nine-span South Connector Overcrossing collapsed, which was structurally complete at the time of the earthquake (Figure 2.3). The collapsed section consisted of a two-span prestressed post-tensioned box girder supported by a central column and by reinforced concrete box sections at the ends. Although linkage restrainer bolts were provided across the movement joints in this bridge, they had insufficient strength to restrain the relative longitudinal movement [Fung et al. 1971].

![Figure 2.3 The span collapse of I-5 and C-14 interchange in San Fernando earthquake of 1971](image)

Earthquake of February 4, 1976, Guatemala (magnitude 7.5). Figure 2.4 shows the collapse of three central spans of the Agua Caliente Bridge on the road to the Atlantic Ocean. Both ground shaking and ground failure contributed to this collapse [USA National Oceanic & Atmospheric Administration website].

![Figure 2.4 Agua Caliente Bridge was damaged by Guatemala Earthquake of 1976](image)
Earthquake of October 17, 1989, Loma Prieta, (magnitude 7.1). Figure 2.5 shows damage of the San Francisco-Oakland bay bridge [EERI 1990]. At pier E-9 there is an abrupt change in the structural system, dimensions and spans. On the westward side, there is a span of 154m, where the truss has an overall height of 25.6m. On the eastward side, a shorter span of 88m exists, and the truss height is 12m. The collapsed 15m connecting span was simply supported on the two trusses mentioned above. Failure was due to relative motions between the two end trusses in excess of the 12.7cm (5") provided by the seating length.

Costa Rica earthquake of April 22, 1991 (magnitude 7.5). Figure 2.6 shows span failure of a modern bridge in Costa Rica after the earthquake [EERI 1991]. The supports of the bridge were skewed at about 30° to the transverse axis, and the spans were thrown off the internal support in the direction of decreasing skew, due to relative displacement between the abutment and an internal pier at a site with soft soils.
The Northridge Earthquake of January 17, 1994, (magnitude 6.8). In this earthquake, several segments of the I-5 and C-14 interchange collapsed again as shown in Figure 2.7 [EERI 1995].

The January 17, 1995 Kobe earthquake (magnitude 7.0). Figure 2.8 shows the failure of the east link span to the 250m Nishinomiya-ko arch bridge of the Wangan expressway [Priestley et al. 1995]. This 50m simply supported span has unseated due to large movements of the arch bridge support. Elevated highways in Japan typically consist of single spans that have roller bearings at one end and are fixed at the other. A number of these single spans fell off their supports at the expansion joints because of the large longitudinal differential displacements induced between piers as shown in Figure 2.9.

The behaviour exhibited by the long elevated structures indicates that longitudinal seismic actions played an important part in their performance. In these cases the damage appeared consistent with displacements being applied which were much greater than the strength or displacement capabilities of the components. It can therefore be concluded that the peak
forces on these long elevated bridges resulted from non-synchronous longitudinal ground displacement effects rather than the synchronous response of the structure to ground shaking. That is, the longitudinal ground displacement effects are caused by out of phase displacements which occur as the seismic wave pass along the structures [Park et al. 1995].

Figure 2.8 Unseating of Nishinomiya-ko bridge in Kobe Earthquake of 1995

Figure 2.9 Collapsed sections of expressways in Kobe Earthquake of 1995

These deck collapses which were observed in these major earthquakes cannot be fully attributed to the asynchronous ground motion but it seems that non-uniform earthquake motions could play an important role in the seismic response of bridge and needs to be investigated further.
2.2 The Asynchronous Input Accelerations

To perform a time-history analysis with spatially varying input motions, the asynchronous input accelerations are usually specified in one of three ways: (1) selection of a ground motion array previously recorded in a setting similar to the design situation at hand; (2) generation of time-histories based on modelling of the seismic source and propagation of waves in an elastic medium; and (3) simulation of time-histories based on the random vibration approach.

The theoretical, seismological approach based on the modelling of the seismic source and the propagation of waves through the soil is generally successful at low frequencies (less than 1 Hz) only. As an alternative, observed seismograms from small earthquakes can be used as empirical Green’s functions in place of the theoretical functions [Wald et al. 1988]. The empirical Green’s functions allow an approximate inclusion of higher frequencies. The seismological approaches require detailed knowledge of the source mechanism and geological materials along the wave path, which is not always available. In earthquake engineering, the spatial variation is described by the coherency functions defined in terms of the cross-spectral density functions and the local power spectral density functions. Simulation techniques based on the random vibration theory [Shinozuka and Jan 1972; Spanos and Mignolet 1990; Ramadan and Novak 1993] are then used to generate spatially incoherent seismic ground motions matching the prescribed, or target, values of either the power spectral density and coherency function, or the cross-spectral density matrix.

2.2.1 Coherency function and SMART-1 array

In the context of stationary random processes, the coherency function represents the cross-power spectral density of the motions at two stations, normalized by the square root of the corresponding auto-power spectral densities. For ground acceleration records $a_i(t)$ and $a_j(t)$ at stations $i$ and $j$, respectively, the coherency function $\gamma_{ij}(\xi, \omega)$ is defined by

$$\gamma_{ij}(\xi, \omega) = \begin{cases} \frac{S_{ij}(\xi, \omega)}{\sqrt{S_{ii}(\omega)S_{jj}(\omega)}} & \text{for } S_{ii}(\omega)S_{jj}(\omega) \neq 0 \\ 0 & \text{for } S_{ii}(\omega)S_{jj}(\omega) = 0 \end{cases}$$

(2.1)
where $\omega$ denotes the circular frequency, $\xi$ denotes the separation distance, $S_x(\omega)$, $S_y(\omega)$ denote the auto-power spectral densities of the processes $a_i(t)$ and $a_j(t)$, and $S_{xy}(\xi, \omega)$ denote the cross-power spectral density of the processes $a_i(t)$ and $a_j(t)$. In general, $y_{xy}(\xi, \omega)$ is complex. Separating $y_{xy}(\xi, \omega)$ into its absolute value and phase angle, equation (2.1) can be written in the form

$$ y_{xy}(\xi, \omega) = |y_{xy}(\xi, \omega)| \exp(i\theta_{xy}(\xi, \omega)) $$

(2.2)

where $i = \sqrt{-1}$, and $\theta_{xy}(\xi, \omega) = \tan^{-1} \frac{\text{Im} y_{xy}(\xi, \omega)}{\text{Re} y_{xy}(\xi, \omega)}$ is a frequency dependent phase angle, where Im and Re refer to the imaginary and real parts of the complex function. The two terms in equation (2.2) characterize distinct effects of spatial variability: the real-valued function $|y_{xy}(\xi, \omega)|$ characterizes the incoherence effect, whereas the complex term $\exp(i\theta_{xy}(\xi, \omega))$ characterizes the wave-passage and site-response effects. It is common to use the absolute value of the coherency to describe the similarity of the waveforms at two stations without regard to the difference in the arrival times of the waves. In contrast, the wave passage effect depends only on the time delays in the arrival of waves.

![Figure 2.10 The SMART-1 array](image)

The SMART-1 array in Lotung, Taiwan (see Figure 2.10) is the first large density digital array of strong-motion seismographs where soil conditions are more or less uniform throughout the array [Abrahamson 1987]. It consists of a center instrument C00 and other instruments arranged on three concentric circles, with radii of 200m, 1000m and 2000m respectively; along the circumference of each circle are twelve equally spaced strong motion stations.
accelerometers having a common time basis. SMART-1 allows measurement of the spatial correlation of ground motion, evaluation of the variability of the ground motion within a small area, computation of torsion and rocking components of ground motion as well as ground strain, identification of wave types and estimation of their apparent horizontal velocity. These properties of the free-field ground motion have important implications for the seismic response of extended structures. The various spectra are estimated for numerous accelerogram pairs. Extensive analysis of data from SMART-1 indicated that [Harichandran and Vanmarcke 1986, Harichandran 1991]:

1. The auto spectral density functions of accelerograms at locations with the dimensions of engineered structures are similar, i.e., the local site effect can often be neglected.
2. Typically, coherency becomes smaller as the distance between stations \(l\) and \(m\) increase.
3. Typically, coherency decreases with increasing frequency \(f\).
4. The decay of the absolute value of the coherency spectrum \(|\gamma_{lm}(f)|\) is not overly direction sensitive.

The observations suggest the following simplifications:

1. The auto spectral density function (SDF) at any location can be given by a point SDF \(S(f)\) estimated as the average of all the auto SDFs.
2. The absolute coherency decay between all pairs of stations can be described by a single function \(\gamma(\xi, f)\), where \(\xi = \text{separation between } l\text{ and } m\).
3. The phase spectra can be (grossly) simplified as \(\phi(\xi, f) = -2\pi\tau\), where \(\tau = \frac{V \cdot \xi}{|V|^2} = \text{propagation time delay, and } V = \text{apparent propagation velocity vector.}\)

Some empirical coherency functions developed from the array recordings are introduced here.

**Harichandran and Vanmarcke's model**, which is based on the recorded data of Event 20 at the SMART-1 array, is described by the following equation [Harichandran and Vanmarcke 1986]

\[
\gamma_y(\xi, \omega) = A \exp \left[ -\frac{2\xi^2(1-A+aA)}{a\theta(\omega)} \right] + (1-A) \exp \left[ -\frac{2\xi^2(1-A+aA)}{\theta(\omega)} \right]
\]

in which \(\theta(\omega) = \left[ 1 + \left( \frac{\omega}{2\pi f_o} \right)^6 \right]^{-\frac{1}{2}}\), \(A = 0.736\), \(a = 0.147\), \(k = 52.10 m\), \(f_o = 1.09 Hz\),
\( b = 2.78 \), and \( | \cdot | \) indicates the absolute value. This model has been used frequently in seismic response analyses of large structures.

**Luco and Wong** [1986] developed the following model

\[
\gamma_{\theta}(\xi^L, \omega) = \exp \left[ -\left( \frac{\alpha \omega \xi^L}{v_s} \right)^2 \right] \exp \left[ i \frac{\omega \xi^L}{v_{app}} \right] \tag{2.4}
\]

in which \( \alpha \) is an incoherence factor, \( \xi \) is the horizontal separation distance between two stations, \( \xi^L \) denotes the projected horizontal distance in the longitudinal direction of the waves, \( v_s \) is the shear wave velocity of the medium, and \( v_{app} \) is the surface apparent wave velocity. This model assumes increasing incoherence with increasing frequency or distance between the two stations, and considers the phase angle as a linear function of the frequency. Because of its simplicity, many other investigators have used this model.

**Hao et al.** [1989] suggested the following relation for the coherency function

\[
\gamma_{\theta}(\xi^L, \xi^T, \omega) = \exp \left[ -\left( \beta_1 \xi^L - \beta_2 \xi^T \right) \right] \exp \left[ -\left( \alpha_1(\omega) \sqrt{\xi^L} + \alpha_2(\omega) \sqrt{\xi^T} \right) \right] \exp \left( i2\pi \frac{\xi^L}{v_s} \right) \tag{2.5}
\]

where \( \xi^L \) and \( \xi^T \) are projected separation distances along and normal to the dominant direction of wave propagation, respectively; \( \beta_1 \) and \( \beta_2 \) are constant parameters; \( \alpha_1(\omega) \) and \( \alpha_2(\omega) \) are frequency dependent parameters. The parameters and functions in the equation are obtained through regression analysis of the data.

More recently, **Kiureghian** [1996] proposed a theoretical model for the coherency function. He assumed the ground acceleration process \( a(t) \) as a stationary process. Thus, it can be approximately decomposed into a set of discrete frequency components in the form

\[
a(t)^d = \sum_{i=1}^{n} A_i \cos(\omega_i t + \phi_i) \tag{2.6}
\]

where \( A_i, \quad i = 1, 2, \ldots, n, \) are zero-mean, uncorrelated random amplitudes with mean squares \( E[A_i^2] = \sigma_i^2 \), \( \omega_i = \omega_i + (i-1)\Delta \omega \) are \( n \) equally spaced discrete frequency points at \( \Delta \omega \) increments, and \( \phi_i \) are random phase angles with uniform distributions over \((0, 2\pi)\) and statistically independent of each other. Then, by using the definition of the coherency function and a set of simplifying assumptions including a plane wave arriving at a single incidence angle at the two stations, a one-dimensional shear wave propagating vertically in
the local soil medium, and the linear characterization of soil behavior, he obtained the expression of this model as the following:

\[
\gamma_{ij}(\xi, \omega) = \gamma_{ij}(\xi, \omega)^{\text{incoherence}} \cdot \gamma_{ij}(\xi, \omega)^{\text{wave-passage}} \cdot \gamma_{ij}(\xi, \omega)^{\text{site-response}}
\]

\[
= \cos[\beta(\xi, \omega)] \exp \left[ -\frac{1}{2} \alpha^2(\xi, \omega) \right] \exp \left[ \theta_{ij}(\xi, \omega)^{\text{wave-passage}} + \theta_{ij}(\xi, \omega)^{\text{site-response}} \right]
\]

(2.7)

where the phase angles,

\[
\theta_{ij}(\xi, \omega)^{\text{wave-passage}} = -\frac{\omega \xi}{v_{\text{app}}(\omega)}
\]

(2.8)

\[
\theta_{ij}(\omega)^{\text{site-response}} = \theta_i(\omega) - \theta_j(\omega) = \tan^{-1} \frac{\text{Im}[H_i(\omega)H_j(-\omega)]}{\text{Re}[H_i(\omega)H_j(-\omega)]}
\]

(2.9)

and \( H_m(\omega) \) denotes the frequency-response function of the soil column at station \( m \) (\( m = i, j \)). The model is composed of three components characterising the distinct effects that give rise to the spatial variability, namely, the incoherence effect, the wave-passage effect, and the site-response effect. The incoherence component of the coherency function is a real-valued, non-negative, decaying function of frequency and inter-station distance. It is shown to be formed of two sub-components: one representing the effect of random phase angle variations, and one representing the effect of random amplitude variations between the wave components at two stations. The wave passage component of the coherency function is represented in terms of a phase angle expressed as a function of frequency, inter-station distance, and the apparent velocity of the seismic waves. The site response component is also represented in terms of a phase angle function. However, for this effect, the phase angle is dependent on the properties of the local soil profile at each station. This model provides a mathematical framework that may allow better calibration with recorded data, as well as specification of design motions for regions or geologic settings where no array recordings are available.

2.2.2 Power spectral density function

The power spectral density (PSD) function of the seismic ground motion is most commonly described by the well-known modified Kanai-Tajimi spectrum of ground accelerations [Clough and Penzien 1993]:
\[ S_a(\omega) = S_{CP}(\omega) \cdot S_0 \]
\[
= \frac{1 + 4\zeta_f^2 \left( \frac{\omega}{\omega_f} \right)^2 \left( \frac{\omega}{\omega_g} \right)^4 \left[ 1 - \left( \frac{\omega}{\omega_f} \right)^2 \right]^2}{\left[ 1 - \left( \frac{\omega}{\omega_f} \right)^2 \right]^2 + 4\zeta_f^2 \left( \frac{\omega}{\omega_f} \right)^2 \left[ 1 - \left( \frac{\omega}{\omega_g} \right)^2 \right]^2 + 4\zeta_g^2 \left( \frac{\omega}{\omega_g} \right)^2 \left[ 1 - \left( \frac{\omega}{\omega_f} \right)^2 \right]^2} \cdot S_0 \quad (2.10)
\]

and that of displacements as \( S_u(\omega) = S_a(\omega)/\omega^4 \). The power spectral density function is expressed in terms of a constant power spectral density function \( S_0 \), representing white noise bedrock excitation, multiplied by the transfer functions \( H_1(i\omega), H_1(-i\omega), H_2(i\omega), \) and \( H_2(-i\omega) \), in which \( H_1(i\omega) \) and \( H_2(i\omega) \) are given by the following equations.

\[
H_1(i\omega) = \frac{1 + 2i\zeta_f \left( \frac{\omega}{\omega_f} \right)}{\left[ 1 - \left( \frac{\omega}{\omega_f} \right)^2 \right]^2 + 2i\zeta_f \left( \frac{\omega}{\omega_f} \right)} \quad \text{ (2.11)}
\]

\[
H_2(i\omega) = \left( \frac{\omega}{\omega_g} \right)^2 \frac{1 - \left( \frac{\omega}{\omega_f} \right)^2 + 2i\zeta_f \left( \frac{\omega}{\omega_f} \right)}{\left[ 1 - \left( \frac{\omega}{\omega_f} \right)^2 \right]^2 + 2i\zeta_f \left( \frac{\omega}{\omega_f} \right)} \quad \text{ (2.12)}
\]

The function \( H_1(i\omega) \) is the well-known Kanai-Tajimi filter function. Parameters \( \omega_f \) and \( \zeta_f \) may be thought of as some characteristic ground frequency and characteristic damping ratio, respectively, representing the local site condition and parameters \( \omega_g \) and \( \zeta_g \) are the frequency and damping ratio of the high-pass filter, they must be set appropriately for the desired filtering of the very low frequencies. The factor \( S_0 \) depends on the peak ground acceleration (PGA) according to the following relation

\[
S_0 = \frac{PGA^2}{p^2 \var \omega} \quad \text{ (2.13)}
\]

where \( p \) = peak factor, given by \( p = \sqrt{2\ln \frac{2.8\Omega \omega_{max}}{2\pi}} \), in which \( t_{max} \) = duration of the process, and \( \Omega = \sqrt{\frac{E[\dot{x}^2]}{\text{var}[x]}} \) where \( E[\dot{x}^2] = \int_{-\infty}^{\infty} \omega^2 S(\omega) d\omega \) is the mean square of the derivative of the process; \( \text{var}[x] = \int_{-\infty}^{\infty} S(\omega) d\omega \) is the variance (total power) of the process, and \( \var \omega = \int_{-\infty}^{\infty} S_{CP}(\omega) d\omega \). The characteristic ground frequency \( \omega_f \) of the Clough-Penzien spectrum depends on the soil type (\( F = \text{firm}, M = \text{medium}, S = \text{soft} \)) [Clough and Penzien
1993] as follows: \( \omega_f(F) = 15\text{rad/s} \); \( \omega_f(M) = 10\text{rad/s} \); \( \omega_f(S) = 5\text{rad/s} \), while the other parameters can be determined as follows: \( \zeta_f = \omega_f / 15 \); \( \omega_g = \omega_f / 10 \); \( \zeta_g = 0.6 \). The values of \( \text{var}^* \) and \( \Omega \) for the three soil types are \( \text{var}^*(F) = 184.111 \); \( \text{var}^*(M) = 125.529 \); \( \text{var}^*(S) = 90.164 \); \( \Omega(F) = 46.276\text{rad} \); \( \Omega(M) = 21.963\text{rad} \); \( \Omega(S) = 6.498\text{rad} \).

### 2.2.3 Unconditional simulation of multisupport seismic ground motions

Simulation of single random processes, both stationary and nonstationary, has been common for many years, but simulation of spatially incoherent random fields has received relatively little attention until the installation of the SMART-1 array. The methods used for simulation of spatially incoherent random fields can be categorized primarily into two classes: (1) methods based on the summation of trigonometric functions (wave superposition), also known as spectral representation methods; (2) methods based on the convolution of white noise with a kernel function or integration of a differential equation driven by white noise (digital filtering).

The spectral representation method has been the most popular method, perhaps due to its simplicity. It was Shinozuka [1972; Shinozuka and Jan 1972] who first applied this method for simulation purposes including multi-dimensional, multi-variate and nonstationary cases. Yang [1972, 1973] showed that the Fast Fourier Transform (FFT) technique could be used to dramatically improve the computational efficiency of the algorithm and proposed a formula to simulate random envelope processes. Shinozuka [1974] extended the application of the FFT technique to multidimensional cases. Deodatis and Shinozuka [1989] extended the spectral representation method to simulate stochastic waves.

Simulation of multivariate processes based on digital filtering can be accomplished by first simulating a family of uncorrelated processes and subsequently imposing the appropriate correlation structure by a transformation [Kareem 1978; Iannuzzi and Spinelli 1987]. More recent developments in digital filtering techniques include state space modelling, autoregressive (AR), moving average (MA), and the combination autoregressive and moving averages (ARMA) models [Reed and Scanlan 1984; Samaras et al. 1985; Spanos and Mignolet 1990; Kareem and Li 1992].
2.2.3.1 Simulation of random processes according to the spectral representation method

Consider a zero mean homogeneous Gaussian (one-dimensional and one-variate) random process \( f_0(t) \) with autocorrelation function \( R(\tau) \) and spectral density \( S(\omega) \), in which \( \tau \) and \( \omega \) indicate time lag and frequency (in seconds and rad/sec), respectively. \( R(\tau) \) and \( S(\omega) \) are even functions of their respective arguments and obey the Wiener-Khintchine transformation, e.g.

\[
\begin{align*}
R(\tau) &= \int_0^\infty S(\omega) \cos \omega \tau d\omega = \int_{-\infty}^\infty S(\omega) e^{i\omega \tau} d\omega \\
S(\omega) &= \frac{1}{2\pi} \int_{-\infty}^{\infty} R(\tau) \cos \omega \tau d\tau = \frac{1}{2\pi} \int_{-\infty}^{\infty} R(\tau) e^{-i\omega \tau} d\tau
\end{align*}
\]  

(2.14)

The random process \( f_0(t) \) could be expressed in the form of the sum of the cosine functions [Rice 1954]:

\[
f(t) = \sqrt{2} \sum_{k=1}^{K} A_k \cos(\omega_k t - \phi_k)
\]

(2.15)

where \( \phi_k \) are random angles distributed uniformly between 0 and \( 2\pi \), and

\[
A_k = \left[ S_1(\omega_k) \Delta \omega \right]^{1/2}, \quad \omega_k = \left( k - \frac{1}{2} \right) \Delta \omega
\]

(2.16)

with \( S_1(\omega) = 2S(\omega) \) being the one-sided spectral density function (Figure 2.11). Accordingly,

\[
\text{Figure 2.11 One-sided spectral density}
\]

Shinozuka [1972; Shinozuka and Jan 1972] suggested that the digital simulation of a sample function \( \tilde{f}(t) \) of \( f(t) \) could be done by using equation (2.15) with \( \phi_k \) being replaced by their realized values \( \varphi_k \).
\[ f(t) = \sqrt{2} \sum_{k=1}^{K} A_k \cos(\omega_k t - \varphi_k) \quad (2.17) \]

Equation (2.17) is valid if there is an upper cut-off frequency \( \omega_u = K\Delta \omega \) above which the contribution of the power spectral density (PSD) to the simulations is negligible for practical purposes. The following characteristics are inherent in the simulations: (i) they are asymptotically Gaussian as \( K \to \infty \) due to the central limit theorem; (ii) they are periodic with period \( T_0 = 4\pi / \Delta \omega \); (iii) they are ergodic, at least up to the second moment, over an infinite time domain or over the period of the simulation; and (iv) as \( K \to \infty \) the ensemble mean, auto-correlation and power spectral density functions of the simulations become identical to those of the process itself, because of the orthogonality of the cosine functions in equation (2.17).

A significant improvement in the efficiency of digital simulation has been suggested by Yang [1972, 1973] writing

\[ f(t) = \sqrt{\Delta \omega} \text{Re} F(t) \quad (2.18) \]

in which \( \text{Re} F(t) \) represents the real part of \( F(t) \) and

\[ F(t) = \sum_{k=1}^{N} \sqrt{2S_1(\omega_k)} e^{i\omega_k t} e^{i\omega_k t} \quad (2.19) \]

is the finite complex Fourier transform of \( \sqrt{2S_1(\omega_k)} e^{i\omega_k} \). The advantage of equation (2.18) is such that function \( F(t) \) can readily be computed by applying the Fast Fourier Transform (FFT) algorithm, hence avoiding the time-consuming computation of a large number of cosine functions.

2.2.3.2 Simulation of space-time random fields according to the spectral representation method

Shinozuka [1974; 1987] extended the spectral representation method to multivariate, multidimensional random fields. Consider a homogeneous, stationary space-time random field with zero mean, space-time covariance function \( R(\xi, \tau) \), \( \xi \) being the separation distance, and \( \tau \) being the time lag, and frequency-wave number \((F - K)\) spectrum \( S(\kappa, \omega) \), in which \( \kappa \) indicates the wave number and \( \omega \) indicates the frequency. The frequency-wave number spectrum and the covariance function are Wiener-Khintchine transform pairs and possess the same symmetries.
\[
R(\xi, \tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S(\kappa, \omega) e^{i(\kappa \xi + \omega \tau)} d\kappa d\omega
\]
\[
S(\kappa, \omega) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} R(\xi, \tau) e^{-i(\kappa \xi + \omega \tau)} d\xi d\tau
\]

(2.20)

The space-time random field can be simulated through [Zerva 1992; Shinozuka 1987]:

\[
f(x, t) = \sqrt{2} \sum_{j=0}^{J} \sum_{n=0}^{N} \left\{ 2S(\kappa_j, \omega_n) \Delta \kappa \Delta \omega \right\}^{1/2} \cos(\kappa_j x + \omega_n t + \phi_{jm}^{(1)}) + 2S(\kappa_j, -\omega_n) \Delta \kappa \Delta \omega \right\}^{1/2} \cos(\kappa_j x - \omega_n t + \phi_{jm}^{(2)}) \}
\]

(2.21)
in which \(\phi_{jm}^{(1)}\) and \(\phi_{jm}^{(2)}\) are two sets of independent random phase angles uniformly distributed between \((0, 2\pi]\), \(\kappa_j = \left(j + \frac{1}{2}\right) \Delta \kappa\) and \(\omega_n = \left(n + \frac{1}{2}\right) \Delta \omega\) are the discrete wave-number and frequency, respectively, and \(\Delta \kappa\) and \(\Delta \omega\) are the wave-number and frequency steps, respectively. Equation (2.21) is valid, if there exist an upper cut-off wave number \(\kappa_u = J \times \Delta \kappa\) and an upper cut-off frequency \(\omega_u = N \times \Delta \omega\), above which the contribution of the F-K spectrum to the double summation in equation (2.21) is insignificant for practical purposes. The Fast Fourier Transform (FFT) algorithm also can be introduced in equation (2.21), to improve the computational efficiency of the method.

2.2.4 Shape functions

In engineering, a nonstationary process \(x(t)\) can often be represented fairly well using the quasi-stationary form

\[
x(t) = z(t) \cdot f(t)
\]

(2.22)

where \(z(t)\) is a fully prescribed function of time and \(f(t)\) is a stationary process. If \(f(t)\) is a Gaussian process, \(x(t)\) will also be Gaussian, in which case the covariance function \(E[x(t)x(t+\tau)] = z(t)z(t+\tau)R_f(\tau)\) completely characterizes the process.

One function commonly used for artificial seismic ground motions is

\[
z(t) = \begin{cases} 
\left( \frac{t}{t_1} \right)^2 & \text{for} \quad 0 \leq t \leq t_1 \\
1 & \text{for} \quad t_1 \leq t \leq t_2 \\
\exp \left( \frac{t - t_2}{t_{max} - t_2} \cdot \ln \beta \right) & \text{for} \quad t_2 \leq t \leq t_{max}
\end{cases}
\]

(2.23)
where \( t_1 \), \( t_2 \) = ramp duration and decay starting time, respectively; \( t_{\text{max}} \) = time-history duration; and \( \beta \) = ratio of the amplitude envelope at \( t_{\text{max}} \) to that during the stationary phase (\( t_1 \leq t \leq t_2 \)). Another function that has been used for this purpose is

\[
z(t) = a_1 t \exp(-a_2 t)
\]

where the constants \( a_1 \) and \( a_2 \) are assigned values after considering such factors as earthquake magnitude and epicentral distance. For the general class of accelerograms recorded during the San Fernando, California earthquake, statistical studies show that constants \( a_1 \) and \( a_2 \) can be assigned the values 0.45 and 0.167, respectively [Clough and Penzien 1993].

### 2.2.5 Conditional simulation of seismic ground motions

If motions have been recorded or specified for design purposes at a number of closely spaced points, the conditional simulation techniques of a random field can be used to generate compatible accelerograms at nearby locations where motions are not available. Throughout the history of stochastic process and field simulation the unconditional simulation has been the main theme and widely applied in structural and related engineering over the last three decades or so. However, the development of the method of conditional simulation for the random processes and fields is of relatively recent origin. So far, conditional simulation can be carried out by the use of either the Kriging method or the conditional probability density function (CPDF) method.

Kriging methodology, which provides the best linear unbiased estimate built on data of a stochastic field, has been developed by many researchers mainly in geostatistics [Krige 1966; Matheron 1967; Journel 1974]. Vanmarcke and his co-workers directly applied the kriging method to conditional simulation problems in earthquake engineering [Vanmarcke and Fenton 1991; Vanmarcke et al. 1993]. Hoshiya and his co-worker [Hoshiya 1994; Hoshiya and Marugama 1994; Hoshiya 1995] modified the Kriging method and used the modified version for conditional simulation in relation to earthquake engineering applications. The modification by Hoshiya and his co-worker represents a significant improvement that has made the Kriging method theoretically much cleaner and computationally more efficient [Shinozuka and Zhang 1996].
The conditional probability density function (CPDF) method was developed and applied in earthquake engineering by Kameda and Morikawa [1991, 1992, 1994]. This method takes advantage of the ease with which the conditional probability density function can be analytically derived for Gaussian variables, and presents (mathematically) a more straightforward method. Here the one-dimensional and univariate stationary stochastic process is used to illustrate these two methods in their application to the conditional simulation of stochastic processes.

2.2.5.1 Kriging method

The one-dimensional and univariate stationary process $F(t)$ with known mean and correlation functions may be approximated by its discretised version $(F_1, F_2, \ldots, F_n)$ with $F_i$ denoting $F(t_i)$. Thus, the problem now is to simulate the stochastic variate $F_n$ under the condition that $(n-1)$ realizations $f_i$ of $F_i, i=1, 2, \ldots, (n-1)$ are known. Following Journel and Huijbregts [1978], the best linear unbiased estimate of the unknown realization $f_n$, denoted as $f_n^*$, is constructed linearly in terms of $(n-1)$ known realizations as follows:

$$f_n^* = \sum_{i=1}^{n-1} \lambda_{ii} f_i$$  \hspace{1cm} (2.25)

This process of evaluating the best linear unbiased estimate is the original meaning of the Kriging method. Equation (2.25) may also be presented in the estimator form involving the corresponding stochastic variates

$$F_n^* = \sum_{i=1}^{n-1} \lambda_{ii} F_i$$  \hspace{1cm} (2.26)

In equation (2.25) and (2.26), the Kriging weights $\lambda_{ii}$ are determined based on the unbiased condition

$$E(F_n^* - F_n) = E\left[\sum_{i=1}^{n-1} \lambda_{ii} F_i - F_n \right]$$

$$= \sum_{i=1}^{n-1} \lambda_{ii} \mu - \mu$$  \hspace{1cm} (2.27)

and on the minimum estimation variance

$$E[(F_n^* - F_n)^2] = E\left[\left(\sum_{i=1}^{n-1} \lambda_{ii} F_i - F_n \right)^2 \right]$$

$$= \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} \lambda_{ii} \lambda_{jj} R_{ij} - 2\sum_{i=1}^{n-1} \lambda_{ii} R_{in} + R_{nn}$$ \hspace{1cm} (2.28)
where \( E \) = ensemble average, \( R_{ij} \) = correlation function between \( F_i \) and \( F_j \), and \( \mu = \mu_i = \) mean value of \( F_i \). The Hamiltonian may then be established by introducing a Lagrangian multiplier \( \gamma_n \) as

\[
H = \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} \lambda_{ij} R_{ij} - 2 \sum_{i=1}^{n-1} \lambda_{ii} R_{ii} + R_{mn} + \gamma_n \left( \sum_{i=1}^{n-1} \hat{\lambda}_i - 1 \right) \tag{2.29}
\]

The necessary condition to minimise the estimation variance of (2.28) subjected to the condition (2.27) is

\[
\frac{\partial H}{\partial \gamma_n} = 0 \quad \frac{\partial H}{\partial R_{ii}} = 0, \quad i = 1, \ 2, \ \cdots, \ n-1
\tag{2.30}
\]

Substitution of (2.29) into (2.30) yields

\[
\sum_{i=1}^{n-1} \lambda_{ii} = 1 \tag{2.31}
\]

\[
\sum_{i=1}^{n-1} \lambda_{ii} R_{ii} + \frac{1}{2} \gamma_n = R_{mn}, \quad j = 1, \ 2, \ \cdots, \ n-1
\tag{2.32}
\]

Equations (2.31) and (2.32) are solved for \( \lambda_{ii} \) and \( \gamma_n \) as follows:

\[
\begin{bmatrix}
\lambda_{11} \\
\lambda_{22} \\
\vdots \\
\lambda_{(n-1)(n-1)} \\
\gamma_n/2
\end{bmatrix}
=egin{bmatrix}
R_{11} & R_{12} & \cdots & R_{1(n-1)} & 1 \nR_{12} & R_{22} & \cdots & R_{2(n-1)} & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
R_{1(n-1)} & R_{2(n-1)} & \cdots & R_{(n-1)(n-1)} & 1 \n1 & 1 & \cdots & 1 & 0
\end{bmatrix}^{-1}
\begin{bmatrix}
R_{1n} \\
R_{2n} \\
\vdots \\
R_{(n-1)n} \\
1
\end{bmatrix}
= [K]^{-1}
\begin{bmatrix}
R_{1n} \\
R_{2n} \\
\vdots \\
R_{(n-1)n} \\
1
\end{bmatrix}
\tag{2.33}
\]

where \([K]= \text{Kriging matrix}\). It can be seen from equation (2.33) that matrix \([K]\) depends only on the statistics of the \((n - 1)\) known ground motions and not on the statistics of the variate to be estimated. The Kriging method may be used to obtain the best linear unbiased estimate or the Kriged values for the stationary stochastic process with unknown non-zero mean since the Kriging weights determined in equation (2.33) and thus the Kriged value, equation (2.26), can be obtained without knowledge of the non-zero mean of the stochastic process. Substitution of equations (2.31) and (2.32) into (2.28) yields the following minimum estimation variance known as the Kriging variance, for the non-zero mean stochastic process,

\[
\sigma_k^2 = \min \left\{ E \left[ \left( F_n - \hat{F}_n \right)^2 \right] \right\}
= R_{mn} - \sum_{i=1}^{n-1} \lambda_{ii} R_{ii} - \frac{1}{2} \gamma_n
\tag{2.34}
\]
However, the problem here is not just the matter of estimation, but the matter of simulating the stochastic variate \( F_n \) under the condition that \((n-1)\) ground motions are known. The simulation in the context of the Kriging method proceeds with the aid of the following identity:

\[
F_n = F_n + F_n^e - F_n^e = F_n^e + (F_n - F_n^e) = F_n^e + E_n
\]

(2.35)

where \( F_n^e \) = estimated value obtained from equation (2.26), and \( E_n \) = stochastic variate of error \((F_n - F_n^e)\). The realizations \( e_n = f_n - f_n^e \) of \( E_n = F_n - F_n^e \) are never known since the true \( f_n \) is unknown. However, if another stochastic process \( F^s \) can be simulated, which is independent of \( F \) and isomorphic to \( F \), then \((F_n^e - F_n^{se})\) is isomorphic and independent of \((F_n - F_n^e)\). On the basis that the kriging estimator has the following orthogonal property

\[
E[F_n^e (F_n - F_n^e)] = 0
\]

(2.36)

Journel and Huijbregts [1978] suggested that \((F_n - F_n^e)\) in equation (2.35) could be replaced by \((F_n^e - F_n^{se})\). Thus equation (2.35) becomes

\[
F_n^e = F_n^e + (F_n^e - F_n^{se}) = F_n^e + E_n
\]

(2.37)

where the conditional simulation of \( F_n^e \) is of course isomorphic to \( F_n \). However, equation (2.36) does not guarantee the independence of \( F_n^e \) and \((F_n - F_n^e)\) unless \( F(t) \) and thus \( F_n^e \) and \((F_n - F_n^e)\) are Gaussian. Therefore, the Kriging method can be applied to the conditional simulation only if the stochastic process under consideration is Gaussian.

As an alternative, Hoshiya [1994, 1995] proposed a modified conditional simulation procedure for the error \( E_n \), which is described below. The statistics of error \( E_n \) can be found as

\[
E(E_n) = E[(F_n - F_n^e)] = 0
\]

(2.38)

\[
E(E_n E_n) = E[(F_n - F_n^e)(F_n - F_n^e)]

= E(F_n F_n) - E(F_n F_n^e) - E(F_n F_n^e) + E(F_n^e F_n^e)

= R_{mm} - E(F_n \sum_{i=1}^{n-1} \lambda_{im} F_i) - E(F_m \sum_{i=1}^{n-1} \lambda_{im} F_i) + E(\sum_{i=1}^{n-1} \lambda_{im} F_i)(\sum_{i=1}^{n-1} \lambda_{im} F_i)

= R_{mm} - \sum_{i=1}^{n-1} \lambda_{im} R_{ii} - \sum_{i=1}^{n-1} \lambda_{im} R_{ii} + \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} \lambda_{im} \lambda_{jm} R_{ij}
\]

(2.39)

With the aid of equation (2.32) associated with Kriging weights for \( F_n^e \) and \( F_m^e \), equation (2.30) becomes
The correlation (covariance) of errors between $E_n$ and $E_m$ in equation (2.40) is not zero in general, indicating that the to-be-simulated stochastic errors are correlated. Thus, Hoshiya asserts that the statistics of the errors $E_m$ ($m = n, n+1, \ldots, N$) derived in (2.40) can be directly used for the simulation of errors. This assertion forms the basis of the conditional simulation by means of the modified Kriging method.

### 2.2.5.2 Conditional probability density function method

Similar to the aforementioned description of the problem, a one-dimensional and univariate stationary stochastic process is discretized as $F_i$ ($i = 1, 2, \ldots, n$), the first $(n-1)$ observations are known a priori, and the stochastic variate $F_n$ needs to be simulated under the condition that the first $(n-1)$ realizations are known. Since each random variate $F_j$ is Gaussian-distributed, the n-dimensional joint probabilistic density function for $F_1, F_2, \ldots, F_n$ are also Gaussian and can be shown to be

$$p_{F_1, \ldots, F_n}(f_1, \ldots, f_n) = \frac{1}{\sqrt{(2\pi)^n |V_n|}} \exp\left(-\frac{1}{2} \mathbf{f}^T \mathbf{V}_n^{-1} \mathbf{f}\right) \quad (2.41)$$

where

$$\mathbf{f}^T = [(f_1 - \mu_1) \ (f_2 - \mu_2) \ \ldots \ (f_n - \mu_n)]$$

and $|V_n| = \text{determinant of variance matrix } V_n$ defined by

$$V_n = \begin{bmatrix} \sigma_1^2 & \cdots & \kappa_{1(n-1)} & \kappa_{1n} \\ \vdots & \ddots & \vdots & \vdots \\ \kappa_{1(n-1)} & \cdots & \sigma_{n-1}^2 & \kappa_{(n-1)n} \\ \kappa_{1n} & \cdots & \kappa_{(n-1)n} & \sigma_n^2 \end{bmatrix} \quad (2.43)$$

in which the variances $\sigma_i^2$ and covariances $\kappa_{ij}$ are known a priori. The $(n-1)$ dimensional joint density function for $F_1, F_2, \ldots, F_{n-1}$ may be derived from (2.41) as a marginal density function

$$p_{F_1, \ldots, F_{n-1}}(f_1, \ldots, f_{n-1}) = \int p_{F_1, \ldots, F_n}(f_1, \ldots, f_n)df_n$$

$$= \frac{1}{\sqrt{(2\pi)^n |V_n|}} \frac{1}{\sqrt{\left| \sum_{i=1}^{n-1} a_{in} (f_i - \mu_i) \right|}} \exp\left\{ \frac{1}{2} \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} (f_i - \mu_i)(f_j - \mu_j)a_{ij} \right\} \quad (2.44)$$
where \( a_{ij} \) = elements of matrix \( V_{n}^{-1} \). Then, the conditional probability density function for \( F_{n} \) conditional to observations \( f_{1}, f_{2}, \ldots, f_{n-1} \) of \( F_{1}, F_{2}, \ldots, F_{n-1} \) is obtained as

\[
P_{F_{n}|F_{1},F_{2},\ldots,F_{n-1}}(f_{n}|f_{1},f_{2},\ldots,f_{n-1}) = \frac{P_{F_{n}|F_{1},F_{2},\ldots,F_{n-1}}(f_{1},f_{2},\ldots,f_{n})}{P_{F_{1},F_{2},\ldots,F_{n-1}}(f_{1},f_{2},\ldots,f_{n-1})}
= \frac{1}{\sqrt{(2\pi)\sigma_{n}^{2}}} \exp \left[ -\frac{1}{2} \frac{(f_{n} - \mu_{n}^{c})^{2}}{(\sigma_{n}^{c})^{2}} \right]
\]

(2.45)

where

\[
\mu_{n}^{c} = \mu_{n} - \frac{1}{a_{nn}} \sum_{i=1}^{n-1} a_{mi}(f_{i} - \mu_{i})
\]

(2.46)

\[
(\sigma_{n}^{c})^{2} = \frac{1}{a_{nn}}
\]

(2.47)

If the covariances between \( F_{i} (i = 1, 2, \ldots, n-1) \) and \( F_{n} \) are zero, i.e., \( \kappa_{im} = 0 \), the equations (2.46) and (2.47) degenerate into \( \mu_{n}^{c} = \mu_{n} \) and \( \sigma_{n}^{c} = \sigma_{n} \), which are consistent with the corresponding degenerated case of the unconditional probabilistic density function. It can be seen from (2.45) to (2.47) that the conditional stochastic variate \( F_{n}^{c} \), i.e., stochastic variate \( F_{n} \) conditional to the known observations \( f_{1}, f_{2}, \ldots, f_{n-1} \) of stochastic variates \( F_{1}, F_{2}, \ldots, F_{n-1} \), is still a Gaussian distribution. However, the mean and variance are modified to accommodate the known observations and the resulting change in statistics.

### 2.3 The Effect of Asynchronous Motions on the Response of Extended Structures

The effect of the spatial variation of the seismic ground motions on the response of extended structures was recognized a number of decades ago [Bogdanoff et al. 1965]. However, the spatial variability has only been attributed to the wave passage effect because of insufficient knowledge of the mechanisms underlying the spatial variability of the motion. The influences of travelling waves on the responses of bridges were investigated by Bogdanoff et al. [1965], Vanmarcke [1977], Werner et al. [1979], Somaini [1987] and Bayrak [1996]. A breakthrough occurred with the installation of the strong motion arrays and the analyses of the recorded data, especially the data from SMART-1 array, which suggested that the seismic waves not only propagate on the ground surface, but they also change in shape at various locations; this latter effect may also significantly affect the response of extended structures. Since then, the
spatial variability of the seismic ground motions and its effects on extended structures has attracted significant research interest.

2.3.1 The steady-state response to harmonic waves

Werner et al. [1979] computed the three-dimensional steady-state response of a single-span bridge resting on the surface of an elastic half-space and subjected to incident plan SH-waves that were assumed to be harmonic waves. The bridge used in the study and shown in Figure 2.12(a) is 36.5m long, 21.5m wide, and 6.1m high. The bridge was modelled using the system of undamped beam elements shown in Figure 2.12(b). The free-field excitation from the incident SH-waves have a surface amplitude of 2.0, an arbitrary excitation frequency (up to 25 Hz maximum), and a zero phase angle at the upstream foundation, which is the origin of the coordinate system for these analyses. The orientation of these excitations and the direction of wave propagation are represented by the two angles of incidence, $\theta_H$, angle of incidence measured from x-y plane of ground surface and, $\theta_V$, angle of incidence measured from x-z plane of the structure, as shown in Figure 2.12(a). Five different excitation cases were run.

Figure 2.12 Bridge Configuration and Model Used in Analysis
The results of the analyses lead to two main conclusions. First, phase differences in the input ground motions applied to bridge foundations can have significant effects on the bridge response. Second, the nature of the structural response to these travelling waves is strongly dependent on the direction of incidence as well as on the excitation frequency of the seismic waves.

Figure 2.13 Excitation from incident wave

Figure 2.14 Case 4: Relationship between Wavelength of Incident SH-Waves and Bridge Response Characteristics
The analysis results of case 4 (Figure 2.13), as an example, are shown in Figure 2.14. This case considers horizontally incident SH-waves that propagate in a plane parallel to the bridge span and apply excitations to the bridge that are directed along the y-axis. Bridge responses that are symmetric about its midspan occur when the wavelength of the incident wave is such that the excitations applied to each foundation are identical in amplitude and phase. Responses of the bridge that are anti-symmetric about its midspan occur when the wavelength of the incident wave is such that the excitations applied to each foundation are of equal amplitude and opposite phase. A third type of response (whipping) occurs when the wavelengths of the incident waves are such that the excitations applied to each foundation are 90° out of phase. \( R_L = l/\lambda = l\omega/2\pi V_s \), in Figure 2.14, is the dimensionless frequencies, in which \( \lambda \) = the wavelength of the incident wave along its propagation path; \( V_s \) = the shear wave velocity of elastic half-space; \( \omega \) = the circular frequency of the excitation; and \( l \) = a characteristic structural dimension.

2.3.2 Random vibration analysis method

2.3.2.1 Response of multi-degree-of-freedom system

The coupled equations of motion of a linear, lumped mass, multi-degree-of-freedom, multiple supported structural system subjected to uni-dimensional translational seismic excitations can be written in matrix form as follows:

\[
\begin{bmatrix}
M_s & 0 \\
0 & M_b
\end{bmatrix}
\begin{bmatrix}
\ddot{U}_s \\
\ddot{U}_b
\end{bmatrix}
+ \begin{bmatrix}
C_s & C_{sb} \\
C_{bs} & C_b
\end{bmatrix}
\begin{bmatrix}
\dot{U}_s \\
\dot{U}_b
\end{bmatrix}
+ \begin{bmatrix}
K_s & K_{sb} \\
K_{bs} & K_b
\end{bmatrix}
\begin{bmatrix}
U_s \\
U_b
\end{bmatrix}
= \begin{bmatrix}
0 \\
P_b
\end{bmatrix}
\tag{2.48}
\]

in which the subscripts \( s \) and \( b \) refer to the structure and the base, respectively; \( M, C \) and \( K \) refer to the mass, damping and stiffness matrices respectively; and \( P_b \) is the vector of reaction forces at the base (support points). In order to solve equation (2.48), it is convenient to separate the displacements in the structure into two parts: a pseudostatic component \( U_s^* \), and a dynamic component \( V_s \):

\[
\begin{bmatrix}
U_s \\
U_b
\end{bmatrix}
= \begin{bmatrix}
U_s^* \\
U_b^*
\end{bmatrix}
+ \begin{bmatrix}
V_s \\
0
\end{bmatrix}
\tag{2.49}
\]

The pseudostatic component satisfies the equation

\[
\begin{bmatrix}
K_s & K_{sb} \\
K_{bs} & K_b
\end{bmatrix}
\begin{bmatrix}
U_s^* \\
U_b^*
\end{bmatrix}
= \begin{bmatrix}
0 \\
P_b^*
\end{bmatrix}
\tag{2.50}
\]

from which one can solve for \( U_s^* \):
Substituting equations (2.49) and (2.51) into equation (2.48), one obtains
\[ M_s \dddot{V}_s + C_s \ddot{V}_s + K_s V_s = M_s K_s^{-1} K_{sb} \dddot{U}_b + (C_s K_s^{-1} K_{sb} - C_{sb}) \dddot{U}_b \] (2.52)

Now, both the stiffness and damping matrices satisfy the rigid body conditions
\[ \begin{bmatrix} K_s & K_{sb} \\ K_{bs} & K_b \end{bmatrix} [E_s] = [0], \quad \begin{bmatrix} C_s & C_{sb} \\ C_{bs} & C_b \end{bmatrix} [E_s] = [0] \] (2.53)

where \( E_s \) and \( E_b \) are the rigid body displacement vectors associated with the active direction of support motion. If the damping term in the forcing function is neglected, then the above equation becomes
\[ M_s \dddot{V}_s + C_s \ddot{V}_s + K_s V_s = M_s K_s^{-1} K_{sb} \dddot{U}_b \] (2.54)

This equation can be solved by modal superposition, that is assuming \( V_s = \Phi Y \), multiplying by \( \Phi^T \) and considering the orthogonality conditions as well as the assumptions of proportional modes for the structure:
\[ (\Phi^T M_s \Phi) \dddot{Y} + (\Phi^T C_s \Phi) \ddot{Y} + (\Phi^T K_s \Phi) Y = \Phi^T M_s K_s^{-1} K_{sb} \dddot{U}_b \] (2.55)

or in terms of the \( k \) th modal component
\[ \dddot{y}_k + 2\gamma_k \omega_k \ddot{y}_k + \omega_k^2 y_k = -\gamma_k \dddot{u}_k \] (2.56)
in which \( y_k \) is the modal displacement; \( \gamma_k \) is the fraction of modal damping; \( \omega_k \) is the modal frequency; and

\[ \dddot{u}_k = A_k \dddot{U}_b = \sum_{i=1}^{n} A_{ki} \dddot{u}_i = \text{modal support motion} \] (2.57a)
\[ A_k = \frac{\Phi_k^T M_s K_s^{-1} K_{sb}}{\Phi_k^T M_s E_s} = [A_{ki}] \] (2.57b)
\[ \gamma_k = \frac{\Phi_k^T M_s E_s}{\Phi_k^T M_s} = k \text{th participation factor} \] (2.57c)

\( A_k \) is a row vector with \( n \) components \( A_{ki} \), with \( n \) being the total number of degrees of freedom at the support points. In general, however, \( \dddot{u}_k \) is known only in a stochastic sense, which implies that equation (2.55) cannot be solved directly by means of a response spectrum for \( \dddot{u}_k \). However, it is possible to characterize \( y_k \) by means of its spectral density function
\[ S_{y_k}^p(\omega) = \gamma_k^2 |H_k(\omega)|^2 S_{\dddot{u}_k}(\omega) \] (2.58)

where \( S_{y_k}^p(\omega) \) is the spectral density function of \( y_k \) for the case of partially correlated excitations; \( H_k(\omega) \) is the frequency response function (transfer function) for mode \( k \); and
$S_{\hat{e}_k}(\omega)$ is the spectral density function of the modal support motion. From equation (2.57a), it follows that this function is given by

$$S_{\hat{e}_k}(\omega) = \sum_{i=1}^{n} \sum_{j=1}^{n} A_{ki} A_{kj} S_{\hat{e}_i}(\omega)$$

$$= \left[ \sum_{i=1}^{n} A_{ki}^2 + 2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} A_{ki} A_{kj} \rho_{ij}(\omega, d_j) \right] S_{\hat{e}_i}(\omega)$$

$$= A_k Q A_k^T S_{\hat{e}_k}(\omega)$$  \hspace{1cm} (2.59)

where $Q = [\rho_{ij}] = \text{coherency matrix}$. Combining equation (2.58) and (2.57), one obtains

$$S_{\hat{e}_k}(\omega) = \gamma_k^2 |H_k(\omega)|^2 A_k Q A_k^T S_{\hat{e}_k}(\omega)$$ \hspace{1cm} (2.60)

The mean square value of the total response, $u_{sk}$, can be obtained by determining the autocorrelation function of $u_{sk}$ and then taking the Fourier transform of the resulting equation which leads the power spectral density function of the total response $u_{sk}$. The integration of the power spectral density over the frequency domain provides the mean square value of the total response $u_{sk}$.

### 2.3.2.2 The results of random vibration analysis

Abdel-Ghaffar and Rubin [1982] studied the vertical response of the Vincent Thomas Suspension Bridge in Los Angeles subjected to multiple-support excitations by means of random vibration theory. The multiple-support earthquake excitations were selected from the records of the 1971 San Fernando earthquake in the Los Angeles area. It was observed that the participation of higher modes in the total response was essential in order to reliably assess the seismic behaviour of such structures and that the response values associated with correlated multiple-support excitations are significantly different from those obtained through the uncorrelated case.

Using the random vibration analysis method Zerva [1990] investigated the response of continuous two- and three-span beams of various lengths subjected to spatially varying seismic ground motions. The spatial correlations of ground motions were assumed to decay exponentially with separation distance and frequency. Various degrees of exponential decay were used in the analysis; thus, a wide range of possible correlations between the motions at the supports of the structures were examined. Square roots of mean-square values of total displacements, bending moments and shear forces were outputs of the analyses. The analyses suggested that input motions with low correlation produce the highest pseudo static response.
As correlation increases, the pseudo static response decreases, and the dynamic response increases. Full correlation produces the highest dynamic response that consists solely of symmetric modes for the symmetric beams examined, the pseudo static response in this case is equal to zero. Fully correlated motions may produce higher or lower response than the one induced by partially correlated motions, depending on the dynamic characteristics of the structures, the position along the beams where the response is evaluated, the different response quantities that are evaluated, the relative location of the natural frequencies of the beams with respect to the dominant frequencies of ground motions, as well as on the degree of partial correlation between the support motions.

Heredia-Zavoni and Vanmarcke [1994] proposed an efficient random vibration methodology for the seismic response analysis of linear multi-support structures. It reduces the response analysis of such structures to that of a series of independent one-degree of freedom modal oscillators in a way that fully accounts for multi-support inputs and the space-time correlation structure of the ground motion.

Venkataramana et al. [1996] analyzed the dynamic response of a multi-span elevated continuous bridge and including the footing-soil, subjected to a spatially varying ground motion using the random vibration approach. The PSDF of the ground accelerations including the spatial variability of ground motions is of the form as

$$S_{x_1x_2}(\omega) = S_{X_1X_2}(\omega) [S_1(\omega)][S_2(\omega)]S_0$$

where

$$S_{X_1X_2}(\omega) = \exp\left[-\frac{(\omega\zeta_g + i\omega)\{x_m - x_n\}}{C_s}\right], \quad S_0 = \frac{\sigma_{u_g}^2}{\pi(1 + 4\zeta_g^2\omega_g/(2\xi_g))}$$

$$S_1(\omega) = \frac{(\omega/\omega_f)^2}{(1 - (\omega/\omega_f)^2)^2 + 4\xi_f^2(\omega/\omega_f)^2}, \quad S_2(\omega) = \frac{1 + 4\xi_g^2(\omega/\omega_g)^2}{(1 - (\omega/\omega_g)^2)^2 + 4\xi_g^2(\omega/\omega_g)^2}$$

$x_n, x_m$ are coordinates of the reference points, $C_s$ is the phase velocity of the seismic motion, $\omega_g, \zeta_g$ are the filter parameters (characteristic ground frequency and characteristic ground damping ratio respectively) of the well-known Kanai-Tajimi type, $\sigma_{u_g}$ is the $rms$ (root mean square) value of ground acceleration, $S_0$ is the intensity of white noise at a support, $\omega_f, \zeta_f$ are the filter parameters (frequency parameter and damping parameter respectively) of a second filter, introduced to overcome the limitations of the Kanai-Tajimi type filter occurring
in the region of low-frequencies. The results of the random vibration analysis are expressed using \textit{rms} displacements and \textit{rms} sectional forces at typical nodal points of the model. It is shown that, (i) several vibration modes, starting from the first, contribute significantly to the dynamic response in terms of displacements and section force of the structure, (ii) the response values generally increase with increasing phase velocity and approach a steady value when the phase velocity reaches around 3000 m/s, (iii) the effects of non-uniform vibration of supports, due to a phase difference of the input seismic wave, are especially important for sectional forces (namely, axial forces, shear forces, bending moments and torsional moments) of structural nodes.

2.3.3 Response spectrum method

Berrah and Kausel [1992] developed a modified response spectrum model for the design of extended structures subjected to single and multi-component ground motion. The technique is an extension to the mode superposition method combined with the response spectrum method. From an engineering viewpoint, the mean value of the maximum modal response is an interesting quantity. When the motions are fully correlated, this value can be obtained from the ground response spectrum $R(\omega, \xi)$

$$|y_k|_{\text{max}} = |y_k| R(\omega_k, \xi_k) \quad (2.62)$$

For the case of partially correlated support motions, the mean value of the maximum modal response, $|y_k^p|_{\text{max}}$, and a modified ground response spectrum, $R^p(\omega_k, \xi_k)$, should also have the similar relationship

$$|y_k^p|_{\text{max}} = |y_k^p| R^p(\omega_k, \xi_k) \quad (2.63)$$

Based on random vibration theory, Berrah and Kausel found that $R(\omega_k, \xi_k)$ and $R^p(\omega_k, \xi_k)$ are related by an expression of the form

$$R^p(\omega_k, \xi_k) = (A_kQ_kA_k^T)^{1/2} R(\omega_k, \xi_k) \quad (2.64)$$

in which $Q_k = \begin{bmatrix} \rho_{yk} \end{bmatrix}$, $\rho_{yk} = \sqrt{\frac{\int_{-\infty}^{\infty} \rho_{\omega_1} |H_k|^2 G_{\omega_2}(\omega)d\omega}{\int_{-\infty}^{\infty} |H_k|^2 G_{\omega_2}(\omega)d\omega}}$

In order to simplify the computation of $\rho_{yk}$, the design earthquake with response spectrum $R(\omega, \xi)$ will be assumed to be broad-branded; hence its spectral density function $G_{\omega_1}$ can be approximated by a white noise process, that is $G_{\omega_1} = \text{constant}$. The coherency function for the ground motion proposed by Loh and Yeh [1988] is adopted, namely
\[ \rho_{ij} = e^{-a\omega\tau} \cos \omega \tau \]  

(2.65)

with \( a = 1/16\pi \) and \( \tau = \) travel time between support point \( i \) and \( j \). The transfer function has the form of

\[ |H_k|^2 = \begin{cases} 
\frac{1}{\omega_k^4} & \text{for } \omega \leq \omega_k \\
\frac{1}{\omega_k^2} \left( \frac{\pi}{4\xi_k} - 1 \right) \delta(\omega - \omega_k) 
\end{cases} \]  

(2.66)

with \( \delta(\omega - \omega_k) \) being Dirac’s delta function. With these assumption \( \rho_{jk} \) becomes

\[ \rho_{jk} = \frac{4\xi_k}{\pi} \left[ e^{-a\omega\tau} \left( \sin \frac{\omega_k \tau}{\omega_k} - a \cos \frac{\omega_k \tau}{\omega_k} \frac{\pi}{4\xi_k} - 1 \right) \cos \omega_k \tau \right] + \frac{a}{\omega_k \tau} \]  

(2.67)

For frame-type buildings subjected to horizontal earthquake components, it was found that

\[ (A_k Q_k A_k^T)^{1/2} = \frac{1}{N} \left( \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{ij} \right)^{1/2} \]  

(2.68)

The theoretical model was validated through digital simulation of the seismic ground motion, whereby model predictions were found to be in good agreement with the exact result. This method did not consider the pseudo-static component of the response and cannot account for variation of local-soil conditions.

In general, the expected value of the peak of a stationary process can be related to its root-mean-square value through a ‘peak factor’. Accordingly, Kiureghian and Neuenhofer [1992] derived a combination rule known as the multiple-support response spectrum (MSRS) method, which yields approximately the mean maximum response. That is

\[ E\left[ \max[z(t)] \right] = p_z \sigma_z \]

\[ = \sum_{k=1}^{m} \sum_{l=1}^{m} a_k b_l \rho_{nk,l} u_{k,max} u_{l,max} \]

\[ + 2 \sum_{k=1}^{m} \sum_{l=1}^{m} \sum_{j=1}^{n} a_k b_j \rho_{nk,j} u_{k,max} D_l(\omega_j, \zeta_j) \]

\[ + \sum_{k=1}^{m} \sum_{l=1}^{m} \sum_{j=1}^{n} b_k b_l \rho_{nk,l} D_k(\omega_j, \zeta_j) D_l(\omega_j, \zeta_j) \]  

(2.69)

where \( z(t) \) is the generic response quantity; \( p_z \) is the corresponding peak factor; \( \sigma_z \) is the root-mean-square of the response \( z(t) \); \( a_k \) and \( b_k \) denote the effective influence factors and effective modal participation factors, respectively; \( u_{k,max} = E\left[ \max[u_k(t)] \right] \) denotes the mean peak ground displacement; \( D_k(\omega_j, \zeta_j) = E\left[ \max[x_{ki}(t)] \right] \) denotes the response spectrum for the support degree of freedom \( k \), representing the expected value of the peak of the absolute
response of an oscillator of frequency $\omega_i$ and damping $\zeta_i$ to the base acceleration $\ddot{u}_b(t)$; $\rho_{u_{ib}}, \rho_{u_{iz}},$ and $\rho_{u_{izb}}$ are three cross-correlation coefficients, which depend on both the coherency function and the power spectral density functions of each pair of support motions. The correspondence between the response spectrum and the power spectral density function of the ground acceleration process could be used to circumvent the dependence of the cross-correlation coefficients on the power spectral density functions of each pair of support motions.

In their paper, Kiureghian and Neuenhofer [1992] gave an example application to examine the relative significances of the pseudo-static and dynamic components of the response, as well as the effects of wave passage and incoherence by this response spectrum method. A two-span continuous beam was considered, which had uniform mass and stiffness properties and simple supports. As shown in Figure 2.15, the beam was discretized into 20 elements along each $L = EI, m$

![Figure 2.15 Example structure](image)

50 m span and the mass of each element is lumped half at each end of the element. The system was represented by 38 translational and 41 rotational degrees of freedom, and 3 translational support degrees of freedom. Only the first four modes were considered in the analyses. Five different cases were assumed for the coherency function, $\gamma_{ij}(i\omega)$, describing the variation between the support motions:

Case 1: Full coherent (uniform) motions at all three supports.
Case 2: Only the wave passage effect included.
Case 3: Only the incoherence effect included.
Case 4: Both the wave passage and incoherence effects included.
Case 5: Mutually statistically independent support motions.

The results showed that the influence of spatial variability of the ground motion on the response of a multiply supported structure could be significant. It was found that in most cases the spatial variability tended to reduce the response (in relation to the case with uniform support motions), often by a significant amount (e.g. close to 30 per cent). However, this rule cannot be generalized since, under certain conditions (i.e. stiff structures and rapid loss of
coherency), the response may actually amplify due to an increase in the pseudo-static component of the response.

2.3.4 Time-history analysis method

Monti et al. [1996] studied the nonlinear response of bridges under asynchronous motions by using the time-history method. The bridge analyzed was a six-span continuous deck with five piers of the same height $H$ (7.5m, 10m and 15m respectively) and 2.5m diameter as shown in Figure 2.16. The span length was 50m. The deck was transversely hinged to the piers and the abutments. The piers were considered as fixed at the ground level. The asynchronous motions were simulated according to the spectral representation method with the coherence function model adopted by Luco and Wong [1986]. Each pier was modelled with two elements in series: a Takeda-type plastic hinge zone at the lower support, having a fixed length equal to one-tenth of the pier height and the remaining elastic part of the pier, whose flexibility was doubled to account for cracking. It was found that incoherent motions led to a decrease of the design forces, and hence to lower amounts of reinforcement, with respect to the synchronous case. This result showed no exceptions for the cases considered. Comparing the role played by each of the two components of the coherence function, it was found that the net dynamic excitation tended to zero when the motions (accelerations) input to the supports are independent (i.e. incoherence effect is dominant). In this case, the response became of purely static nature and it was due to the differential displacements of the ground at the supports and directly related to the assumed shape of the power density spectrum of the ground motions. When only the wave passage effect was considered, the effect on the response consisted essentially in a reduction of the dynamic part due to the incomplete synchronism of the excitation. The results were strictly dependent on the extremely regular bridge configuration examined and on the model describing the spatial variability of the motions. Additional investigations are needed to study the response of irregular bridges with piers of different heights under asynchronous seismic motions modeled with different coherence functions.

![Figure 2.16 Schematic view of bridge](image-url)
CHAPTER 3

PROPOSED METHOD FOR CONDITIONAL SIMULATION OF STOCHASTIC GROUND MOTIONS

3.1 Introduction

The Monte Carlo Simulation Method is widely used in engineering to solve complicated problems that cannot be treated effectively by purely analytical tools. In earthquake engineering, stochastic approaches are often used to simulate seismic ground motions. Recently, the conditional simulation of random processes and fields has been studied in connection with its application to urban earthquake monitoring. The conditional nature of the simulation stems from the fact that the realizations of the random processes or fields at only some locations have been recorded. One needs to simulate the random field when recorded information is not given. So far, the conditional simulation can be carried out by using either the Kriging method or the conditional probability density function method. Although the theoretical framework of conditional random fields has been established, its use by the earthquake engineering community is viewed as impractical due to its complexity [Jankowski and Wilde 2000].

In this chapter, a new, simple method for the conditional simulation of random processes is proposed and which is intended to be used for engineering purposes to study the effect of spatial variation of seismic input motion on the response of extended structures. In this method, the ground motion is treated as a stochastic field. One spatial correlation function that only depends on the predominant frequency of the earthquake is used to represent the correlation for the band of frequencies of interest [Jankowski and Wilde 2000]. In the time domain, no correlation between the acceleration elements in the same record is assumed. With the aid of these assumptions, the modified Kriging method [Hoshiya 1994; Hoshiya and Marugama 1994; Hoshiya 1995] can be easily used to conditionally simulate ground motions in the time domain.
3.2 Basic Formulation [Ren et al. 1995]

Assume that \( f(x) = [f_1(x), f_2(x), \ldots, f_n(x)]^T \) is a homogeneous n-variate Gaussian random vector field with zero-mean and cross-covariances \( R \left[ f_i(x_i), f_j(x_j) \right] = E \left[ f_i(x_i)f_j(x_j) \right] \); \( k, l = 1, 2, \ldots, n \); \( g(x_i) \) \((i = 1, 2, \ldots, N)\) is a set of realizations of the vector field \( f(x) \) at locations \( x_i \). Following Hoshiya's technique [Hoshiya 1994; Hoshiya and Marugama 1994], the actual field \( f(x) \) could be represented by its simulated counterpart \( f^S(x) \), i.e. \( f(x) = f^S(x) \). In component form, they are

\[
\begin{align*}
  f_i^*(x) &= f_i(x) \\
  &= f_i^S(x) + [f_i(x) - f_i^S(x)] \\
  &= f_i^S(x) + \varepsilon_i(x) \tag{3.1}
\end{align*}
\]

where \( f_i^*(x) \) is the Kriging estimate of the \( l \)th component \( f_i(x) \) of the multi-variate random field \( f(x) \), and has the following form

\[
  f_i^*(x) = \sum_{l=1}^{N} \sum_{k=1}^{n} \lambda_{ikl}(x) f_k(x) \quad (l = 1, 2, \ldots, n) \tag{3.2}
\]

where \( \lambda_{ikl} \) are Kriging weights. \( \varepsilon_i(x) \) in equation (3.1) is the error between the exact field \( f_i(x) \) and its Kriging estimate \( f_i^*(x) \)

\[
  \varepsilon_i(x) = f_i(x) - f_i^*(x) \tag{3.3}
\]

In order for equation (3.2) to be the best linear unbiased estimator, it is required that the variance of the error \( \varepsilon_i(x) \) attains a minimum

\[
  Var[\varepsilon_i(x)] = \text{minimum} \tag{3.4}
\]

At any unrecorded location \( x_r \), the variance of the error is of the form

\[
  Var[\varepsilon_i(x)] = E \left\{ \left[ f_i(x_r) - f_i^*(x_r) \right]^2 \right\} = Var[f_i(x_r)] - 2 \sum_{k=1}^{n} \sum_{l=1}^{n} \lambda_{ikl}(x_r) E[f_k(x_r)]E[f_l(x_r)] + \sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{m=1}^{n} \lambda_{ikl}(x_r) \lambda_{ilm}(x_r) E[f_k(x_r)]E[f_l(x_r)]E[f_m(x_r)] \tag{3.5}
\]

Minimizing equation (3.5) with respect to Kriging weights \( \lambda_{ikl}(x_r) \), the following set of equations are obtained:

\[
  \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jm1}(x_r) E[f_j(x_r)]E[f_m(x_r)] = E[f_j(x_r)]E[f_k(x_r)] \quad (i = 1, 2, \ldots, N; k = 1, 2, \ldots, n) \tag{3.6}
\]
Equation (3.6) consists of \( n \times N \) equations, from which \( n \times N \) unknown Kriging weights \( \lambda_{ik}(x_r) \) for the component \( f_i(x) \) at location \( x_r \) can be determined. Substituting equation (3.6) into equation (3.5), it reduces to

\[
\text{Var}[\varepsilon_i(x_r)] = \text{Var}[f_i(x_r)] - \sum_{i=1}^{N} \sum_{k=1}^{n} \lambda_{ik}(x_r) R_{ik}(f_i(x_r), f_i(x_r))
\]

(3.7)

The error \( \varepsilon_i(x_r) \) possesses the following properties.

(i) The mathematical expectation of the error vanishes.

\[
E[\varepsilon_i(x_r)] = E \left[ f_i(x_r) - \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jim}(x_r) f_m(x) \right] = 0
\]

(3.8)

(ii) The error and the random vector of the random field at recorded locations are uncorrelated.

\[
E[\varepsilon_i(x_r) f'_i(x_r)] = E \left[ f_i(x_r) - \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jim}(x_r) f_m(x) \right] f_i(x_r)
\]

\[
= R[f_i(x_r), f_i(x_r)] - \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jim}(x_r) R[f_m(x_r), f_i(x_r)]
\]

(3.9)

(iii) If \( x_r \) coincides with one of recorded locations \( x_i \), simply letting \( \lambda_{ikk} = 1 \) and \( \lambda_{ijk} = 0 \) (\( j \neq i \), or \( m \neq k \)) will satisfy equation (3.6). Thus

\[
\varepsilon_k(x_r) = f_k(x_r) - \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jmk} f_m(x_j) = f_k(x_r) - f_k(x_r) = 0
\]

(3.10)

(iv) The error and the Kriging estimate are uncorrelated.

\[
E[\varepsilon_i(x_r) f'_i(x_r)] = E \left[ f_i(x_r) - \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jim}(x_r) f_m(x) \right] \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jim}(x_r) f_j(x_m)
\]

\[
= \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jim}(x_r) R[f_i(x_r), f_j(x_m)] - \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jim}(x_r) R[f_m(x_r), f_i(x_r)]
\]

(3.11)

(v) The different components of the error vector are correlated and the correlation function is given by

\[
E[\varepsilon_i(x_r) \varepsilon'_j(x_r)] = E \left[ \varepsilon_i(x_r) f'_i(x_r) - f'_j(x_r) \right] f'_j(x_r)
\]

\[
= E \left[ \varepsilon_i(x_r) f'_i(x_r) \right]
\]

\[
= R[f_i(x_r), f'_i(x_r)] - \sum_{j=1}^{N} \sum_{m=1}^{n} \lambda_{jim}(x_r) R[f_m(x_r), f'_i(x_r)]
\]

(3.12)
Equations (3.8) to (3.12) imply that the error vector \( \mathbf{e}(x_i) = [e_1(x_i), e_2(x_i), \ldots, e_n(x_i)]^T \) of \( \mathbf{f}(x) \) at an unrecorded location \( x_r \) is independent on the random vector \( \mathbf{f}(x_i) \) and the error vector \( \mathbf{e}(x_i) \) at the recorded location \( x_i \) \( (i = 1, 2, \ldots, N) \). In addition, it is uncorrelated with the Kriging estimate \( \mathbf{f}^*_e(x_r) \) \( (i = 1, 2, \ldots, n) \) at the unrecorded location \( x_r \).

However, different error components are correlated with each other. The above important properties of \( \mathbf{e}(x_i) \) in equations (3.8) to (3.12) guarantee that the error vector \( \mathbf{e}(x_i) \) can be simulated separately from the Kriging estimate. Hence, to simulate the Gaussian random vector field \( \mathbf{f}(x) \) at a desired location \( x_r \) where the field is not recorded, under the condition of knowing realization \( \mathbf{g}(x_i) \) \( (i = 1, 2, \ldots, N) \) at the recorded locations one can calculate the Kriging estimate of each component \( \mathbf{g}^*_e(x_i) \) \( (l = 1, 2, \ldots, n) \) and simulate the error vector \( \mathbf{e}(x_i) \) separately, and then formulate their sum

\[
\mathbf{f}^*_e(x_r) = \sum_{j=1}^{N} \sum_{k=1}^{n} \lambda_{jkl}(x_r) \mathbf{g}^*_e(x_i) + \mathbf{e}(x_r) \tag{3.13}
\]

The error vector \( \mathbf{e}(x_r) \) is an \( n \)-component vector random variable with zero-mean and covariance matrix as given in equation (3.12).

In the particular case that components of \( \mathbf{f}(x) \) are mutually uncorrelated, namely

\[
R\left[ f_k(x_i), f_m(x_j) \right] = 0 \quad \text{for} \quad k \neq m, \quad \text{equation (3.6) reduces to}
\]

\[
\sum_{j=1}^{N} \lambda_{jkl}(x_r) R\left[ f_k(x_i), f_k(x_j) \right] = R\left[ f_k(x_r), f_k(x_i) \right], \quad (i = 1, 2, \ldots, N; k = 1, 2, \ldots, n) \tag{3.14}
\]

If \( k \neq l \), the right hand side of equation (3.14) is zero and equation (3.14) reduces to

\[
\sum_{j=1}^{N} \lambda_{jkl}(x_r) R\left[ f_k(x_i), f_k(x_j) \right] = 0 \quad (i = 1, 2, \ldots, N) \tag{3.15}
\]

Due to the non-singularity of the auto-covariance matrix \( R\left[ f_k(x_i), f_k(x_j) \right] \) of the \( k \)th component \( f_k(x) \), only the trivial solution of equation (3.15) exists

\[
\lambda_{jkl} = 0 \quad (j = 1, 2, \ldots, N; \quad k = 1, 2, \ldots, n; \quad k \neq l) \tag{3.16}
\]

For \( k = l \), equation (3.14) becomes, by letting \( \lambda_{jkl}(x_r) = \lambda_{jkl}(x_r) \) for simplicity

\[
\sum_{j=1}^{N} \lambda_{jkl}(x_r) R\left[ f_k(x_i), f_k(x_j) \right] = R\left[ f_k(x_r), f_k(x_i) \right] \quad (i = 1, 2, \ldots, N) \tag{3.17}
\]
Equation (3.17) has a unique set of solution $\lambda_{ij}(x_r)$ unless the covariance matrix $R[f_i(x_r), f_i(x_j)]$ of the $l$th component $f_i(x)$ is singular. Equations (3.2) and (3.7) then become, respectively

$$f_i^e(x_r) = \sum_{j=1}^{N} \lambda_{ij}(x_r) f_i(x_j) \quad (3.18)$$

$$\text{Var}[\varepsilon_i(x_r)] = \text{Var}[f_i(x_r)] - \sum_{j=1}^{N} \lambda_{ij}(x_r) R[f_i(x_r), f_i(x_j)] \quad (3.19)$$

The errors $\varepsilon_i(x_r)$ and $\varepsilon_k(x_r)$ for different components $f_i(x_r)$ and $f_k(x_r)$ ($l \neq k$) are also uncorrelated, since from equations (3.12) and (3.15)

$$E[\varepsilon_i(x_r)\varepsilon_k(x_r)] = R[f_i(x_r), f_i(x_r)] - \sum_{j=1}^{N} \lambda_{i,j}(x_r) R[f_i(x_r), f_j(x_j)]$$

$$= -\sum_{j=1}^{N} \lambda_{i,j}(x_r) R[f_i(x_r), f_j(x_j)]$$

$$= 0 \quad (3.20)$$

This implies that for the case of uncorrelated component random field each component $f_i(x)$ of $f(x)$ can be simulated separately, as in the case of a univariate random field.

### 3.3 Autocorrelation Function of a Random Field

The autocorrelation function of an isotropic, zero-mean univariate random field is

$$R[f(x_i), f(x_j)] = E[f(x_i)f(x_j)] = E[f(x_i)f(x_i + \xi_y)] = R_y(\xi_y) \quad (3.21)$$

where $\xi_y$ is the distance between the two points $i, j$. The spatial variability of the seismic motion is generally obtained from the time domain analyses of the recorded data, and is usually described by a function that exponentially decays with separation distance and frequency [Hoshiya and Ishii 1983; Luco and Wong 1986; Vanmarcke and Fenton 1991; Zerva and Shinozuka 1991; Kiureghian and Neuenhofer 1992 and Jankowski and Wilde 2000]. Hence the autocorrelation function $R_y(\xi_y)$ adopted here is the negative exponential form

$$R_y(\xi_y) = \sigma^2 \exp\left(-\frac{|\xi_y|}{b}\right) \quad (3.22)$$

where $\sigma$ is a standard deviation of the field and $b$ indicates a correlation length, $b > 0$. Assuming the ergodicity of the ground motion, the value of $\sigma$ can be calculated from the formula for standard deviation of a history record with zero mean at a given point:
\[ \sigma = \left[ \frac{1}{N-1} \sum_{i=1}^{N} f_i^2 \right]^{\frac{1}{2}} \]  

(3.23)

where \( N \) is the number of values in the record. Since the band of frequencies which dominates the response of engineering structures like elevated highway bridges or multi-supported pipelines is narrow, only one spatial correlation function can be assumed to represent the correlation for the band of frequencies of interest [Jankowski and Wilde 2000]. Moreover, the functional dependence of the coherency function on distance and frequency has not been fully established. Therefore, the coefficient \( b \) may be described in terms of the predominant frequency of the earthquake, \( \omega_d \), and the mean apparent seismic wave velocity, \( v \), [Jankowski and Wilde 2000; Vanmarcke and Fenton 1991]

\[ b = \frac{2\pi v d}{\omega_d} \]  

(3.24)

where \( d (d > 0) \) is a scale parameter which depends on local geological and topographical conditions and is called the wave dispersion factor in this study. The degree of correlation can be controlled by varying the wave dispersion factor \( d \) for a fixed separation distance. The bigger the value of \( d \) the higher the expected correlation between points of the random field. The predominant frequency of the earthquake, \( \omega_d \), can be determined from the acceleration response spectrum of the earthquake record. Substituting equations (3.23) and (3.24) into equation (3.22) yields

\[ R_{ij}(\xi_{ij}) = \sigma^2 \exp \left( -\frac{\omega_d |\xi_{ij}|}{2\pi v d} \right) \]  

(3.25)

By setting

\[ c_{ij} = \exp \left( -\frac{\omega_d |\xi_{ij}|}{2\pi v d} \right) \]  

(3.26)

the covariance matrix of the field described by the autocorrelation function from equation (3.25) takes the form

\[
R = \begin{bmatrix}
\sigma^2 & c_{12} & c_{13} & \cdots & c_{1n} \\
c_{21} & \sigma^2 & c_{23} & \cdots & c_{2n} \\
c_{31} & c_{32} & \sigma^2 & \cdots & c_{3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c_{n1} & c_{n2} & c_{n3} & \cdots & \sigma^2 \\
\end{bmatrix} \]  

(3.27)

where \( n \) is the number of discretized field points.
3.4 Simulation of Ground Motion

The two effects that give rise to the spatial variability of seismic ground motions, the 'geometric incoherence effect' and the 'wave passage effect', are considered separately in the proposed method to generate seismic ground motions with dispersion from an original motion. First, only the 'incoherence effect' is concerned, and the ground motion is assumed to be a space-time random field \( f(t,x) \), which may be approximated by its discretized version \( \{f_n(x), f_{n+1}(x), \ldots, f_M(x)\} \) with \( f_n(x) \) denoting \( f(t_n,x) \). Assume that \( \{f_n(x), f_{n+1}(x), \ldots, f_M(x)\} \) is a homogeneous n-variate Gaussian random vector field with zero-mean cross-covariances

\[
R[f_n(x_i), f_n(x_j)] = \mathbb{E}[f_n(x_i)f_n(x_j)] \quad (k, \ l = 1, 2, \ldots, n).
\]

Thus the problem now becomes one of how to simulate a homogeneous n-variate Gaussian vector field. For reasons of simplicity, one assumes that in the time domain the elements in the same record are mutually uncorrelated, i.e. \( R[f_n(x_i), f_n(x_j)] = 0 \) for \( k \neq l \). In the case of a random field with uncorrelated components, each component \( f_n(x) \) can be simulated separately, as in the case of univariate random field, by the modified Kriging method. Then introducing a time lag between the different points includes the wave passage effect on the simulated motions. The time lag \( \tau \) between any two supports is given by \( \tau = \xi \nu / \nu_a \), where \( \nu_a \) is the apparent wave propagation velocity and \( \xi \) is the projected separation parallel to the dominant wave propagation direction between the two supports.

A description of an algorithm for the simulation of ground motions at \( M \) locations conditioned by the recorded time histories from \( n \) points is presented below:

1. At the first time step \( t_1 = \Delta t \):

The simulations of the accelerations \( f_{l,m}^e \) \( (m = n+1, n+2, \ldots, M) \) at \( M \) supports conditioned by the known accelerations \( f_{l,l} \) \( (l = 1, 2, \ldots, n) \) at the \( n \) supports can be obtained by means of the following steps:

(i) Find the estimate of the Kriged values \( f_{l,m}^e \) \( (m = n+1, n+2, \ldots, M) \) on the basis of the known values \( f_{l,l} \) \( (l = 1, 2, \ldots, n) \) by using equation (2.25):

\[
f_{l,m}^e = \sum_{l=1}^{n} \lambda_{lm} f_{l,l}
\]

where \( l \) is a number of supports at which the ground motion are known, and \( \lambda_{lm} \) are Kriging weights, which can be obtained from equations (2.31) and (2.32).
Simulate the error \( e_{t,m} \) \((m = n + 1, n + 2, \ldots, M)\) which is a multivariate normal distribution with zero mean. The variance matrix for the stochastic variates \( E_m \) is:

\[
V = \begin{bmatrix}
E[E_{(n+1)(n+1)}^2] & E[E_{n+1}E_{n+2}] & \cdots & E[E_{n+1}E_M] \\
E[E_{n+2}E_{n+1}] & E[E_{(n+2)(n+2)}^2] & \cdots & E[E_{n+2}E_M] \\
\vdots & \vdots & \ddots & \vdots \\
E[E_ME_{n+1}] & E[E_ME_{n+2}] & \cdots & E[E_M^2]
\end{bmatrix}
\]

where from equation (2.40)

\[
E[E_{n}E_{m}] = R_{nm} - \sum_{i=1}^{n} \lambda_{li} R_{im} - \frac{1}{2} \gamma_n
\]

Unconditionally simulate the errors \( e_{t,m} \) using the Cholesky decomposition method on the basis of the above variance matrix [Dagpunar 1988].

(iii) The conditionally simulated values are obtained as

\[
f_{t,m} = f_{t,m}^e + e_{t,m} \quad (m = n + 1, n + 2, \ldots, M)
\]

(2) Repeat the steps (i), (ii), (iii) for time steps \( t_2 = 2\Delta t \), \( t_3 = 3\Delta t \), \( \ldots \), \( t_N = N\Delta t \) respectively.

(3) Put \( f_{t,m} \) \((i = 1, 2, \ldots, N)\) together to form the total conditionally simulated accelerogram for support \( m \), \((m = n + 1, n + 2, \ldots, M)\).

(4) Then the acceleration values are shifted by time-delay parameters \( \Delta T_{nm} \) at support \( m \), \((m = n + 1, n + 2, \ldots, M)\).

### 3.5 Examples of Simulation of Ground Motion Field for the Prototype Bridge in Chapter 4

In this section, the new method is applied to generate the input ground motions for several bridge support points when the time-history is specified for one support point. The bridge under consideration is a nine-span continuous deck bridge with a total length of 344m. The spans between the piers are 40m long while the end spans between the abutments and the nearest pier are 32m long as shown in Figure 3.1

Assuming that the earthquake ground motion at abutment 1 is specified, time-histories for other locations, where the piers 2 to 9 and abutment 10 are located, are to be generated. The seismic wave is assumed to travel along the bridge longitudinal direction with the constant apparent velocity of either \( v = 200 m/s \) or \( 1000 m/s \). Three values of the wave dispersion factor \( d = 1, 10, 100 \) (see Eq. 3.24) are used to describe the different levels of the
coherence [Vanmarcke and Fenton 1991]. When $d = 1$, a very small correlation between the ground motions at different piers is expected and when $d = 100$, a high correlation between the ground motions can be ensured. The North-South components of the El Centro (May 18, 1940) and Kobe (January 17, 1995) earthquakes are used as the specified time-histories for abutment 1. The predominant frequency is $11 \text{rad/sec}$ for the El Centro 1940 earthquake record, and $9 \text{rad/sec}$ for the Kobe 1995 earthquake record, which were determined from the acceleration response spectra of the earthquake records. The processes of the conditional simulation of the ground motions are shown in Figure 3.2.

Figures 3.3(a) and 3.3(b) show the generated acceleration time-histories for piers 2 to 9 and abutment 10 obtained with the specified acceleration of the North-South components of 1940 El Centro Earthquake record at abutment 1, the propagation velocity $v = 200 \text{m/s}$ and the dispersion factor $d = 10$. As expected the generated acceleration time-histories are quite similar to the input acceleration time-history at abutment 1. Figure 3.4 shows the spectral accelerations of the generated time-histories, in which the propagation velocity $v = 200 \text{m/s}$ and the dispersion factor $d = 100, 10$ and 1. The spectra of the generated acceleration time-histories are also very close to the input acceleration spectrum and the difference between the generated spectrum and the input one increased with the decrease in the wave dispersion factor $d$. Figures 3.5(a) and 3.5(b) show the differences between the generated acceleration time-histories and the acceleration of the NS components of El Centro Earthquake record for piers 2 to 9 in the case with $v = 200 \text{m/s}$ and $d = 10$. It can be seen that the differences increase with the increase in the distance from the point where the specified record is applied. The relationships between these differences and the separation distance are shown in Figure 3.6. It also can be observed that the larger the value of $d$ the smaller the differences, and the higher travelling wave velocity the smaller the differences. The variations of the differences with the wave dispersion factor or the travelling wave velocity are shown in Figures 3.7 and
3.8. In these figures, the variations of the acceleration differences with separation distance, travelling velocity and dispersion factor \( d \) show the expected exponential decay that arises from the trend adopted for the autocorrelation function described in Eq. 3.25.

The generated acceleration time-histories for piers 2 to 9 and abutment 10 obtained with the specified acceleration of the North-South components of 1995 Kobe Earthquake record, the propagation velocity \( v = 200 \, \text{m/s} \) and the dispersion factor \( d = 10 \), are shown in Figures 3.9(a) and 3.9(b). The differences of the accelerations between the generated time-histories and the input earthquake record are shown in Figures 3.10(a) and 3.10(b). The spectra of the generated time-histories and the input earthquake acceleration response spectrum are shown in Figure 3.11 and they follow the same trend as 1940 El Centro earthquake record.

### 3.6 Summary

A method for conditional simulation of stochastic ground motions for use in seismic analysis was proposed in this chapter, by using the modified Kriging method for multi-variate Gaussian fields. The proposed method was based on the two assumptions that the components of discretized space-time random field \( \{f_1(x), f_2(x), \ldots, f_n(x)\} \) were mutually uncorrelated, and only the correlation of the predominant frequency of the earthquake was considered for the frequency dependent spatial correlation function of the ground motion field.

The numerical example presented showed that the method was effective and could be easily implemented in engineering analyses. The variation of the accelerations with the separation distance between the supports and the wave propagation velocity followed the autocorrelation function adopted, which is based on the main characteristics of the spatial variability of the seismic motion indicated by the extensive analyses of the records from arrays of strong-motion seismographs. At the same time the spectra of the simulated time-histories at each support and the specified earthquake record were very close to each other. This is important because that the earthquake actions at a site of interest are related to the specified response spectra in various design codes. The method thus appears to be a useful tool for the design of spatially extended facilities accounting for partially correlated seismic excitations.

In this study, the results have not been compared with those obtained from other approaches and have also not been directly compared with the incoherence observed in recorded ground
motions. This would be a useful next step for future research, and give users added confidence. Also the 'd' factor needs correlation and validation with real field local geological and topographical conditions to allow engineers to produce asynchronous motions suited to the characteristics of a particular site.
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Figure 3.2 Generation of Seismic Waves with Dispersion from Original
Figure 3.3(a) Generated acceleration time-histories from EL40NSC with $v = 200\text{m/s}$ and $d = 10$. 
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Figure 3.4 The spectral accelerations of the specified earthquake record (EL40NSC) and the generated time-histories with $d = 100$, 10, 1 and $v = 200\text{m/s}$.
Figure 3.5(a) The differences of acceleration between the specified earthquake record (EL40NSC) and the generated time-histories with $v = 200\text{m/s}$ and $d = 10$
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Figure 3.5(b) The differences of acceleration between the specified earthquake record (EL40NSC) and the generated time-histories with $v = 200$m/s and $d = 10$
Figure 3.6 The differences of acceleration vs. separation distance for EL40NSC

Figure 3.7 The differences of acceleration vs. dispersion factor for EL40NSC

Figure 3.8 The differences of acceleration vs. travelling wave velocity for EL40NSC
Figure 3.9(a) Generated acceleration time-histories from KOBE95NSC with $v = 200\,\text{m/s}$ and $d = 10$
Figure 3.9(b) Generated acceleration time-histories from KOBE95NSC with $v = 200\text{m/s}$ and $d = 10$
Figure 3.10(a) The differences of acceleration between the specified earthquake record (KOBE95NSC) and the generated time-histories with $v = 200\text{m/s}$ and $d = 10$
Figure 3.10(b) The differences of acceleration between the specified earthquake record (KOBE95NSC) and the generated time-histories with $v = 200\text{m/s}$ and $d = 10$
Figure 3.11 The spectral accelerations of the specified earthquake record (KOBE95NSC) and the generated time-histories with $d = 100$, $10$, $1$ and $v = 200$ m/s
CHAPTER 4

PROTOTYPE BRIDGE AND STRUCTURE MODELLING

4.1 Description of the Prototype Bridge

The prototype bridge used in this study was given as an example of modern multispan bridge in detail in the second international workshop on “seismic design and retrofitting of reinforced concrete bridges” [Park 1994]. It is straight in plan in this study instead of originally slightly curved. This nine-span bridge with a total length of 344m is continuous between abutments. The spans between the piers are 40m long while the two end spans between the abutments and the adjacent piers are 32m long. The deck is a twin-cell box prestressed concrete girder and is supported on single circular piers of varying heights via sliding bearings which permit longitudinal movement of the superstructure relative to the cap beam. The superstructure is restrained from movement transverse to the bridge axis by the shear keys at each pier top. The bridge plan and elevation are shown in Figure 4.1.

Abutment 1 is constructed monolithically with the deck-end diaphragm, and abutment 10 supports the deck-end through sliding bearings with freedom of movement longitudinally, transversely and rotationally (as shown in Figure 4.2). The structures at abutments 1 and 10 are supported by six 1m-diameter reinforced concrete cast in drilled hole (CIDH) cylinders arranged in-line transversely, spaced at 2.5m centres. A knock-off abutment top detail is provided at abutment 10 to allow freedom of movement without impact after initial failure of the knock-off detail.

The circular piers are reinforced concrete of 1.5m-diameter. They are supported by a 4.5 m by 4.5 m by 1.5 m deep footing and four 1m-diameter reinforced concrete cast in drilled hole (CIDH) piles arranged in a square, spaced at 2.5m centres. A 2.5 m deep cap beam is monolithically connected to the top of each pier that have free heights between cap beam and pile cap of 6m, 8m, 5m, 5m, 5m, 11m, 11m and 5m for piers 2 to 9, respectively. The longitudinal reinforcement of the pier consists of 48D32 bars (D = deformed, 32mm diameter) in pairs running the entire height of the pier. The transverse reinforcement consists of D12 bars at 75mm centres for the bottom 20% of the pier free height and 140mm centres for
Figure 4.1 Modern Multispan Bridge
Figure 4.2 Bridge Abutment

(a) Abutment 1

(b) Abutment 2

Figure 4.3 Bridge Typical Cross Section
remainder of the pier height. A typical cross section of the bridge is shown in Figure 4.3.

The piles are reinforced with 24D24 longitudinal bars, and D10 spirals with 65mm pitch for the full height. They have a minimum depth of 15m below the base of the pile cap. The reinforcement for the pile cap is $D24@200\text{mm}$ centres each way at top and bottom. Bars are hooked at the ends. Transverse reinforcement is provided by nominal ties with vertical D16 bars at 400mm centres each way (see Figure 4.4).

The design concrete cylinder strength is $f_c' = 35$ MPa for all substructure elements, and $f_c' = 45$ MPa for the prestressed superstructure. Reinforcement nominal yield strength is $f_y = 430$ MPa; ultimate strength is $f_u = 645$ MPa; strain at ultimate stress is $\varepsilon_u = 0.12$. The site has a uniform soil condition, consisting of cohesionless soils with density and stiffness increasing linearly with depth.
The plan view (Figure 4.1 (a)) of the bridge shows movement joints in spans 3-4 and 7-8 as an optional extra included in some of the analyses. These may be assumed to be at 7.5m from the nearest bent centreline (i.e. piers 4 and 7). The joints have an initial opening of 25mm and have two restrainer ties across them. A restrainer unit consists of a circular array of seven cables with swaged fittings. The individual cable has a nominal 20mm diameter and the yield force is 122 KN. The restrainer is 1.83m long with 12mm initial slackness [Fenves and Ellery 1998].

4.2 Structure Modelling

The program RUAUMOKO [Carr 2001] has a wide variety of modelling options available to represent the structure and its supports. In this section, the structural component model used for the prototype bridge is described. Three-dimensional frame members (Figure 4.5) represent the behaviour of the superstructure, as well as the components of the bridge bents. The interaction between the piles and the surrounding soil, the sliding bearings and the movement joints are modelled by three-dimensional spring elements (Figure 4.6). The mass
Figure 4.7 Three-Dimensional Model of the Bridge
representation is via lumped mass matrices. The commonly assumed Rayleigh damping model is used to model the damping exhibited by the structure. The whole bridge structural model is shown in Figures 4.7 and 4.8 and the details of various models are described in the following sections.

4.2.1 Damping

With the Rayleigh or Proportional damping model [Carr 2001], the structure-damping matrix $C$ is given as

$$C = \alpha M + \beta K$$

(4.1)

where $M$ and $K$ are the mass and stiffness matrices for the structure. The coefficients $\alpha$ and $\beta$ are computed to give the required levels of viscous damping at two different frequencies. Assuming that the properties of orthogonality of the mode shapes of free-vibration with respect to the mass and stiffness matrices also apply to the damping matrix it is possible to
specify the desired damping levels at two frequencies. If the required fraction of critical damping is \( \lambda_i \) and \( \lambda_j \) at modes \( i \) and \( j \) with natural circular frequencies \( \omega_i \) and \( \omega_j \) respectively then

\[
\alpha = \frac{2\omega_i \omega_j (\omega_i \lambda_j - \omega_j \lambda_i)}{\omega_i^2 - \omega_j^2}
\]

(4.2)

and

\[
\beta = \frac{2(\omega_i \lambda_i - \omega_j \lambda_j)}{\omega_i^2 - \omega_j^2}
\]

(4.3)

The result of this assumption is that at any other mode with a natural circular frequency \( \omega_n \), the fraction of critical damping is given by

\[
\lambda_n = \frac{1}{2} \left( \frac{\alpha}{\omega_n} + \beta \omega_n \right)
\]

(4.4)

This relationship between the damping and the natural frequency of free vibration is shown in Figure 4.9 where it is seen that as the natural frequency increases above \( \omega_j \) the amount of damping increases almost linearly with frequency. In this study, the fraction of critical damping \( \lambda_1 = \lambda_2 = 5\% \) in modes 1 and 2 was adopted.

![Rayleigh Damping](image)

**Figure 4.9 Rayleigh Damping model**

### 4.2.2 Superstructure

In bridges, it is generally not practical to provide for plastic hinge formation in the superstructure and the pier hinges at the base of the piers are typically chosen as the site for inelastic deformation [Priestley et al. 1996]. Therefore the superstructure (with the cross
section shown in Figure 4.10) is modelled by linear elastic beam members placed at the geometric centroid of the cross section, having the characteristics given in Table 4.1.

<table>
<thead>
<tr>
<th>Elastic modulus $E$ (GPa)</th>
<th>31.5</th>
<th>Translational mass (kg)</th>
<th>1496</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus $G$ (GPa)</td>
<td>13.1</td>
<td>Rotational mass moment of inertia for rotation about the vertical axis (kg·m²)</td>
<td>8540</td>
</tr>
<tr>
<td>Moment of inertia $I_y$ (m⁴)</td>
<td>86.25</td>
<td>Section area (m²)</td>
<td>6.93</td>
</tr>
<tr>
<td>Moment of inertia $I_z$ (m⁴)</td>
<td>3.16</td>
<td>Member length (m)</td>
<td>8</td>
</tr>
<tr>
<td>Torsional moment of inertia $J_z$ (m⁴)</td>
<td>6.97</td>
<td>Number of members</td>
<td>43</td>
</tr>
</tbody>
</table>

Table 4.1 The member properties for the superstructure

The flexural stiffnesses of the members are calculated based on their uncracked state (i.e. $I_y$, $I_z$ for gross cross section) for this prestressed box girder. For thin-walled hollow sections the torsional moment of inertia $J_z$ can be found as [e.g. Collins et al. 1991]

$$J_z = \frac{4A_0^2t}{P_0}$$

(4.5)

with $A_0$ and $P_0$ represent the area and perimeter of the shear flow in a tubular section of wall thickness $t$ as shown in Figure 4.10. For a bridge with different and varying thickness $t$, an averaged $t_{av}$ can provide a close approximation. In most bridge superstructures the torsion levels in the earthquake case will be significantly below the cracking torque limit state and no torsional stiffness reduction needs to be considered [Priestley 1996]. The gross area of the cross section is also used to model the axial stiffness and the transverse shear stiffness.

Figure 4.10 Superstructure Cross-Section
The mass of the deck, which contributes to the bridge seismic response in the form of inertia forces, is lumped at the ends of each beam member. The translational mass of node \( i \) is

\[
m_i = \rho l_i
\]

and the rotational mass moment of inertia is

\[
j_{ii} = m_i \frac{l_i^2 + b_i^2}{12}
\]

where \( \rho \) is the mass density of the superstructure, and \( l_i, b_i \) is the length and width of the beam member, respectively.

### 4.2.3 Piers

Since bridge piers are expected to respond to seismic excitation in an inelastic manner according to the current seismic design philosophy, correct analytical modelling of the piers is of primary importance. Here the piers were modelled as concrete beam-column members using the Giberson one-component model [Carr 2001], which idealises a reinforced concrete beam or column member as a perfectly elastic line element with non-linear rotational springs at the two ends that model the possible plastic hinges as shown in Figure 4.11. For this prototype bridge, the plastic hinges can only form at the base of the piers. The bi-linear hysteresis rule (Figure 4.12) was employed for the hinge spring, representing the inelastic behaviour of the member. The stiffness of the hinge is controlled by the tangent stiffness of the current point on the hysteresis rule. A plastic hinge length \( L = D \) (\( D \) = the diameter of the piers) was assumed. The effective member properties, which reflect the extent of concrete cracking and reinforcement yielding, were used as shown in Table 4.2. The effective stiffness \( EI_e \) was determined from section moment-curvature analyses as [Priestley et al. 1996]

\[
EI_e = \frac{M_y}{\Phi_y}
\]
### Table 4.2 The member properties for the piers

<table>
<thead>
<tr>
<th></th>
<th>Gross</th>
<th>Effective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moment of inertia $I_e (m^4)$</td>
<td>0.248</td>
<td>0.124</td>
</tr>
<tr>
<td>Torsional moment of inertia $J_e (m^4)$</td>
<td>0.45</td>
<td>0.15</td>
</tr>
<tr>
<td>Shear area $A_{s_e} (m^2)$</td>
<td>1.77</td>
<td>0.88</td>
</tr>
</tbody>
</table>

**Note:**
- $r = 0$ Elasto-Plastic
- $F_y = $ Yield Force

**Figure 4.12 Elasto-Plastic and Bi-linear Hysteresis Rules**

**Figure 4.13 Moment-Curvature Relationship for Pier Section**
where $M_y$ and $\Phi_y$ represent the ideal yield moment and curvature for a bilinear moment-curvature approximation. The result of the section moment-curvature analysis for piers with static axial load of 800 KN is shown in Figure 4.13 [Dodd 1992]. The equivalent yield curvature $\phi_y$ is found by extrapolating the line joining the origin and conditions at first yield, to the nominal moment capacity $M_n$. The diagram of the axial force $\sim$ yield moment interaction for the pier section is shown in Figure 4.14.

![Figure 4.14 Axial Force- Yield Moment Interaction for Pier Section](image-url)

Due to the lack of specific research data, Priestley [1996] assumed that the effective stiffness reduction in shear can be considered proportional to the effective stiffness reduction in flexure:

$$GA_{ec} = GA_v \cdot \frac{EI_e}{EI_g} \quad \text{or} \quad A_{ec} = A_v \cdot \frac{I_e}{I_g}$$  \hspace{1cm} (4.9)

For this research, a value of $I_e/I_g = 0.5$ was adopted, hence the torsional moment of inertia was multiplied by a factor of 0.3 to give the effective torsional moment of inertia after Singh and Fenves [1994].

4.2.4 Sliding bearings

The sliding bearings between the superstructure and the cap beam at the piers were modelled as three-dimensional springs that followed an elastic-perfectly plastic hysteresis rule in the longitudinal direction, and an elastic hysteresis rule in the vertical and transverse directions [Fenves and Ellery 1998]. The spring stiffness was based on an idealised shearing deformation given by $G_{elast}A/h$, where $G_{elast} = 1.0MPa$ was the assumed shear modulus for the elastomer, $h = 50mm$ was the height of the bearing pads, and $A = 0.34m^2$ was the cross-
sectional area of the bearing pads. The stiffness was 6800 $KN/m$ and the yield force was 480 $KN$. The maximum horizontal reaction was determined from the dynamic friction coefficient ($= 0.12$) applied to a constant vertical reaction from gravity loads.

4.2.5 Foundation

Since the ratio of pile spacing to pile cap depth is less than 2:1, the behaviour of the pile cap is similar to that of a deep beam, hence the pile cap could be modelled as a rigid link. The piles were modelled using elastic concrete beam members. They were arranged with shorter elements in the upper region to increase accuracy. The effective moment of inertia came from an analysis of the section moment-curvature as shown in Figure 4.15. The effective properties employed were as following:

<table>
<thead>
<tr>
<th></th>
<th>Gross</th>
<th>Effective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moment of inertia $I_e (m^4)$</td>
<td>0.05</td>
<td>0.025</td>
</tr>
<tr>
<td>Torsional moment of inertia $J_e (m^4)$</td>
<td>0.087</td>
<td>0.029</td>
</tr>
<tr>
<td>Shear area $A_{ve} (m^2)$</td>
<td>0.78</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Table 4.3 The member properties for piles

![Figure 4.15 Moment-Curvature Relationship for Pile Section](image-url)
The vertical restraint to the motion of the piles depends on the characteristics of the pile design and installation. For CIDH piles, which are usually assumed to derive their load capacity from end bearing and the toe ends of the piles could therefore be considered as fixed in the vertical direction in the structural model. The interaction between the piles and the surrounding soil in the lateral direction was modelled by Winkler springs arranged along the pile length; these could be either linear or non-linear. This model can provide a reasonable approximation to the pile boundary conditions but does not represent dynamic soil-structure interaction (SSI) since no soil inertia effects, soil wave radiation effects, or viscous effects of soils movement around the pile shaft and modifications of these characteristics by the pile stiffness or the density of pile groups are considered.

For linear springs, the individual soil spring stiffness can be determined based on the following consideration [Priestley et al. 1996]. Assume that a contact pressure \( p \) at the soil-pile interface can be expressed as a function of the soil deformation \( \Delta_s \):

\[
p = k_s \Delta_s \tag{4.10}
\]

where \( k_s \) \( (\text{force/length}^3) \) represents a soil reaction coefficient. Then a Winkler soil reaction modulus or spring constant \( k \) along the length of the pile with diameter \( D \) can be determined as

\[
k = D \cdot k_s \tag{4.11}
\]

and is often referred to as the modulus of subgrade reaction. For cohesionless soils and normally consolidated clays, a linear increase of \( k \) with depth \( z \) measured from the ground surface is a reasonable assumption, and the modulus of subgrade reaction \( k \) can be expressed as a function of depth \( z \) as

\[
k(z) = k' z \tag{4.12}
\]

where \( k' \) \( (\text{force/length}^3) \) represents the depth-independent subgrade reaction modulus. A discrete soil spring stiffness \( K_i \) at depth \( z_i \), can now be determined for a given tributary length \( B_i \) of pile shaft as:

\[
K_i = k' z_i B_i \tag{4.13}
\]

Values for \( k \) or \( k' \) can be obtained from the geotechnical literature in relationship to Young's modulus \( E_s \), which in turn can be found (although with significant variability) from standard penetration tests, shear wave velocity measurements, or direct bearing tests.
Vesic [1961] sought to find the value of the spring stiffness which gave the best agreement between the solutions for an infinite beam on an elastic half space, and those for an infinite beam on a Winkler subgrade. The modulus of subgrade reaction, \( k \), calculated by Vesic, was expressed in terms of Young’s modulus, \( E_s \), and Poisson’s ratio, \( v_s \), of the elastic half space:

\[
k = \frac{0.65 E_s}{1 - v_s^2} \left( \frac{E_s b^4}{E_b I_b} \right)^{\frac{1}{12}} \tag{4.14}
\]

where \( b \) = width of the beam; \( E_b \) = Young’s modulus of the beam; \( I_b \) = moment inertia of the beam. For most practical situations, \( \left( \frac{E_s b^4}{E_b I_b} \right)^{\frac{1}{12}} \) is approximately equal to 1. Therefore Vesic’s equation becomes

\[
k = \frac{0.65 E_s}{1 - v_s^2} \tag{4.15}
\]

For the pile foundation case, Bowles [Bowles 1982] has suggested that the modulus of subgrade reaction given by Vesic should be doubled, because the soil is in contact with both faces of the pile.

\[
k = 2 \times \frac{0.65 E_s}{1 - v_s^2} = \frac{1.3 E_s}{1 - v_s^2} \tag{4.16}
\]

By examining the results of full-scale pile tests with different diameters, Carter [Carter 1984] indicated that the pile width factor has a significant effect, and the Vesic’s equation is best adjusted by a linear correction of the width

\[
k = \frac{1.3 E_s}{1 - v_s^2} \cdot \frac{b}{B_{ref}} \tag{4.17}
\]

where \( B_{ref} = 1 \text{m} \).

Poulos [1971] gave the values of \( E_s \) for cohesionless soils assumed as an elastic, homogeneous, isotropic semi-infinite medium, as shown in Table 4.4, on the basis of backcomputations from the results of full scale pile tests.

<table>
<thead>
<tr>
<th>Soil Density</th>
<th>Range of Values of ( E_s ) (KPa)</th>
<th>Average ( E_s ) (KPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loose</td>
<td>900 - 2070</td>
<td>1720</td>
</tr>
<tr>
<td>Medium</td>
<td>2070 - 4140</td>
<td>3450</td>
</tr>
<tr>
<td>Dense</td>
<td>4140 - 9650</td>
<td>6900</td>
</tr>
</tbody>
</table>

Table 4.4 The values of \( E_s \) for cohesionless soils
For cohesionless soils, the Young's modulus is usually assumed to vary linearly with depth, that is

\[ E_s = mz \ (kPa) \] (4.18)

where \( m \) = constant \( (kPa/m) \); \( z \) = depth (m). In this study the values of average \( E_s \) given in Table 4.4 were adopted for \( m \).

Table 4.5 lists the typical values of Poisson’s ratio for different materials, given by Bowles [Bowles 1982]. A Poisson’s ratio of 0.3 is used for sand, therefore, the lateral modulus of subgrade reaction for sand can be taken as:

\[ k = \begin{cases} 
2500z(kPa) & \text{for} \quad \text{Loose Sand} \\
5000z(kPa) & \text{for} \quad \text{Medium Sand} \\
10000z(kPa) & \text{for} \quad \text{Dense Sand}
\end{cases} \] (4.19)

<table>
<thead>
<tr>
<th>Type of Soil</th>
<th>Poisson’s Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay, Saturated</td>
<td>0.4 – 0.5</td>
</tr>
<tr>
<td>Clay, Unsaturated</td>
<td>0.1 – 0.3</td>
</tr>
<tr>
<td>Sandy Clay</td>
<td>0.2 – 0.3</td>
</tr>
<tr>
<td>Silt</td>
<td>0.3 – 0.35</td>
</tr>
<tr>
<td>Sand (Dense)</td>
<td>0.2 – 0.4</td>
</tr>
<tr>
<td>Coarse (e = 0.4 – 0.7)</td>
<td>0.15</td>
</tr>
<tr>
<td>Fine-grained (e = 0.4 – 0.7)</td>
<td>0.25</td>
</tr>
<tr>
<td>Rock</td>
<td>0.1 – 0.4</td>
</tr>
<tr>
<td>Loess</td>
<td>0.1 – 0.3</td>
</tr>
<tr>
<td>Ice</td>
<td>0.36</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 4.5 the typical values of Poisson’s ratio

However, in all the results that are presented in this thesis the compliant foundation described in this chapter were not used and that all piers were assumed to be fully fixed i.e. the foundation was assumed to be rigid. The original intent had been to consider the effects of foundation compliance but for difficulties in allowing the dispersion and the amount of extra parameters that would need to be considered in developing the conclusions these foundation models were not pursued any further. It is left for future research to extend the work to allow for such foundation models to be included.
4.2.6 Abutments

At Abutment 1, the abutment cap beam is monolithically connected to the deck, so Abutment 1 is modelled as a vertical rigid link between the pile elements and the deck element. Abutment 10 has sliding bearings similar to those installed at the pier cap beams, but it does not restrain transverse movement of the superstructure. The springs used to model the sliding bearings at Abutment 10 have the same properties in both the longitudinal and transverse directions as those at the piers.

4.2.7 Movement joints

Long bridges are divided into sections by movement joints to compensate for deformations from initial shortening due to prestressing, time-dependent effects such as creep and shrinkage, and environmental effects such as temperature deformations. A prototype of a movement joint is shown in Figure 4.16. Seismically, these movement joints have the tendency to allow the separate sections to develop their own characteristic dynamic response and modify this individual dynamic response through complex interaction between frames through the movement joints. Movement joints typically allow deformations in the form of translation in the bridge longitudinal direction and flexural rotation about the movement joint axis but restrict translations perpendicular to the bridge axis by means of shear keys. Vertical shear transfer is provided through bearing seats and vertical restrainers. However, movement joints cannot be viewed only as longitudinal bridge separations in a seismic event since transverse seismic deformation input can open and close movement joints to various degrees depending on the geometry of the bridge structure [Priestley et al.1996].

![Movement Joint Diagrams](image)

Figure 4.16 Bridge Movement Joint
The nonuniform opening and closing of movement joints makes it essential that movement joints be modelled with their exact geometry. For non-linear dynamic time-history analyses, joint element models with non-linear stiffness characteristics, gapping and Coulomb friction damping have been developed [Tseng and Penzien 1973, Yang et al. 1994, Fenves and Ellery 1998]. The joint element model used in this study is shown in Figure 4.17. The joints were modelled with sets of slaved nodes that were rigidly constrained in a horizontal array of five nodes across the width of the superstructure. The nodes were located where the bearing pads were located and where the pounding could happen. Each set of five nodes represented one side of the joint and was connected to another set of five nodes via zero-length nonlinear spring elements. The joint restrainers were modelled as elastic-perfectly plastic tension-only springs with an initial slackness of 12mm. The stiffness of the restrainers was given by $EA/L$, where $E$ was the modulus of elasticity for the cables (assumed to be 200 GPa), $A$ was the total cross sectional area of the cables, and $L$ was the length of the restrainer cables. The joint closing was modelled with compressing-only gap elements at the outer edges of the superstructure and with an initial gap of 25mm. The stiffness of the gap spring was $10^{10} \text{KN/m}$. The bearing pads were modelled as elastic-perfectly plastic springs as mentioned in 4.2.4.
CHAPTER 5

THE WAVE PASSAGE EFFECT ON THE SEISMIC RESPONSE OF LONG BRIDGES

5.1 Introduction

This chapter describes the "wave passage" effect of asynchronous input motions on the response of a long bridge. It was assumed that the variation of the ground motion at the different bridge supports was solely due to the difference in the arrival time of the seismic waves and the seismic motions did not change in shape at the various supports on the ground surface. The time interval between two support points \( \Delta t \) is a function of the propagation velocity of the wave \( v_s \), the distance between the two bridge supports \( L \), and the angle \( \theta \) between the direction of the approaching waves and the longitudinal axis of the bridge as shown in Figure 5.1. It may be expressed as:

\[
\Delta t = \frac{L \cos \theta}{v_s}
\]

(5.1)

For the research reported in this Chapter it was assumed that the seismic motions acted in the transverse direction of the bridge, and travelled along the bridge longitudinal direction from abutment 10 to abutment 1, hence the angle between the direction of the approaching waves and the longitudinal axis of the bridge was zero i.e. \( \theta = 0 \). Three natural earthquake records
Figure 5.2 The three Earthquake records used in the analyses

Figure 5.3 The Acceleration Spectra of the Earthquake Records
were used in the analyses. These were the North-South components of the El Centro (May 18, 1940) earthquake (El40NSC) and the Northridge (January 17, 1994) earthquake (SYLM949), and one from the Mexico City (1985) earthquake (MEXSCTIL) (see Figures 5.2). The acceleration spectra of these three earthquake records are shown in Figure 5.3. In most seismic time-history analyses the ground acceleration records are normally treated as the input. This is inappropriate in travelling wave studies for inelastic structures. In the program Ruaumoko, for such cases, a total displacement formulation is used and the ground acceleration are integrated by the program to produce the ground velocities and ground displacements which are then used as input to the supporting degrees of freedom in the structure. For the synchronous cases, the natural earthquake record was applied to all of the pier supports. For the asynchronous cases, the natural earthquake record was specified at abutment 10 and there were time delays ($\Delta t = L/v_s$) for the ground motions at other pier supports.

The wave propagation velocities for the analyses were selected to cover a wide range of soil types from soft soil ($v_s = 100, 125, 150, 200 \text{m/s}$) to stiff soil ($v_s = 300, 400, 500 \text{m/s}$) and rock ($v_s = 1000, 1500, 2000 \text{m/s}$). Five bridge models with different configurations and boundary conditions were analysed by using the RUAUMOKO (3D Version) computer program [Carr 2001] to show how the wave propagation velocity and the configurations of the bridge influence the structural response.

5.2 The Response of Model 1

Model 1 is the model of the prototype bridge described in Chapter 4. All the piers were assumed to be fixed at the ground level. The superstructure was fixed at the Abutment 1 while at the Abutment 10 the superstructure was supported on the abutment sub-structure through sliding bearings with freedom of movement longitudinally, transversely and rotationally about a vertical axis. Model 1 is shown in Figure 5.4.

5.2.1 Eigenvalue Analysis

An eigenvalue analysis was carried out for Model 1. The main characteristics of the first nine modes are given in Table 5.1 and the first nine mode shapes are shown in Figure 5.5. The Rayleigh damping model which was used in this study is simple and very often used but is also recognised as having potential to lead to high amounts of damping in the high modes. For
Figure 5.4 Bridge Model 1
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Figure 5.5 (a) The First to Third Mode Shapes of Bridge Model 1
Figure 5.5 (b) The Fourth to Sixth Mode Shapes of Bridge Model 1
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Figure 5.5 (c) The Seventh to Ninth Mode Shapes of Bridge Model 1
Table 5.1 Natural periods of free vibration and mode shape characteristics of Model 1

<table>
<thead>
<tr>
<th>Mode</th>
<th>Period (seconds)</th>
<th>Frequency (Hz)</th>
<th>Damping (%)</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.184</td>
<td>0.844</td>
<td>5.0</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
<tr>
<td>2</td>
<td>0.787</td>
<td>1.270</td>
<td>5.0</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
<tr>
<td>3</td>
<td>0.513</td>
<td>1.949</td>
<td>5.9</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
<tr>
<td>4</td>
<td>0.433</td>
<td>2.309</td>
<td>6.6</td>
<td>Deck vertical flexure, piers flexure/axial</td>
</tr>
<tr>
<td>5</td>
<td>0.414</td>
<td>2.415</td>
<td>6.8</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
<tr>
<td>6</td>
<td>0.395</td>
<td>2.532</td>
<td>7.0</td>
<td>Deck vertical flexure, piers flexure/axial</td>
</tr>
<tr>
<td>7</td>
<td>0.387</td>
<td>2.584</td>
<td>7.1</td>
<td>Deck axial, piers flexure/axial</td>
</tr>
<tr>
<td>8</td>
<td>0.349</td>
<td>2.865</td>
<td>7.7</td>
<td>Deck vertical flexure, piers flexure/axial</td>
</tr>
<tr>
<td>9</td>
<td>0.306</td>
<td>3.268</td>
<td>8.5</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
</tbody>
</table>

Model 1 the levels of damping in the modes that are contributing to the response of the bridges is not large (as shown in Table 5.1) and the very high modes are not likely to significantly excited.

5.2.2 Elastic response

The elastic response parameters investigated were the maximum pier drift (deflection of pier top relative to their base) and the maximum pier shear force. The maximum pier drift provides a measure of the flexural response of the pier and the maximum pier shear force is an indication of the pier shear demand. In the analyses the earthquake records used were scaled in order to ensure that all the piers remain elastic.

The response of Model 1 to the North-South components of the El Centro 1940 earthquake record with a scale factor of 0.5 for the synchronous and asynchronous cases are shown in Table 5.2 and Figure 5.6. The variations of the maximum pier drifts with the travelling wave velocity can be observed as follows. The drifts of all the piers (except pier 5) decreased as the travelling wave velocity was increased from 100m/s to between 200 and 250m/s where the response was a minimum. Only the drift of pier 5 increased before the wave velocity reached 150m/s, then it decreased as the wave travelling velocity was increased from 150m/s to 200m/s. For wave travelling velocities beyond 250m/s, the pier drifts increased as the travelling wave velocity was increased to between 500 and 1000m/s where most pier drifts reached their maximum values. At
high travelling wave velocities, the drifts of piers 2, 3, 4 and 5 decreased with the increase of the travelling wave velocity and the drifts of piers 6, 7, 8 and 9 did not alter significantly.

For the other earthquake records, the variations of the maximum pier drift with the travelling wave velocity showed a very similar pattern to that for the North-South component of the El Centro 1940 earthquake record. Figure 5.7 shows the responses of Model 1 to the North-South component of the Northridge 1994 earthquake with a scale factor of 0.15, and Figure 5.8 shows the responses of Model 1 to the earthquake record from the Mexico City (1985) earthquake with a scale factor of 0.5.

For all the earthquake records, the pier drifts generally decreased as the wave travelling velocity was increased from 100m/s to between 200 and 250m/s where they had a minimum responses, and then the pier drifts increased with the increase of the travelling wave velocity, although there were some local variations. Pier 2 is an exception because its maximum pier drift decreased as the travelling wave velocity was increased over the whole range of travelling wave velocities for all three earthquake records.

The possible explanation for the changing pattern of the maximum pier drifts with the wave propagation velocity is as follows. It is known that the response of an elastic structure subjected to asynchronous inputs at different pier bases can be obtained from the superposition of two contributions: a dynamic component induced by the inertia forces and a so-called pseudo-static component, due to the differential displacements between the adjacent supports [Clough and Penzien 1993]. For the synchronous case, the differential displacements between the adjacent supports are zero and the response can be attributed to the dynamic component only.

As the travelling wave velocity increases, the pseudo-static component decreases because the differential displacements between the adjacent supports reduces sharply with the increase in the travelling wave velocity. Figures 5.9 to 5.11 show the variations of the maximum differential displacements between the adjacent pier bases with the travelling wave velocity for different earthquake records. It can be observed that when the travelling wave velocity is 300m/s, the maximum differential displacements between the adjacent supports dropped to 40% to 45% of the value for the travelling wave velocity of 100 m/s, and when the velocity is 500 m/s, they dropped to 20% to 25%. The percentage depends on the earthquake record that was used in the analysis.
### Table 5.2 Maximum pier drifts in Model 1 for NS component of EL Centro 1940 earthquake record with an input scale factor of 0.5

Note: drift (v) refers to the drift for the travelling wave cases.

\[
\text{drift (v = \infty)}
\]

<table>
<thead>
<tr>
<th>wave travelling velocity (m/s)</th>
<th>pier2</th>
<th>pier3</th>
<th>pier4</th>
<th>pier5</th>
<th>pier6</th>
<th>pier7</th>
<th>pier8</th>
<th>pier9</th>
</tr>
</thead>
<tbody>
<tr>
<td>drift (mm)</td>
<td>(\frac{\text{drift(v)}}{\text{drift(v = \infty)}})</td>
<td>drift (mm)</td>
<td>(\frac{\text{drift(v)}}{\text{drift(v = \infty)}})</td>
<td>drift (mm)</td>
<td>(\frac{\text{drift(v)}}{\text{drift(v = \infty)}})</td>
<td>drift (mm)</td>
<td>(\frac{\text{drift(v)}}{\text{drift(v = \infty)}})</td>
<td>drift (mm)</td>
</tr>
<tr>
<td>100</td>
<td>31.3</td>
<td>4.89</td>
<td>33.9</td>
<td>1.78</td>
<td>32.1</td>
<td>1.22</td>
<td>15.7</td>
<td>0.48</td>
</tr>
<tr>
<td>125</td>
<td>26.3</td>
<td>4.11</td>
<td>38.5</td>
<td>2.03</td>
<td>21.3</td>
<td>0.81</td>
<td>19</td>
<td>0.58</td>
</tr>
<tr>
<td>150</td>
<td>24.6</td>
<td>3.84</td>
<td>32.9</td>
<td>1.73</td>
<td>24.4</td>
<td>0.92</td>
<td>25.6</td>
<td>0.79</td>
</tr>
<tr>
<td>200</td>
<td>15.9</td>
<td>2.48</td>
<td>14.6</td>
<td>0.77</td>
<td>11</td>
<td>0.42</td>
<td>14.4</td>
<td>0.44</td>
</tr>
<tr>
<td>250</td>
<td>12.7</td>
<td>1.98</td>
<td>13.8</td>
<td>0.73</td>
<td>11.4</td>
<td>0.43</td>
<td>12.9</td>
<td>0.4</td>
</tr>
<tr>
<td>300</td>
<td>11.6</td>
<td>1.81</td>
<td>10.8</td>
<td>0.57</td>
<td>16.6</td>
<td>0.63</td>
<td>16.1</td>
<td>0.5</td>
</tr>
<tr>
<td>400</td>
<td>11.6</td>
<td>1.81</td>
<td>26</td>
<td>1.37</td>
<td>26.1</td>
<td>0.99</td>
<td>27.5</td>
<td>0.85</td>
</tr>
<tr>
<td>500</td>
<td>15.7</td>
<td>2.45</td>
<td>35.1</td>
<td>1.85</td>
<td>32.4</td>
<td>1.23</td>
<td>35</td>
<td>1.08</td>
</tr>
<tr>
<td>1000</td>
<td>9.2</td>
<td>1.44</td>
<td>29.4</td>
<td>1.55</td>
<td>38.6</td>
<td>1.46</td>
<td>41.7</td>
<td>1.28</td>
</tr>
<tr>
<td>1500</td>
<td>8.3</td>
<td>1.3</td>
<td>27.5</td>
<td>1.45</td>
<td>36.4</td>
<td>1.38</td>
<td>40.2</td>
<td>1.24</td>
</tr>
<tr>
<td>2000</td>
<td>8.1</td>
<td>1.27</td>
<td>26.1</td>
<td>1.37</td>
<td>34.6</td>
<td>1.31</td>
<td>38.9</td>
<td>1.2</td>
</tr>
<tr>
<td>synchronous (v = \infty)</td>
<td>6.4</td>
<td>1</td>
<td>19</td>
<td>1</td>
<td>26.4</td>
<td>1</td>
<td>32.5</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 5.6 Maximum pier drifts versus travelling wave velocity (EL40NSC with an input scale factor of 0.5)

Figure 5.7 Maximum pier drifts versus travelling wave velocity (SYLM949 with an input scale factor of 0.15)

Figure 5.8 Maximum pier drifts versus travelling wave velocity (MEXSCT1L) with an input scale factor of 0.5
Figure 5.9 Maximum differential displacements between pier bases (EL40NSC) with an input scale factor of 0.5

Figure 5.10 Maximum differential displacements between pier bases (SYLM949) with an input scale factor of 0.15

Figure 5.11 Maximum differential displacements between pier bases (MEXSCT1L) with an input scale factor of 0.5
Figure 5.12 Maximum pier drifts (averaged earthquake record applied synchronously, EL40NSC with an input scale factor of 0.5)

Figure 5.13 Maximum pier drifts (averaged earthquake record applied synchronously, SYLM949 with an input scale factor of 0.15)

Figure 5.14 Maximum pier drifts (averaged earthquake record applied synchronously, MEXSCTL with an input scale factor of 0.5)
Figure 5.15 (a) Fourier spectrum of the displacement at the top of pier 9
Figure 5.15(b) Fourier spectrum of the displacement at the top of pier 9
Figure 5.16 Maximum pier shear forces (EL40NSC with an input scale factor of 0.5)

Figure 5.17 Maximum pier shear forces (SYLM949 with an input scale factor of 0.15)

Figure 5.18 Maximum pier shear forces (MEXSCT1L with an input scale factor of 0.5)
In order to investigate the variation of the dynamic component of the response with the travelling wave velocity, several synchronous cases were investigated. The time-histories used in these synchronous cases were the average of the ten travelling wave time-histories that had been applied to the ten bridge supports in each of the previous asynchronous cases. The responses of these synchronous cases were considered to represent approximately the dynamic components of the responses of asynchronous cases corresponding to the various travelling velocities. The results of these synchronous cases analyses are shown in Figures 5.12 to 5.14 for different earthquake records. It can be seen that when the time-histories used in these synchronous cases derived from the asynchronous cases with travelling wave velocities higher than 1000m/s, the maximum pier drifts were almost the same as those under the natural earthquake records. When the time-histories used in these synchronous cases derived from the asynchronous cases with travelling wave velocities lower than 1000m/s, the maximum pier drifts decreased as the travelling wave velocity decreased. When the travelling wave velocity decreased to 300m/s, the maximum pier drifts dropped to 20% of the values that occurred in the synchronous case subjected to the El Centro earthquake record, to 16% of the values that was observed in the case subjected to the Northridge earthquake record, and to 45% of the values that occurred in the case subjected to the Mexico City earthquake record.

A clear trend was observed when comparing the maximum pier drifts in the travelling wave cases (Figures 5.6 to 5.8), the maximum differential displacements between the adjacent pier bases (Figure 5.9 to 5.11) and the maximum pier drifts in those synchronous cases in which the combined earthquake records were used (Figures 5.12 to 5.14). When the travelling wave velocity of the seismic motion was lower than 200 ~ 250 m/s, the responses of the bridge structure to asynchronous motion were dominated by the pseudo-static components and the dynamic components were much smaller than the pseudo-static components. When the travelling wave velocity was higher than 200 ~ 250 m/s, the pseudo-static components reduced considerably and the dynamic components increased very rapidly, and the responses of the structure to asynchronous motion were more dependent on its dynamic components.

The behaviour of pier 2 was more dominated by the pseudo-static effect rather than the dynamic effect because pier 2 was the closest pier to the fixed end of the deck where the structural stiffness was very large and the dynamic component was small. This probably explains why the maximum relative drifts of pier 2 decreased as the travelling wave velocity was increased as seen in Figures 5.6 to 5.8.
The total response of the bridge structure to asynchronous motion could also be affected by the fact that the frequency spectrum of the average excitation to which the whole bridge was subjected was different from that of the synchronous case. The frequency spectrum of the excitation changes with the travelling wave velocity, although the time histories of the seismic motion did not change in shape at the various supports on the ground surface. This can be seen from the Fourier spectra of the pier drift of pier 9 in Figure 5.15, for example, which shows that the relative significance of the frequency of the first mode of the bridge vibration changed with the travelling wave velocity. For the synchronous case ($v = \infty$) the response was dominated by the first mode, but for the asynchronous cases the higher modes were excited also by the travelling seismic motions as indicated by other researchers [Tzanetos et al. 1998]. Any local variation of pier drift could be attributed to the change in the frequency spectrum of the asynchronous motion consistent with the travelling wave velocity.

The combination of these three aspects: the pseudo-static effect, the dynamic effect, and the change of the frequency spectrum of excitation with the travelling wave velocity could make the response of the bridge to travelling wave excitation greater than those under the synchronous input excitation.

The maximum pier shear forces varied with the travelling wave velocity in approximately the same way as the pier drifts, for all of the earthquake records that were used (Figures 5.16 to 5.18). For piers 7 and 8, the maximum pier shear forces do not change much with the wave propagation velocity of the seismic motion unlike the case for the other piers. This is because piers 7 and 8 were longer than other piers and consequently the stiffnesses were smaller than those of the other piers and therefore they attracted smaller shear forces.

**5.2.3 Inelastic response**

Under moderate or severe earthquakes, bridge structures are usually designed to behave inelastically, hence the wave-passage effect on the inelastic responses of the Model 1 is considered. The parameters investigated for the inelastic response were the maximum pier drift, the maximum pier shear force, and the maximum section curvature ratio of the pier. The maximum section curvature ratio is the curvature reached in the analysis divided by the yield curvature of the pier and indicates the curvature ductility demand of the pier.
Figure 5.19  Maximum pier drifts under EL40NSC with a scale factor of 1.0

Figure 5.20  Maximum section curvature ratios under EL40NSC with a scale factor of 1.0

Figure 5.21  Maximum shear force in piers under EL40NSC with a scale factor of 1.0
Figure 5.22 Maximum pier drifts under EL40NSC with a scale factor of 2.0.

Figure 5.23 Maximum curvature ratios under EL40NSC with a scale factor of 2.0.

Figure 5.24 Maximum shear force in piers under EL40NSC with a scale factor of 2.0.
Different input scale factors were used in order to investigate the responses of the bridge subjected to earthquakes with different intensities. Figures 5.19 to 5.24 show the inelastic responses of Model 1 to the North-South component of El Centro 1940 earthquake record with scale factors of 1.0 and 2.0. For both these cases, it was observed that the variations in the maximum pier drifts with the travelling wave velocity had similar trends to those for the elastic cases. As the travelling wave velocity was increased from 100m/s to infinity, the maximum pier drifts first decreased to a minimum between 200 and 250m/s after which the pier drifts increased again although there were some local variations. Several cases were also seen where the travelling wave cases were more critical than the synchronous case.

The variations of the maximum section curvature ratios of the piers and the maximum pier shear forces with the travelling wave velocity also followed the trends shown for the pier drifts. The variations of the maximum section curvature ratios with the travelling wave velocity were a little different when a different earthquake input scale factor was used because the periods of the bridge vibration were affected by the inelastic behavior of the pier. The maximum section curvature ratios of the piers 2, 3, 7 and 8 did not change much with the travelling wave velocity because pier 2 is the closest pier to the fixed end of the girder and piers 3, 7 and 8 were longer than the others, therefore their dynamic components were smaller than those of the shorter piers. The variations of the maximum pier shear forces with the travelling wave velocity followed a similar pattern to the section curvature ratios.

5.3 The Responses of Other Bridge Models

In order to enable less structure-specific conclusions to be drawn, four additional bridge models with different configurations were analysed and described. Table 5.3 lists the characteristics of the configurations of all five bridge models used in this study.

The elastic responses of Models 2 to 5 to the NS component of the El Centro 1940 earthquake record are shown in Appendix Figures A.1 to A.4. The inelastic responses of Models 2 to 5 to the NS component of the El Centro 1940 earthquake record with an input scale factor of 1.0 are shown in Figures 5.25 to 5.28. Very similar trends to those observed in Model 1 could be seen for the variation of maximum pier drift, section curvature ratio, and maximum shear forces with the propagation velocity of seismic motions in responses of Models 2 to 5, even though the bridge configurations had considerable differences in pier heights and support conditions at abutments.
The free heights of piers

<table>
<thead>
<tr>
<th>Model</th>
<th>The free heights of piers</th>
<th>Boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>6m, 8m, 5m, 5m, 5m, 11m, 11m, 5m for piers 2 to 9</td>
<td>At abutment 1 the superstructure was completely fixed while at abutment 10 the superstructure was supported on the abutment structure through sliding bearings (vertical support only)</td>
</tr>
<tr>
<td>Model 2</td>
<td>6m, 8m, 5m, 5m, 5m, 11m, 11m, 5m for piers 2 to 9</td>
<td>At abutment 1 and abutment 10 the superstructure was supported on the abutment structure through sliding bearings (vertical support only)</td>
</tr>
<tr>
<td>Model 3</td>
<td>11m for all piers</td>
<td>Same as model 2</td>
</tr>
<tr>
<td>Model 4</td>
<td>11m for all piers</td>
<td>Same as model 1</td>
</tr>
<tr>
<td>Model 5</td>
<td>5m for all piers</td>
<td>Same as model 2</td>
</tr>
</tbody>
</table>

Table 5.3 The description of bridge models

Model 2 was identical with Model 1 except that abutment 1 was also supported on sliding bearings as was abutment 10. Comparing Figure 5.19 with Figure 5.25, it can be seen that in Model 2 with the modified support at Abutment 1, the maximum drift of pier 2 increased considerably when the travelling wave velocity was higher than 250m/s, but the maximum drifts of other piers were not significantly affected. The increase of the maximum drift of pier 2 was due to the increase of its dynamic component, because of the decrease in transverse stiffness of Abutment 1. Hence the variation of the maximum drift of pier 2 with the travelling wave velocity now had the same trends as for other piers.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Period (seconds)</th>
<th>Frequency (Hz)</th>
<th>Damping (%)</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.09</td>
<td>0.479</td>
<td>5.0</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
<tr>
<td>2</td>
<td>1.343</td>
<td>0.745</td>
<td>5.0</td>
<td>Deck axial, piers flexure/axial</td>
</tr>
<tr>
<td>3</td>
<td>1.21</td>
<td>0.826</td>
<td>5.1</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
<tr>
<td>4</td>
<td>0.772</td>
<td>1.296</td>
<td>6.4</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
<tr>
<td>5</td>
<td>0.557</td>
<td>1.795</td>
<td>8.1</td>
<td>Deck transverse flexure, piers flexure</td>
</tr>
<tr>
<td>6</td>
<td>0.435</td>
<td>2.299</td>
<td>10.0</td>
<td>Deck vertical flexure, piers flexure/axial</td>
</tr>
</tbody>
</table>

Table 5.4 Natural periods of free vibration and mode shape characteristics of Model 3

Model 3 represented a symmetric bridge structure. Its regularity and relative simplicity made the interpretation of the results easier. The characteristics of the first six modes of Model 3 are given in
Table 5.4. From the responses of Model 3 (in Figures 5.26 and 5.29), it can be seen that for the synchronous case, the distribution of the maximum pier drifts along the bridge was symmetric and similar to the shape of the first mode of vibration of the bridge, but in the asynchronous travelling wave cases the shape of maximum pier drifts were asymmetric and tended to become flatter as the travelling wave velocity decreased. It is an important feature of the response of Model 3 that despite the structural symmetry, the response is unsymmetrical in the travelling wave cases. The response is dependent on the direction of wave travel i.e. which end of the bridge the earthquake comes from. In a design situation you would have to consider wave travel from both directions, and the plots of maximum pier response would become symmetric. For example, in Figure 5.26 the pier 9 response would match the pier 2 response. This ‘direction of travel’ dependence will also affect the responses of the other irregular bridge models. The unsymmetry of the response of Model 3 also suggests that the first mode of vibration of the bridge dominated the response in the synchronous case, and higher modes were excited by travelling waves in the asynchronous cases as indicated by other researchers (Monti et al. 1996, Tzanetos et al. 1998). For the asynchronous cases, the maximum drifts of piers 2, 3, 4 and 5 were always larger than the maximum drifts of piers 9, 8, 7 and 6 as the travelling wave velocity decreased from 2000 to 250 m/s. This fact indicates that the third mode (second mode for transverse flexure) of vibration of Model 3 played an important role in the responses to asynchronous input motions. The Fourier spectra of the drift of pier 2 (Figures 5.30) also shows that the relative significance of the frequency of the first mode of vibration changed with the travelling wave velocity. The change of the relative significance of the first and third modes in the response meant that the drift of pier 2 reached the maximum value when the travelling wave velocity was 300 m/s as shown in Figure 5.26. From these facts it could be concluded that the local variations of pier drift were attributed to the change in the frequency spectrum of the asynchronous motions with the change in travelling wave velocity.

The third mode of the bridge vibration also played an important role in the variations of the section curvature ratios with the travelling wave velocity. The maximum section curvature ratios of pier 6, 7, 8 and 9 decreased with the decrease in travelling wave velocity until the travelling wave velocity was equal to 150m/s. The maximum section curvature ratios of piers 5, 4, 3 and 2 were different in that, they increased first and then decreased as the travelling wave velocity increased. Hence the variations of the maximum section curvature with the travelling wave velocity were dependent on the mode shapes that were excited by the asynchronous input motions as well.
Figure 5.25 The responses of Model 2 to EL40NSC with an input scale factor of 1.0
Figure 5.26 The responses of Model 3 to EL40NSC with an input scale factor of 1.0
Figure 5.27 The responses of Model 4 to EL40NSC with an input scale factor of 1.0
Figure 5.28 The responses of Model 5 to EL40NSC with an input scale factor of 1.0
Model 4 was the same as Model 3, except that Abutment 1 was fixed while Abutment 10 was supported on sliding bearings. Model 5 had the same boundary conditions at the abutments as Model 3, but the free height was 5m for every pier. The responses of Model 4 and Model 5 also showed that the variations of maximum pier drifts, section curvature ratio and maximum shear forces with the propagation velocity had similar trends to those observed in the Models 1 and 3.

It is significant that the magnitude of the travelling wave velocity associated with minimum pier drifts, varied according to the structural stiffness. It was 200 to 250m/s in Models 1 and 2, 150m/s in Model 3, 150 to 200m/s in Model 4, and 250m/s in Model 5. It seems that the stiffer the bridge, the greater is the effect of the pseudo-static component on the responses, therefore the travelling wave velocity associated with minimum pier drifts is greater.

5.4 Summary

In this chapter the travelling wave effect of the spatially variable motions on the seismic response of a long bridges was investigated. The elastic and inelastic responses of five bridge models with different configurations were investigated for both asynchronous and synchronous excitation. Three natural earthquake records were employed as input motions for Model 1, and one earthquake record
Figure 5.30(a) The Fourier spectrum of the drifts of pier 2 in the responses of Model 3 subjected to EL40NSC
Figure 5.30(b) The Fourier spectrum of the drifts of pier 2 in the responses of Model 3 subjected to EL40NSC
was used for Models 2 to 5. The seismic wave propagation velocity used in the analyses covered a wide range from 100 m/s to 2000 m/s.

Despite the bridge models having different configurations, the variations of maximum pier drifts with the travelling wave velocity followed very similar patterns for all three natural earthquake records for both the elastic and inelastic analyses. Generally, when the travelling wave velocity was between 150 m/s to 250 m/s the maximum pier drift had a minimum value. When the travelling wave velocity was less than 150 m/s, the maximum pier drifts increased as the travelling wave velocity was decreased. When the travelling wave velocity was more than 250 m/s, the maximum pier drifts increased as the travelling wave velocity increased. Several cases were observed in which a response to asynchronous input motion was more critical than that for synchronous input motion.

When the travelling wave velocity was greater than between 150 m/s to 250 m/s, the seismic responses were dominated by the dynamic components that increased considerably with the increase in travelling wave velocity and were close to the responses of the synchronous cases when the travelling velocity was greater than 1000 m/s. When the travelling wave velocity was less than between 150 m/s to 250 m/s, the seismic responses were dominated by the pseudo-static components that increased as the travelling wave velocity decreased. The pseudo-static component arises because of the differential displacements between adjacent pier supports, which increased considerably with the decrease of the travelling wave velocity. The local variations of the maximum pier drifts with the travelling wave velocity were attributed to the change of the spectra of the average input motions with the travelling wave velocity.

The variations of the maximum section curvature ratio and maximum shear forces with the travelling wave velocity in the asynchronous cases followed the same trends as did the maximum pier drift, and were also dependent on the mode shapes that were excited by the asynchronous input motions.

From the responses of Models 3 and 5 (regular symmetric structures), the ‘direction of travel’ dependence of the responses to travelling waves can be noticed. The response is dependent on the direction of wave travel i.e. which end of the bridge the earthquake comes from. In a design situation the engineer would have to consider wave travel from both directions.
Comparing the results of Models 1 to 5, it was obvious that the bridges with irregularity of pier heights or shorter (stiffer) pier enhanced the pseudostatic component of the response. In the responses to 1940 El Centro earthquake (EL40NSC), the maximum pier drift of pier 2 in the travelling wave case reached to 5.4, 2.2 and 1.3 times that reached in the synchronous motion case for Models 1 (varying pier heights), 5 (regular, 'shorter' pier) and 3 (regular ‘taller’ piers) respectively.

From the designer point of view, it is important that for Models 3 and 5 (regular symmetric structures) the maximum pier drifts and section curvature ratios of most piers (including those with the greatest demands in the synchronous case) is very little changed for wave velocities down to 1000m/s and then decreases significantly with decreasing wave velocity. Only the maximum shear forces in piers in the travelling wave cases could be greater than those in the synchronous case because as the pier height decrease the pseudostatic component of the response increases. In the responses to EL40NSC, the maximum shear forces in most piers (except pier 2) of Model 3 ('taller' piers) in the travelling wave case were smaller than those in the synchronous case but the maximum shear forces in all piers of Model 5 ('shorter' piers) in the lower travelling wave velocity case were greater than those in the synchronous cases by a factor of 1.2 to 2.

Comparing the responses of Models 3 and 5 to EL40NSC with input scale factor of 1.0, and the responses of Models 1 and 4 to EL40NSC with input scale factor of 1.0, it can be seen that the influences of the wave passage effect on the responses of long bridges heavily depends on the stiffness of long bridges. The stiffer the bridge, the greater the influence of the wave passage effect on the responses of long bridges. The synchronous motion case still generally dominates the design demands when the long bridges are flexible enough (such as Model 3). Hence if foundation compliance was included in the bridge models, the wave passage effect should have less influence on the responses of long bridges.

Comparing the responses of same models (for Models 1 ~ 5) to EL40NSC with different input scale factors, it can be seen that the same conclusions are generally valid for inelastic response as for elastic response.
CHAPTER 6

THE EFFECTS OF THE COMBINED GEOMETRIC INCOHERENCE AND WAVE PASSAGE ON THE SEISMIC RESPONSE OF LONG BRIDGES

6.1 Introduction

The previous chapter dealt with the wave-passage effect on the seismic response of bridges. However, as mentioned in Chapter 1, three phenomena are responsible for the spatial variations of seismic ground motions: (1) the wave passage effect, (2) the geometric incoherence effect, and (3) the local site effect. In this chapter, the combined geometric incoherence and wave passage effects on the seismic response of bridges are investigated.

It was assumed that the seismic input motions acted in the transverse direction of the bridge and propagated from Abutment 10 to Abutment 1 in the bridge longitudinal direction as before. For the asynchronous input motions, a natural earthquake record was specified at Abutment 10 and the conditionally simulated time-histories were used at other pier supports and Abutment 1. The simulated time-histories were generated using the wave dispersion method (proposed in Chapter 3) with the condition of knowing the earthquake record at Abutment 10. Three natural earthquake records, the El Centro 1940 and the Northridge 1994 NS components, and one from the Mexico City (1985) earthquake, were employed at Abutment 10 as the specified earthquake motion.

In generating the input motions, different values of the dispersion factor \( d = 1, 10, 50 \) and \( 100 \) were used to simulate different levels of the geometric incoherence effect, and the travelling wave velocities used covered the range from \( 100 \text{m/s} \) to \( 2000 \text{m/s} \) as in the previous chapter. As mentioned in Chapter 3, the dispersion factor \( d \) represents the degree of correlation between the points of the random field, and depends on the site geological and topographical conditions. The larger the value of \( d \), the higher the degree of correlation expected. A set of input motions and their spectra are shown in Figure 6.1; these were generated using a dispersion factor of \( d = 10 \), propagation velocity \( v = 200 \text{m/s} \), and the El Centro earthquake NS component record specified at Abutment 10. Three different bridge models, Models 1, 3, and 5 (see Table 5.3), were used to investigate the geometric incoherence effect in conjunction with the wave passage effect on the seismic responses. The
Figure 6.1 A set of input motions with EL40NSC at Abutment 10, \( v = 200\text{m/s} \) and \( d = 10 \), and their spectra
Figure 6.2 The responses of Model 1 to EL40NSC with an input scale factor of 0.5 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor \( d = 100 \)
Figure 6.3 The responses of Model I to EL40NSC with an input scale factor of 0.5 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 50$. 
Figure 6.4 The responses of Model 1 to EL40NSC with an input scale factor of 0.5 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 10$. 
Figure 6.5 The responses of Model 1 to EL40NSC with an input scale factor of 0.5 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 1$. 
investigated response parameters, as in Chapter 5, were the maximum pier drifts, the maximum pier shear forces and the maximum section curvature ratios of the piers. The cases, in which the combined geometric incoherence and wave passage effects were considered, are referred to as wave dispersion cases in the sections that follow.

6.2 The Responses of Model 1

The responses of Model 1 subjected to the NS component of the El Centro 1940 earthquake record with an input scale factor of 0.5 at Abutment 10 and the generated time-histories at other piers and Abutment 1 are shown in Figures 6.2 to 6.5. For the cases with the least dispersion \((d = 100)\), the variations of the maximum pier drifts with the travelling wave velocity followed similar trends to those in the travelling wave effect only cases (compare Figure 6.2 with Figure 5.6), though there were some minor local variations from the earlier travelling wave cases. However, the corresponding values of the maximum pier drift in these wave dispersion cases and the travelling wave cases were slightly different and these differences increased for piers 2 and 3 (compare Table 6.1 with Table 5.2).

For the cases with the greatest dispersion \((d = 1)\), the variations of the maximum pier drifts with the travelling wave velocity (Figure 6.5) did not follow any observable trend and were very different from the travelling wave cases (see Table 6.4).

The results for the cases with a dispersion factor of 50 and 10 showed a mixed behaviour. When the travelling wave velocity was greater than 400 (for \(d = 50)\) or 1000 m/s (for \(d = 10)\) the response varied with the travelling wave velocity in the same way as the travelling wave cases, but when the travelling wave velocity was less than these, there was not any noticeable trend (see Figures 6.3 and 6.4). The differences in response between the wave dispersion cases and the travelling wave cases increased with the decrease of the dispersion factor \(d\) (see Tables 6.2 and 6.3).

The variations in maximum section curvature ratios and maximum pier shear forces with travelling wave velocity were similar to the drift response. However, even for the cases with least dispersion \((d = 100)\) the local variations of maximum pier shear forces with travelling wave velocity were quite different from those without wave dispersion.

When the Model 1 was subjected to either the NS component of Northridge 1994 earthquake record with input scale factor of 0.15, or the record from Mexico City 1985 earthquake with
<table>
<thead>
<tr>
<th>Travelling velocity (m/s)</th>
<th>pier2</th>
<th>pier3</th>
<th>pier4</th>
<th>pier5</th>
<th>pier6</th>
<th>pier7</th>
<th>pier8</th>
<th>pier9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>29.2</td>
<td>0.93</td>
<td>45.5</td>
<td>1.34</td>
<td>33.7</td>
<td>1.05</td>
<td>15.6</td>
<td>0.99</td>
</tr>
<tr>
<td>125</td>
<td>48.8</td>
<td>1.86</td>
<td>53.2</td>
<td>1.38</td>
<td>25.4</td>
<td>1.19</td>
<td>19.9</td>
<td>1.05</td>
</tr>
<tr>
<td>150</td>
<td>48.3</td>
<td>1.96</td>
<td>28.6</td>
<td>0.87</td>
<td>25.4</td>
<td>1.04</td>
<td>26.5</td>
<td>1.04</td>
</tr>
<tr>
<td>200</td>
<td>17.3</td>
<td>1.09</td>
<td>16.9</td>
<td>1.16</td>
<td>15.6</td>
<td>0.98</td>
<td>19.2</td>
<td>0.97</td>
</tr>
<tr>
<td>250</td>
<td>20.4</td>
<td>1.61</td>
<td>15.3</td>
<td>1.11</td>
<td>10.8</td>
<td>0.69</td>
<td>13.2</td>
<td>0.98</td>
</tr>
<tr>
<td>300</td>
<td>10.9</td>
<td>0.94</td>
<td>20.4</td>
<td>1.89</td>
<td>16.2</td>
<td>0.98</td>
<td>16.6</td>
<td>1.03</td>
</tr>
<tr>
<td>400</td>
<td>13.5</td>
<td>1.16</td>
<td>27.1</td>
<td>1.04</td>
<td>26.2</td>
<td>1</td>
<td>28.9</td>
<td>1.11</td>
</tr>
<tr>
<td>500</td>
<td>21.1</td>
<td>1.34</td>
<td>35.4</td>
<td>1.01</td>
<td>34.3</td>
<td>1.06</td>
<td>34.9</td>
<td>1</td>
</tr>
<tr>
<td>1000</td>
<td>17.9</td>
<td>1.95</td>
<td>34.7</td>
<td>1.18</td>
<td>40.2</td>
<td>1.04</td>
<td>40.1</td>
<td>0.96</td>
</tr>
<tr>
<td>1500</td>
<td>8.1</td>
<td>0.98</td>
<td>29.3</td>
<td>1.07</td>
<td>37</td>
<td>1.02</td>
<td>39.1</td>
<td>0.97</td>
</tr>
<tr>
<td>2000</td>
<td>9.5</td>
<td>1.17</td>
<td>24.9</td>
<td>0.95</td>
<td>36.4</td>
<td>1.05</td>
<td>37.4</td>
<td>0.96</td>
</tr>
<tr>
<td>Synchronously</td>
<td>6.4</td>
<td>1</td>
<td>19</td>
<td>1</td>
<td>26.5</td>
<td>1</td>
<td>32.5</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.1 Maximum relative pier drifts in Model 1 reached with a dispersion factor of 100

Note: drift (d) refers to the cases in which the geometric incoherence and wave passage effects were considered. drift (v) refers to the cases in which the wave passage effect was considered only.
Table 6.2 Maximum relative pier drifts in Model 1 reached with a dispersion factor of 50

Note: drift (d) refers to the cases in which the geometric incoherence and wave passage effects were considered. Drift (v) refers to the cases in which the wave passage effect was considered only.
<table>
<thead>
<tr>
<th>wave travelling velocity (m/s)</th>
<th>pier2</th>
<th>pier3</th>
<th>pier4</th>
<th>pier5</th>
<th>pier6</th>
<th>pier7</th>
<th>pier8</th>
<th>pier9</th>
<th>pier10</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>84.6</td>
<td>2.7</td>
<td>79</td>
<td>2.33</td>
<td>43.2</td>
<td>1.35</td>
<td>16.2</td>
<td>1.03</td>
<td>27.8</td>
</tr>
<tr>
<td>125</td>
<td>100.6</td>
<td>3.83</td>
<td>92.1</td>
<td>2.39</td>
<td>21.7</td>
<td>1.02</td>
<td>33.6</td>
<td>1.77</td>
<td>69.5</td>
</tr>
<tr>
<td>150</td>
<td>103.3</td>
<td>4.2</td>
<td>39.7</td>
<td>1.21</td>
<td>52.9</td>
<td>2.17</td>
<td>62.1</td>
<td>2.43</td>
<td>46.2</td>
</tr>
<tr>
<td>200</td>
<td>54.5</td>
<td>3.43</td>
<td>104.2</td>
<td>7.14</td>
<td>16.3</td>
<td>1.48</td>
<td>24.9</td>
<td>1.73</td>
<td>25.2</td>
</tr>
<tr>
<td>250</td>
<td>31.5</td>
<td>2.48</td>
<td>71.8</td>
<td>5.2</td>
<td>20.5</td>
<td>1.8</td>
<td>12.1</td>
<td>0.94</td>
<td>26.4</td>
</tr>
<tr>
<td>300</td>
<td>42.5</td>
<td>3.66</td>
<td>20.5</td>
<td>1.9</td>
<td>17.3</td>
<td>1.04</td>
<td>50.7</td>
<td>3.15</td>
<td>37</td>
</tr>
<tr>
<td>400</td>
<td>59.2</td>
<td>5.1</td>
<td>63.1</td>
<td>2.43</td>
<td>46</td>
<td>1.76</td>
<td>37.6</td>
<td>1.37</td>
<td>26.6</td>
</tr>
<tr>
<td>500</td>
<td>79.9</td>
<td>5.09</td>
<td>36.7</td>
<td>1.05</td>
<td>41.8</td>
<td>1.29</td>
<td>35.4</td>
<td>1.01</td>
<td>34.9</td>
</tr>
<tr>
<td>1000</td>
<td>31.7</td>
<td>3.45</td>
<td>30.6</td>
<td>1.04</td>
<td>38.9</td>
<td>1.01</td>
<td>46.3</td>
<td>1.11</td>
<td>41.4</td>
</tr>
<tr>
<td>1500</td>
<td>20.5</td>
<td>2.47</td>
<td>37.6</td>
<td>1.37</td>
<td>34.1</td>
<td>0.94</td>
<td>44</td>
<td>1.09</td>
<td>40.8</td>
</tr>
<tr>
<td>2000</td>
<td>19.4</td>
<td>2.4</td>
<td>49</td>
<td>1.88</td>
<td>36.2</td>
<td>1.05</td>
<td>40.2</td>
<td>1.03</td>
<td>43.1</td>
</tr>
<tr>
<td>synchronously</td>
<td>6.4</td>
<td>1</td>
<td>19</td>
<td>1</td>
<td>26.4</td>
<td>1</td>
<td>32.5</td>
<td>1</td>
<td>42.5</td>
</tr>
</tbody>
</table>

Table 6.3 Maximum relative pier drifts in Model 1 reached with a dispersion factor of 10

Note: drift (d) refers to the cases in which the geometric incoherence and wave passage effects were considered. drift (v) refers to the cases in which the wave passage effect was considered only.
<table>
<thead>
<tr>
<th>wave travelling velocity (m/s)</th>
<th>pier2 drift (mm)</th>
<th>pier2 drift(d) (mm)</th>
<th>pier2 drift(v) (mm)</th>
<th>pier3 drift (mm)</th>
<th>pier3 drift(d) (mm)</th>
<th>pier3 drift(v) (mm)</th>
<th>pier4 drift (mm)</th>
<th>pier4 drift(d) (mm)</th>
<th>pier4 drift(v) (mm)</th>
<th>pier5 drift (mm)</th>
<th>pier5 drift(d) (mm)</th>
<th>pier5 drift(v) (mm)</th>
<th>pier6 drift (mm)</th>
<th>pier6 drift(d) (mm)</th>
<th>pier6 drift(v) (mm)</th>
<th>pier7 drift (mm)</th>
<th>pier7 drift(d) (mm)</th>
<th>pier7 drift(v) (mm)</th>
<th>pier8 drift (mm)</th>
<th>pier8 drift(d) (mm)</th>
<th>pier8 drift(v) (mm)</th>
<th>pier9 drift (mm)</th>
<th>pier9 drift(d) (mm)</th>
<th>pier9 drift(v) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>106.1</td>
<td>151.9</td>
<td>39.1</td>
<td>106.1</td>
<td>151.9</td>
<td>39.1</td>
<td>106.1</td>
<td>151.9</td>
<td>39.1</td>
<td>106.1</td>
<td>151.9</td>
<td>39.1</td>
<td>106.1</td>
<td>151.9</td>
<td>39.1</td>
<td>106.1</td>
<td>151.9</td>
<td>39.1</td>
<td>106.1</td>
<td>151.9</td>
<td>39.1</td>
<td>106.1</td>
<td>151.9</td>
<td>39.1</td>
</tr>
<tr>
<td>125</td>
<td>414.2</td>
<td>55.9</td>
<td>60.5</td>
<td>206.1</td>
<td>60.5</td>
<td>206.1</td>
<td>147.9</td>
<td>4.96</td>
<td>11.1</td>
<td>0.77</td>
<td>15.8</td>
<td>0.95</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
</tr>
<tr>
<td>150</td>
<td>49.4</td>
<td>166.3</td>
<td>25.1</td>
<td>45.8</td>
<td>24.4</td>
<td>12.5</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
</tr>
<tr>
<td>200</td>
<td>50.1</td>
<td>70.4</td>
<td>25.1</td>
<td>45.8</td>
<td>24.4</td>
<td>12.5</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
</tr>
<tr>
<td>250</td>
<td>232.1</td>
<td>100.2</td>
<td>30.6</td>
<td>45.8</td>
<td>24.4</td>
<td>12.5</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
</tr>
<tr>
<td>300</td>
<td>82.5</td>
<td>129.1</td>
<td>35.3</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
<td>0.1</td>
<td>10.6</td>
</tr>
<tr>
<td>400</td>
<td>25.9</td>
<td>60.9</td>
<td>4.06</td>
<td>60.9</td>
<td>4.06</td>
<td>60.6</td>
<td>22.1</td>
<td>1.02</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
</tr>
<tr>
<td>500</td>
<td>225.3</td>
<td>199.8</td>
<td>4.78</td>
<td>64.8</td>
<td>1.38</td>
<td>75.4</td>
<td>1.69</td>
<td>19.8</td>
<td>1</td>
<td>19.8</td>
<td>1</td>
<td>19.8</td>
<td>1</td>
<td>19.8</td>
<td>1</td>
<td>19.8</td>
<td>1</td>
<td>19.8</td>
<td>1</td>
<td>19.8</td>
<td>1</td>
<td>19.8</td>
<td>1</td>
<td>19.8</td>
</tr>
<tr>
<td>1000</td>
<td>82.5</td>
<td>67.5</td>
<td>88.9</td>
<td>176.1</td>
<td>3.48</td>
<td>58.2</td>
<td>1.26</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
<td>0.95</td>
<td>19.9</td>
</tr>
<tr>
<td>2000</td>
<td>48.3</td>
<td>66.2</td>
<td>0.99</td>
<td>64.6</td>
<td>1.23</td>
<td>60.2</td>
<td>1.29</td>
<td>22.1</td>
<td>1.02</td>
<td>22.1</td>
<td>1.02</td>
<td>22.1</td>
<td>1.02</td>
<td>22.1</td>
<td>1.02</td>
<td>22.1</td>
<td>1.02</td>
<td>22.1</td>
<td>1.02</td>
<td>22.1</td>
<td>1.02</td>
<td>22.1</td>
<td>1.02</td>
<td>22.1</td>
</tr>
</tbody>
</table>

Table 6.4 Maximum relative pier drifts in Model 1 reached with a dispersion factor of 1

Note: drift (d) refers to the cases in which the geometric incoherence and wave passage effects were considered. drift (v) refers to the cases in which the wave passage effect was considered only.
input scale factor of 0.5 at Abutment 10, and the conditionally generated time-histories at other piers and Abutment 1, similar observations were made for the variations of the maximum pier drifts, the maximum section curvature ratios of the piers and the maximum pier shear forces with traveling wave velocity as shown in Appendix Figures A.5 to A.9.

The dynamic components of the responses showed insignificant differences between the dispersion cases and the travelling wave cases because their acceleration spectra at different supports were almost identical (for example see Figure 6.1), following the rule adopted in the generation of the seismic motions. Any differences in the total responses between the dispersion cases and the travelling wave cases can be attributed to the differences in the pseudo-static components. The pseudo-static component consists of two parts, resulting from the geometric incoherence effect and wave passage effect, when these are considered together in the spatial variations of the input motions. Although the changes in the accelerograms between the adjacent supports were very small, the differential displacements between the adjacent supports caused by these changes are not necessarily small, resulting in additional stresses in the structure. Figure 6.6 shows the maximum differential displacements between the adjacent supports for \( d = 10 \), when subjected to the NS component of the El Centro 1940 earthquake record with an input scale factor of 0.5. Comparing Figure 6.6 with Figure 5.9, it can be seen that the differential displacements between the adjacent supports caused by the geometric incoherence effect were quite large in these cases. Note also that from Figure 5.9, the wave passage effect is nearly a lower bound to the results in Figure 6.6. It follows that the pseudo-static component due to the geometric incoherence effect could be more important than that caused by the wave passage effect as the dispersion factor decreases. Furthermore, the differential displacements between the adjacent supports caused by the geometric incoherence effect are random and are therefore unpredictable so the pseudo-static component caused by the geometric incoherence effect is also likely to be unpredictable.

In the case with the least dispersion \( (d = 100) \), there were higher correlations between the two accelerograms at the adjacent pier supports so the differential displacements between the adjacent supports caused by the variations in the accelerograms were small. Hence the pseudo-static components caused by the geometric incoherence effect had little effect on the total responses, and the variations of the maximum pier drifts with the travelling wave velocity had similar trends to those for the no wave dispersion cases. However, the corresponding values of the maximum pier drifts for the dispersion cases and the travelling wave cases were different because of the pseudo-static components caused by the geometric
In the case of the greatest dispersion \((d = 1)\), the differential displacements between the adjacent supports caused by the variations of accelerograms were large. The pseudo-static component caused by the geometric incoherence effect was large and dominated the total responses over the whole range of the travelling wave velocities. In these cases, the variations of the maximum pier drifts with the travelling wave velocity and the distribution of the maximum pier drift along the bridge are unpredictable because the differential displacements between the adjacent supports caused by the variations of accelerograms are unpredictable and no noticeable trend is apparent.

For those cases with dispersion factors of 50 and 10, the pseudo-static component caused by the geometric incoherence effect increased considerably as the travelling wave velocity decreased. When the travelling wave velocity was greater than 400 (for \(d = 50\)) or 1000m/s (for \(d = 10\)), the variations of accelerograms between two pier supports were not so large, therefore the pseudo-static component caused by the geometric incoherence effect did not have a significant effect on the total response, and the variations of the responses with the travelling wave velocity followed the similar trends to the cases with a dispersion factor of 100. When the travelling velocity was less than 400 (for \(d = 50\)) or 1000m/s (for \(d = 10\)), the variations of accelerograms between two pier supports became large so that the pseudo-static
component caused by the geometric incoherence effect dominated the total response, therefore the variations of the responses with the travelling wave velocity were more random, like those in the cases with dispersion factor of 1.

Comparing the responses of the wave dispersion cases (in Tables 6.1 to 6.4) with the corresponding responses for the travelling wave cases of Model 1 (in Table 5.2), it is noticeable that when the geometric incoherence effect and wave passage effect are considered together the responses are generally larger than those reached when only the wave passage effect is taken into account. The maximum pier drifts increase with the increase in the wave dispersion. This indicates that the pseudo-static component caused by the geometric incoherence effect has a very significant influence on the total response in the wave dispersion cases and this influence increases considerably with the decrease of the dispersion factor. Furthermore, in the travelling wave cases, all the piers remain elastic when the input scale factor of 0.5 is used for the input seismic motion of the El Centro 1940 earthquake NS component record, but some piers behave inelastically in the wave dispersion cases even for the cases with $d = 100$ and the maximum section curvature of the piers and the maximum pier shear forces also increases considerably with the decrease of the dispersion factor.

Figure 6.7 shows the Fourier spectra of the pier drift of the pier 7 in the wave dispersion cases with a dispersion factor of 10. It can be observed that the relative significance of the frequency of the first mode of vibration of the bridge changes with the travelling wave velocity as in travelling wave cases. As indicated by the absolute value of the amplitude of the discrete Fourier transform with zero frequency, the pseudo-static component would be an important part of the total response over the whole range of the travelling wave velocity used in this study.

### 6.3 The Responses of Other Bridge Models

The bridge Models 3 and 5 employed in Chapter 5 also were used here to analyze their responses to asynchronous input motions where the geometric incoherence and wave-passage effects are considered together. The responses of Model 3 subjected to the El Centro 1940 NS earthquake component with an input scale factor of 1 at Abutment 10 and the generated time-histories at other piers and Abutment 1, are shown in Figures 6.8 to 6.10. The responses of Model 5 subjected to the same seismic motion at Abutment 10 and the generated time-histories at other piers and abutment 1 are shown in Appendix Figures A.10 to A.12.
Figure 6.7 (a) The Fourier spectra of the displacement of the top of Pier 7 in model 1
Figure 6.7 (b) The Fourier spectra of the displacement of the top of Pier 7 in model 1
Figure 6.8 The responses of Model 3 to EL40NSC with an input scale factor of 1.0 and a dispersion factor $d = 100$
Figure 6.9 The responses of Model 3 to EL40NSC with an input scale factor of 1.0 and a dispersion factor $d = 10$
Figure 6.10 The responses of Model 3 to EL40NSC with an input scale factor of 1.0 and a dispersion factor $d = 1$
Despite the fact that the bridge Models 3 and 5 had very different configurations from Model 1, the variations of the maximum pier drifts, the maximum section curvature ratios of the piers and the maximum pier shear forces with the travelling wave velocity had very similar trends to that observed in the wave dispersion cases for Model 1. For the cases with least dispersion ($d = 100$), the variations of the responses with the travelling wave velocity were very similar to those cases where only the travelling wave effect was considered. For the cases with the greatest dispersion ($d = 1$), the variations of the responses with the travelling wave velocity did not follow any noticeable trend. For the cases with a dispersion factor of 10, the results showed a mixed behaviour. When the travelling wave velocity was greater than 1000m/s the variations of the maximum pier drifts with the travelling wave velocity followed similar trends to those in the cases with $d = 100$, but when the travelling wave velocity was less than 1000m/s the variations of the maximum pier drifts with the travelling wave velocity did not follow any observable trends.

Figures 6.11 to 6.13 show the distribution of the maximum pier drifts along the bridge for Model 3 using different dispersion factors. From the responses of this simple and symmetric model it was easy to see the pattern of the distribution of the maximum pier drift along the bridge. For the cases with the least dispersion ($d = 100$), the distributions of the pier drifts were very similar to those in the wave travelling cases. As shown in Figure 6.11, the shapes of the distributions of the maximum pier drifts tended to become flatter as the travelling wave velocity was decreased. This indicated that for the cases with the least dispersion the dynamic component dominated the responses over the wide range of velocities. For the cases with the greatest dispersion ($d = 1$) the distributions of the maximum pier drifts were relatively unpredictable. It is suggested that the pseudo-static component caused by the geometric incoherence effect dominated the response of the bridge in these cases because the differential displacements between adjacent pier bases due to the geometric incoherence effect was random. For the cases with a dispersion factor of 10, the component of the response which dominated the total response was really dependent on the travelling wave velocity.

6.4 Summary

This chapter dealt with the seismic responses of a long bridge subjected to spatial variable input motions in which both the geometric incoherence and wave passage effects were considered. Three bridge models with different configurations and three natural earthquake records were used in the analyses. Similar patterns of the responses were obtained even
Figure 6.11 The maximum pier drifts of Model 3 to EL40NSC with d=100

Figure 6.12 The maximum pier drifts of Model 3 to EL40NSC with d=10

Figure 6.13 The maximum pier drifts of Model 3 to EL40NSC with d=1
though the bridge models had very different configurations. It was found that the geometric
incoherence effect played an important role in the responses of these types of bridges through
the pseudo-static component. For the cases with the greatest dispersion (d=1), the pseudo-
static component caused by the geometric incoherence effect dominated the responses for all
bridge configurations used. The influence of this component on the total response decreased
as the amount of dispersion decreased. For the cases with the least dispersion (d=100), the
pseudo-static component caused by the geometric incoherence effect had less influence on the
total responses which were then similar to those of the travelling wave cases. Because the
variations of accelerograms between different pier supports were assumed to be random, the
value of the pseudo-static component due to the geometric incoherence effect was also
random. The total responses were, therefore, unpredictable when the amount of dispersion
was greatest.

Comparing the responses of Model 1, 3 and 5, it can be seen that the geometric incoherence
effect has more influence on the bridges with irregular and/or stiffer piers. In the responses to
EL40NSC, the maximum pier drift of pier 2 in the dispersion cases with d=1 reached to 24.5
times that in synchronous motion case for Model 1 (varying pier heights), however the
maximum pier drift of pier 2 in the dispersion cases with d=1 were not greater than 2.3 times
that in synchronous motion case for Model 3 (regular, ‘taller’ pier).

For Model 3 (regular symmetric, ‘taller’ piers), it is worth recording that in the greater
dispersion cases with d=1 the maximum pier drifts of piers and the maximum shear forces in
piers only was 2.3 and 2.2 times bigger than those in synchronous case. For Model 5 (regular
symmetric, ‘shorter’ piers), the maximum pier drifts of the piers and the maximum shear
forces in the piers in the greater dispersion cases with d=1 reached 6.1 and 7.6 times those in
the synchronous case respectively.

Comparing the responses of Models 1, 3 and 5 in the dispersion cases, it can be see that the
influences of the geometric incoherence effect on the responses of long bridges heavily
depends on the stiffness of the long bridges. The stiffer the bridge, the greater the influence of
the geometric incoherence effect on the responses of long bridges. The asynchronous motion
case has less effect on the design demands when the long bridges are flexible enough (such as
Model 3), although still giving greater demands than for the synchronous motion case. Hence
if foundation compliance was included in the bridge models, the geometric incoherence effect
should have less influence on the responses of long bridges.
CHAPTER 7

THE SEISMIC RESPONSE OF LONG BRIDGES WITH MOVEMENT JOINTS

7.1 Introduction

In this chapter the seismic responses of the bridges with movement joints subjected to asynchronous input motions are presented. The two response parameters investigated are the maximum relative longitudinal displacement of the bridge deck across the movement joint and the maximum relative longitudinal displacement between the girder end and the top of the abutment. If these displacements are large enough and seats with sufficient width or joint restrainers are not provided, these displacements may result in girder unseating and collapse, as has been observed in many earthquakes. The movement joint adopted in this chapter is shown in Figure 4.16, but the joints had no restrainers and a large enough seat width and initial opening were provided in order to ensure that the two parts of the joints are free to move without girder collapse and collision. The bridge Models 1a and 3a used in this chapter were identical to the Models 1 and 3 in Chapter 5 (see Table 5.3) except there were two movement joints in spans 3-4 and 7-8 at 7.5m from the nearest bent centreline; Figure 7.1 shows the locations of the movement joints. In Model 1a the piers have different heights and the superstructure was completely fixed at abutment 1 while the superstructure was supported on abutment 10 through sliding bearings. Model 3a has a very different configuration to Model 1a. In Model 3a all piers have a same height and the both bridge deck-ends are supported on abutments through sliding bearings. The seismic input motions acted in the bridge longitudinal direction and propagated from Abutment 10 to Abutment 1 in the bridge longitudinal direction. The East-West components of three earthquake records, the El Centro 1940 earthquake record, the Northridge 1994 earthquake record and the Kobe 1995

![Figure 7.1 The locations of the movement joints](image)
earthquake record were used respectively as the seismic input motion for the synchronous cases and as the specified seismic input motion at Abutment 10 for the asynchronous cases. The portions of these three earthquake acceleration records that were used in the analyses and their displacement time-histories are shown in Figures 7.2 and 7.3.

Figure 7.2 The earthquake acceleration time-histories

7.2 The Travelling Wave Cases

As in previous chapters, the travelling wave cases refer to the cases in which only the wave-passage effect of the spatial variability of the seismic input motion was considered in the responses of the bridge models.

7.2.1 The response of Model 1a

The responses of the Model 1a subjected to the East-West component of the El Centro 1940 earthquake record are presented in Figures 7.4(a) to 7.4(d), in which a positive relative displacement corresponds to an opening of the movement joint gap or the gap between the girder end and the top of the abutment 10 (see Figure 7.5) while a negative relative
displacement corresponds to a closing. The positive maximum relative displacement of the bridge deck across the movement joints and the positive maximum relative displacement between the girder end and the top of the Abutment 10 increased with the decrease in the travelling wave velocity although there are some local variations, as shown in Figures 7.6. These positive maximum relative displacements in the travelling wave cases reached 4 to 20.83 times those in the synchronous case (see Table 7.1). It can be seen that the wave-passage effect on the responses was significant.

In the travelling wave case, the relative displacement of the bridge deck across the movement joints and the relative displacement between the girder end and the top of the abutment 10
Figure 7.4(a) The response relative displacements time-histories of Model 1a to EL40EWC in the synchronous case

Figure 7.4(b) The response relative displacements time-histories of Model 1a to EL40EWC in the asynchronous case with travelling wave velocity of 2000m/s

Figure 7.4(c) The response relative displacements time-histories of Model 1a to EL40EWC in the asynchronous case with travelling wave velocity of 500m/s

Figure 7.4(d) The response relative displacements time-histories of Model 1a to EL40EWC in the asynchronous case with travelling wave velocity of 200m/s
Figure 7.5 The joint gap and the gap between the girder end and the top of the abutment

Figure 7.6 The responses of Model 1a to El Centro 1940 earthquake record

consist of two parts: one is the dynamic component due to the inertia effects arising from the difference between the vibrations of the two frames separated by the movement joint, and another is the pseudo-static component caused by the time delay between the vibrations of the separated frames. The dynamic component is affected by the stiffness of the two frames separated by the movement joint, the yield strengths of the frames, the frictional restraint of sliding, the impact on closing the joints, and the characteristics of restrainers connecting the frames [Priestley et al. 1996]. In the travelling wave cases, the dynamic component is also affected by the changes in the response time-histories of the bridge with the travelling velocity (as mentioned in Chapter 5). The vibration amplitudes of the separated frames generally decrease as the travelling wave velocity decreases because of the non-synchronism which does not allow the bridge to resonate at its fundamental frequency. The pseudo-static component is dominated by the fact that the wave-passage effect makes the
<table>
<thead>
<tr>
<th>Travelling wave velocity (m/s)</th>
<th>Abutment 10</th>
<th>Movement joint 1</th>
<th>Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>disp. (mm)</td>
<td>disp. (v) / disp. (∞)</td>
<td>disp. (mm)</td>
</tr>
<tr>
<td>100</td>
<td>161</td>
<td>4</td>
<td>-85.9</td>
</tr>
<tr>
<td>150</td>
<td>161</td>
<td>4</td>
<td>-68.9</td>
</tr>
<tr>
<td>200</td>
<td>144</td>
<td>3.57</td>
<td>-65.5</td>
</tr>
<tr>
<td>250</td>
<td>137</td>
<td>3.4</td>
<td>-77.5</td>
</tr>
<tr>
<td>300</td>
<td>133</td>
<td>3.3</td>
<td>-86</td>
</tr>
<tr>
<td>400</td>
<td>118</td>
<td>2.93</td>
<td>-83.3</td>
</tr>
<tr>
<td>500</td>
<td>101</td>
<td>2.51</td>
<td>-88.2</td>
</tr>
<tr>
<td>1000</td>
<td>67.7</td>
<td>1.68</td>
<td>-86.6</td>
</tr>
<tr>
<td>1500</td>
<td>57.9</td>
<td>1.44</td>
<td>-79.8</td>
</tr>
<tr>
<td>2000</td>
<td>51.4</td>
<td>1.28</td>
<td>-74.1</td>
</tr>
<tr>
<td>5000</td>
<td>46.6</td>
<td>1.16</td>
<td>-66.6</td>
</tr>
<tr>
<td>∞</td>
<td>40.3</td>
<td>1</td>
<td>-62.2</td>
</tr>
</tbody>
</table>

Table 7.1 The responses of Model 1a to El Centro 1940 E-W earthquake record

Note: disp. (v) refers to the relative displacement between the two ends of the joints in the travelling wave cases.
disp. (v = ∞) refers to relative displacement between the two ends of the joints in the synchronous case.
separated frames vibrate out of phase with each other. In any bridge structure with dimensions greater than the characteristic length of the ground motion, different parts of the foundations can be out of phase with each other due to an asynchronous seismic input. The wave-passage effect (i.e. the phase shift of the seismic arrivals at the different parts of the structure) is sufficient to generate incoherent motion on a scale length of the order of one hundred metres [Fäh et al. 1993]. Therefore the pseudo-static component should play an important role in these relative displacements. The lower the travelling wave velocity, the longer the phase shifts between the vibrations of the two frames. Hence, the pseudo-static component changes with the travelling wave velocity.

From the response displacement time-histories of the bridge deck at the two sides of the movement joints, the girder end at Abutment 10 and the Abutment 10, it can be seen that the phase shift between the vibrations of the two frames increased with the decrease in travelling wave velocity as shown in Figures 7.7(a) to 7.7(d). The relative displacement of the bridge deck across the movement joints and the relative displacement between the girder end and the top of the Abutment 10 were the differences between these two displacements, so they were not only dependent on the phase shift, but also on the shapes of these displacement time-histories that changed with the travelling wave velocity. In these cases, the positive maximum relative displacement of the bridge deck across the movement joints and the positive maximum relative displacement between the girder end and the top of the Abutment 10 increased as the travelling wave velocity decreased (see Figure 7.6). Hence the pseudo-static component increased with the decreases of the travelling wave velocity and when the travelling wave velocity was low the pseudo-static component dominated the positive

Figure 7.7(a) The response displacement time-histories of Model 1a to EL40EWC in the synchronous case
Figure 7.7 (b) The response displacement time-histories of Model 1a to EL40EWC in the asynchronous case with traveling wave velocity of 2000m/s

Figure 7.7 (c) The response displacement time-histories of Model 1a to EL40EWC in the asynchronous case with traveling wave velocity of 500m/s

Figure 7.7 (d) The response displacement time-histories of Model 1a to EL40EWC in the asynchronous case with traveling wave velocity of 200m/s
Figure 7.8 The models of the three separated frames in Model 1a
Figure 7.9 (a) The dynamic representation of the relative displacements in Model 1a for synchronous case

Figure 7.9 (b) The dynamic representation of the relative displacements in Model 1a for travelling wave case with $v = 2000 \text{ m/s}$

Figure 7.9 (c) The dynamic representation of the relative displacements in Model 1a for travelling wave case with $v = 500 \text{ m/s}$

Figure 7.9 (d) The dynamic representation of the relative displacements in Model 1a for travelling wave case with $v = 200 \text{ m/s}$
maximum relative displacements. It was also noticed that the rates of increase of these relative displacements with the travelling wave velocity were slightly different because the shapes of the displacement time-histories changed with the travelling wave velocity due to the variations of the spectrum of the whole seismic input motion to the bridge.

In order to investigate the variations of the dynamic components of these relative displacements with the travelling wave velocity, several synchronous analyses of the three frames separated by the two movement joints in Model 1a were carried out. The models of the three frames in Model 1a are shown in Figure 7.8. The input acceleration time-histories used in these synchronous cases were the averages of the input acceleration time-histories that had been applied to the bridge supports in the previous travelling wave cases corresponding to travelling wave velocities of infinite velocity (synchronous), 2000, 500 and 200 m/s. The dynamic components of the relative displacements of the bridge deck across the movement joints were represented by the difference between the displacements of the girder end A2 of the frame 1 and the girder end A3 of the frame 2, and the difference between the displacements of the girder end A4 of the frame 2 and the girder end A5 of the frame 3. The dynamic component of the relative displacement between the girder end and the top of the Abutment 10 was represented by the difference between the displacement of the girder end A1 of the frame 1 and the displacement of the Abutment 10 of the model 1a. As shown in Figures 7.9 (a) to 7.9 (d), the dynamic component representations of the relative displacements of the bridge deck across the movement joints in Model 1a decreased as the travelling wave velocity decreased because the vibration amplitudes of the separated frames decreased with the decrease in the travelling wave velocity. The dynamic component representation of the relative displacement between the girder end and the top of the Abutment 10 increased as the travelling wave velocity decreased, because the vibration amplitudes of the separated frames decreased with the decrease in the travelling wave velocity while the displacement of the Abutment 10 did not change.

The responses of the Model 1a to the East-West components of the Kobe 1995 earthquake record and the Northridge 1994 earthquake record in the travelling wave case are presented in Figures 7.10 to 7.11. The positive maximum relative displacement between the bridge girder end and the top of the Abutment 10 increased with the decrease in the travelling wave velocity, their trends being similar to that for the El Centro earthquake record. However, the response patterns for the relative displacements of the bridge deck across the movement joints are not similar to that for the El Centro earthquake record as they do not follow any noticeable
trend. However it still can be seen that some responses of the travelling wave cases were more critical than that of the synchronous case.

As shown in Figures 7.10 to 7.11, the variations of the relative displacements of the bridge deck across the movement joints with the travelling wave velocity were not large when the travelling wave velocity was greater than 1000m/s, but these variations were larger when the

Figure 7.10 The responses of Model 1a to the Kobe 1995 earthquake record

Figure 7.11 The responses of Model 1a to the Northridge 1994 earthquake record
travelling wave velocity was lower than 1000 m/s. This fact also indicates that the pseudo-static component played an important role in the response relative displacements of the bridge deck across the movement joints when the travelling wave velocity was lower than 1000 m/s. Although the larger the phase shifts the lower the travelling wave velocity, the pseudo-static components do not simply increase as the travelling wave velocity decreases because the values of the relative displacements also depend on the displacement time-histories of the bridge deck at the corresponding points. That is why the variations of the relative displacements of the bridge deck across the movement joints with the travelling wave velocity followed different trends for different seismic input excitations.

Figures 7.12 (a) to 7.12 (d) show the displacement time-histories of the bridge deck at the two sides of the movement joints, the girder end at Abutment 10 and Abutment 10 for the Kobe 1995 earthquake in the case with travelling wave velocities of 0, 2000, 500, 200 m/s respectively. It can be seen that the larger the phase shifts the lower the travelling wave velocity. The differences between the two displacements depend on the phase shifts and the shape of their displacement time-histories. Furthermore, the shapes of the response displacement time-histories of the bridge deck varied with the travelling wave velocity.

7.2.2 The response of Model 3a

In order to obtain more general trends followed by the relative displacement of the bridge deck across the movement joint and the relative displacement between the girder end and the top of the abutment, the responses of Model 3a to the E-W components of the El Centro 1940 earthquake, the Kobe 1995 earthquake and the Northridge 1994 earthquake were determined. The variations of the relative displacements of the bridge deck across the movement joints and the relative displacements between the girder ends and the top of the abutments with the travelling wave velocity are shown in Figures 7.13 to 7.15. Although the response patterns of these relative displacements appear to be different from those for Model 1a, they actually show similar trends to Model 1a. This can be seen from the displacement time-histories of the abutments, the girder end and the bridge deck at the two sides of the movement joints for the El Centro 1940 earthquake. As shown in Figures 7.16 (a) to 7.16 (d), the phase shifts between the vibration of the frames separated by the joints increased as the travelling wave velocity decreased. The difference between the displacements of the bridge deck at the two sides of the joints and the difference between the displacements of the girder end and Abutment 10 increased as the phase shifts increased. Figure 7.13 shows that the positive maximum relative displacements of the bridge deck across the joints and the positive maximum relative
Figure 7.12 (a) The response displacement time-histories of Model 1a to KOBE95EW in the synchronous case

Figure 7.12 (b) The response displacement time-histories of Model 1a to KOBE95EW in the asynchronous case with travelling wave velocity of 2000m/s

Figure 7.12 (c) The response displacement time-histories of Model 1a to KOBE95EW in the asynchronous case with travelling wave velocity of 500m/s
Figure 7.12 (d) The response displacement time-histories of Model 1a to KOBE95EW in the asynchronous case with travelling wave velocity of 200m/s.

Figure 7.13 The responses of Model 3a to the El Centro 1940 earthquake record.

Figure 7.14 The responses of Model 3a to the Kobe 1995 earthquake record.
Figure 7.15 The responses of Model 3a to the Northridge 1994 earthquake record

Figure 7.16 (a) The response displacement time-histories of Model 3a to EL40EWC in the synchronous case

Figure 7.16 (b) The response displacement time-histories of Model 3a to EL40EWC in the asynchronous case with travelling wave velocity of 2000m/s
displacement between the girder end and the top of Abutment 10 increased with the decrease in travelling wave velocity similar to that for Model 1a. However, the positive maximum relative displacement between the girder end and the top of Abutment 1 decreased as the travelling wave velocity decreased from infinity to 500 m/s, and when the travelling wave velocity was less than 500 m/s the displacement remained almost constant. This was because the difference between the displacements of the girder end and Abutment 1 decreased first as the phase shifts increased, and then increased as the phase shifts increased when the travelling wave velocity was less than 500 m/s (see Figures 7.16 (a) to 7.16 (d)). Therefore, it could be concluded that the relative displacement response of the bridge deck across the movement joints and the relative displacement between the girder end and the top of the abutment of
Model 3a also followed the same patterns as that for Model 1a. These relative displacements consist two parts: the dynamic and pseudo-static components. The pseudo-static component played an important role in these response relative displacements. Some response relative displacements in the travelling wave cases were larger than those in the synchronous case.

### 7.3 The Wave Dispersion Cases

In this section both the geometric incoherence effect and the wave-passage effect of the spatial variability of the ground motion were considered in the bridge seismic responses. The East-West components of the El Centro 1940 earthquake record, the Kobe 1995 earthquake record and the Northridge 1994 earthquake record were used as the seismic input motions for
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**Figure 7.17** The responses of Model 1a to EL40EWC in wave dispersion cases (d = 100)

![Image of Figure 7.18](image_url)

**Figure 7.18** The responses of Model 1a to EL40EWC in the wave dispersion cases (d = 10)
Figure 7.19 The responses of Model 1a to EL40EWC in the wave dispersion cases (d = 1) synchronous cases and as the specified seismic input motion at Abutment 10 for asynchronous cases. The responses of the Model 1a subjected to the generated time-histories conditioned by the East-West component of the El Centro 1940 earthquake record at Abutment 10 with dispersion factors of 100, 10 and 1 are presented in Figures 7.17 to 7.19 and the comparison with the corresponding responses of the travelling wave cases for Model 1a are shown in Tables 7.2 to 7.4.

As mentioned previously, in the wave dispersion case the variation of the ground motion at different bridge supports is not only due to the difference in the arrival time of seismic waves but also is attributed to the change in shape of the seismic motions. This means that the differential displacement between pier supports in this case should be greater than that in the travelling wave cases. Figures 7.20 and 7.21 show the maximum differential displacements between pier bases in Model 1a for the travelling wave cases and the wave dispersion cases with d = 1 respectively. It can be seen that the differential displacements between pier supports for the travelling wave cases and the wave dispersion cases are completely different. On the other hand, the positive maximum relative displacements of the bridge deck across the movement joint 1 and the relative displacement between the girder end and the top of Abutment 10 in the wave dispersion cases and travelling wave cases were similar to each other (compare Figure 7.6 with Figures 7.17 to 7.19 and see Tables 7.2 to 7.4). This indicates that the pseudo-static components of the relative displacements were still controlled by the phase shifts between the vibrations of the two frames separated by the movement joints, and the differential displacements between pier supports had little effect on the relative
<table>
<thead>
<tr>
<th>Travelling wave velocity (m/s)</th>
<th>Abutment 10</th>
<th>Movement joint 1</th>
<th>Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>disp. (d)</td>
<td>disp. (d)</td>
<td>disp. (d)</td>
</tr>
<tr>
<td></td>
<td>disp. (v)</td>
<td>disp. (v)</td>
<td>disp. (v)</td>
</tr>
<tr>
<td></td>
<td>(mm)</td>
<td>(mm)</td>
<td>(mm)</td>
</tr>
<tr>
<td>100</td>
<td>161</td>
<td>1</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td>-85.9</td>
<td>1</td>
<td>-80</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.03</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>152</td>
<td>161</td>
</tr>
<tr>
<td>150</td>
<td>160</td>
<td>0.99</td>
<td>176</td>
</tr>
<tr>
<td></td>
<td>-68.8</td>
<td>1</td>
<td>-84.9</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.02</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>182</td>
<td>0.99</td>
<td>-73.2</td>
</tr>
<tr>
<td>200</td>
<td>145</td>
<td>1.01</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>-63.1</td>
<td>0.96</td>
<td>-113</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>182</td>
<td>0.99</td>
<td>-73.2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>161</td>
</tr>
<tr>
<td>250</td>
<td>137</td>
<td>1</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>-78.9</td>
<td>1.02</td>
<td>-82</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>155</td>
<td>1.01</td>
<td>-68.6</td>
</tr>
<tr>
<td>300</td>
<td>132</td>
<td>0.99</td>
<td>92.2</td>
</tr>
<tr>
<td></td>
<td>-87.3</td>
<td>1.02</td>
<td>-62.9</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>133</td>
<td>1</td>
<td>-63.5</td>
</tr>
<tr>
<td>400</td>
<td>118</td>
<td>1</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td>-80.8</td>
<td>0.97</td>
<td>-48.8</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>95.1</td>
<td>0.99</td>
<td>-59.7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td>500</td>
<td>101</td>
<td>1</td>
<td>54.7</td>
</tr>
<tr>
<td></td>
<td>-87.7</td>
<td>0.99</td>
<td>-43.2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>78.4</td>
<td>1.02</td>
<td>-45.1</td>
</tr>
<tr>
<td>1000</td>
<td>67.8</td>
<td>1</td>
<td>45.1</td>
</tr>
<tr>
<td></td>
<td>-90.4</td>
<td>1.04</td>
<td>-24.9</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>40.1</td>
</tr>
<tr>
<td></td>
<td>40.1</td>
<td>1.03</td>
<td>-23.8</td>
</tr>
<tr>
<td>1500</td>
<td>57.8</td>
<td>1</td>
<td>30.8</td>
</tr>
<tr>
<td></td>
<td>-79.2</td>
<td>0.99</td>
<td>-16.5</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.15</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>37.3</td>
<td>1.19</td>
<td>-24.6</td>
</tr>
<tr>
<td>2000</td>
<td>51.6</td>
<td>1</td>
<td>28.3</td>
</tr>
<tr>
<td></td>
<td>-72.4</td>
<td>0.98</td>
<td>-9.44</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>32.3</td>
<td>0.93</td>
<td>-28.8</td>
</tr>
<tr>
<td>5000</td>
<td>46.5</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>-65.9</td>
<td>0.98</td>
<td>-9.98</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>44.3</td>
<td>0.91</td>
<td>-21.8</td>
</tr>
<tr>
<td>∞</td>
<td>40.3</td>
<td>1</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>-62.2</td>
<td>1</td>
<td>-13</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>56.1</td>
<td>1</td>
<td>-26.7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.2 The responses of Model 1a to EL40EWC in dispersion cases with \( d = 100 \)

Note: disp. (d) refers to the relative displacement between the two ends of the joints in the wave dispersion cases. disp. (v) refers to the relative displacement between the two ends of the joints in the travelling wave cases.
<table>
<thead>
<tr>
<th>Travelling wave velocity (m/s)</th>
<th>Abutment 10</th>
<th></th>
<th></th>
<th>Movement joint 1</th>
<th></th>
<th></th>
<th>Movement joint 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>disp. (mm)</td>
<td>disp. (d)</td>
<td>disp. (v)</td>
<td>disp. (mm)</td>
<td>disp. (d)</td>
<td>disp. (v)</td>
<td>disp. (mm)</td>
<td>disp. (d)</td>
</tr>
<tr>
<td>100</td>
<td>164</td>
<td>1.02</td>
<td>-85.9</td>
<td>1</td>
<td>150</td>
<td>0.98</td>
<td>-80.8</td>
<td>1.05</td>
</tr>
<tr>
<td>150</td>
<td>162</td>
<td>1.01</td>
<td>-68.8</td>
<td>1</td>
<td>176</td>
<td>1.01</td>
<td>-83.6</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>141</td>
<td>0.98</td>
<td>-79.9</td>
<td>1.22</td>
<td>154</td>
<td>1.03</td>
<td>-107</td>
<td>0.96</td>
</tr>
<tr>
<td>250</td>
<td>138</td>
<td>1.01</td>
<td>-61.6</td>
<td>0.79</td>
<td>108</td>
<td>0.96</td>
<td>-106</td>
<td>1.22</td>
</tr>
<tr>
<td>300</td>
<td>134</td>
<td>1.01</td>
<td>-68.3</td>
<td>0.79</td>
<td>83.5</td>
<td>0.95</td>
<td>-69.9</td>
<td>1.11</td>
</tr>
<tr>
<td>400</td>
<td>117</td>
<td>0.99</td>
<td>-107</td>
<td>1.28</td>
<td>71.9</td>
<td>0.98</td>
<td>-48.5</td>
<td>0.99</td>
</tr>
<tr>
<td>500</td>
<td>96.4</td>
<td>0.95</td>
<td>-130</td>
<td>1.47</td>
<td>52.8</td>
<td>0.85</td>
<td>-51.7</td>
<td>1.2</td>
</tr>
<tr>
<td>1000</td>
<td>68.3</td>
<td>1.01</td>
<td>-92.2</td>
<td>1.06</td>
<td>35</td>
<td>0.83</td>
<td>-35.7</td>
<td>1.43</td>
</tr>
<tr>
<td>1500</td>
<td>57.7</td>
<td>1</td>
<td>-82.8</td>
<td>1.04</td>
<td>39.1</td>
<td>1.11</td>
<td>-14.1</td>
<td>0.99</td>
</tr>
<tr>
<td>2000</td>
<td>51.9</td>
<td>1.01</td>
<td>-80.6</td>
<td>1.09</td>
<td>26.9</td>
<td>0.97</td>
<td>-10.5</td>
<td>1.12</td>
</tr>
<tr>
<td>5000</td>
<td>47.4</td>
<td>1.02</td>
<td>-68</td>
<td>1.02</td>
<td>15</td>
<td>1.21</td>
<td>-9.37</td>
<td>0.95</td>
</tr>
<tr>
<td>∞</td>
<td>40.3</td>
<td>1</td>
<td>-62.2</td>
<td>1</td>
<td>8.4</td>
<td>1</td>
<td>-13</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.3 The responses of Model 1a to EL40EWC in dispersion cases with d = 10

Note: disp. (d) refers to the relative displacement between the two ends of the joints in the wave dispersion cases. disp. (v) refers to the relative displacement between the two ends of the joints in the travelling wave cases.
<table>
<thead>
<tr>
<th>Travelling wave velocity (m/s)</th>
<th>Abutment 10</th>
<th></th>
<th></th>
<th></th>
<th>Movement joint 1</th>
<th></th>
<th></th>
<th></th>
<th>Movement joint 2</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>disp. (mm)</td>
<td>disp. (d)</td>
<td>disp. (v)</td>
<td>disp. (d)</td>
<td>disp. (mm)</td>
<td>disp. (v)</td>
<td>disp. (d)</td>
<td>disp. (v)</td>
<td>disp. (mm)</td>
<td>disp. (v)</td>
<td>disp. (d)</td>
<td>disp. (v)</td>
</tr>
<tr>
<td>100</td>
<td>159</td>
<td>0.99</td>
<td>-85.9</td>
<td>1</td>
<td>147</td>
<td>0.96</td>
<td>-151</td>
<td>1.95</td>
<td>268</td>
<td>1.03</td>
<td>-185</td>
<td>0.95</td>
</tr>
<tr>
<td>150</td>
<td>151</td>
<td>0.94</td>
<td>-89.7</td>
<td>1.3</td>
<td>185</td>
<td>1.06</td>
<td>-81.8</td>
<td>0.98</td>
<td>195</td>
<td>0.94</td>
<td>-205</td>
<td>1.55</td>
</tr>
<tr>
<td>200</td>
<td>136</td>
<td>0.94</td>
<td>-83.9</td>
<td>1.28</td>
<td>159</td>
<td>1.07</td>
<td>-81.9</td>
<td>0.73</td>
<td>266</td>
<td>1.45</td>
<td>-75.7</td>
<td>1.04</td>
</tr>
<tr>
<td>250</td>
<td>129</td>
<td>0.94</td>
<td>-93.3</td>
<td>1.2</td>
<td>112</td>
<td>0.99</td>
<td>-65.2</td>
<td>0.75</td>
<td>175</td>
<td>1.14</td>
<td>-67.6</td>
<td>0.98</td>
</tr>
<tr>
<td>300</td>
<td>131</td>
<td>0.98</td>
<td>-109</td>
<td>1.27</td>
<td>75.9</td>
<td>0.86</td>
<td>-88.4</td>
<td>1.41</td>
<td>147</td>
<td>1.11</td>
<td>-157</td>
<td>2.46</td>
</tr>
<tr>
<td>400</td>
<td>113</td>
<td>0.96</td>
<td>-98.8</td>
<td>1.19</td>
<td>57.9</td>
<td>0.79</td>
<td>-66.1</td>
<td>1.35</td>
<td>136</td>
<td>1.42</td>
<td>-53.7</td>
<td>0.97</td>
</tr>
<tr>
<td>500</td>
<td>96</td>
<td>0.95</td>
<td>-99.4</td>
<td>1.13</td>
<td>52.7</td>
<td>0.85</td>
<td>-76.9</td>
<td>1.78</td>
<td>105</td>
<td>1.4</td>
<td>-45.8</td>
<td>1.01</td>
</tr>
<tr>
<td>1000</td>
<td>65.9</td>
<td>0.97</td>
<td>-85.9</td>
<td>0.99</td>
<td>35.1</td>
<td>0.83</td>
<td>-59.8</td>
<td>2.4</td>
<td>50.2</td>
<td>1.29</td>
<td>-58.5</td>
<td>2.45</td>
</tr>
<tr>
<td>1500</td>
<td>54.3</td>
<td>0.94</td>
<td>-59</td>
<td>0.74</td>
<td>31.6</td>
<td>0.9</td>
<td>-13.5</td>
<td>0.95</td>
<td>68.4</td>
<td>2.18</td>
<td>-55.7</td>
<td>2.17</td>
</tr>
<tr>
<td>2000</td>
<td>67.2</td>
<td>1.31</td>
<td>-64.6</td>
<td>0.87</td>
<td>18.2</td>
<td>0.66</td>
<td>-10.2</td>
<td>1.09</td>
<td>62.4</td>
<td>1.8</td>
<td>-32.4</td>
<td>1.2</td>
</tr>
<tr>
<td>5000</td>
<td>46.9</td>
<td>1.01</td>
<td>-73.2</td>
<td>1.1</td>
<td>15</td>
<td>1.21</td>
<td>-12.1</td>
<td>1.22</td>
<td>36.7</td>
<td>0.76</td>
<td>-51.1</td>
<td>2.41</td>
</tr>
<tr>
<td>∞</td>
<td>40.3</td>
<td>1</td>
<td>-62.2</td>
<td>1</td>
<td>8.4</td>
<td>1</td>
<td>-13</td>
<td>1</td>
<td>56.1</td>
<td>1</td>
<td>-26.7</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.4 The responses of Model 1a to EL40EWC in dispersion cases with d =1

Note: disp. (d) refers to the relative displacement between the two ends of the joints in the wave dispersion cases.
disp. (v) refers to the relative displacement between the two ends of the joints in the travelling wave cases.
displacements because the sliding bearings separated the bridge girder and the piers in the longitudinal direction. The differences of the relative displacements between the wave dispersion cases and the travelling wave cases increased as the wave dispersion factor was reduced. These were caused by the changes of their dynamic components due to the changes of the input acceleration spectra influenced by the wave dispersion.

From the displacement time-histories of the Abutment 10, the girder end and the bridge deck at the two sides of the joints in the wave dispersion cases with $d = 1$ (in Figures 7.22 (a) to 7.22(c)), it also can be observed that the phase shifts increased with the decrease in the
Figure 7.22(a) The response displacement time-histories of Model 1a to EL40EWC in the wave dispersion case with $d = 1$ and travelling wave velocity of 2000m/s

Figure 7.22(b) The response displacement time-histories of Model 1a to EL40EWC in the wave dispersion case with $d = 1$ and travelling wave velocity of 500m/s

Figure 7.22(c) The response displacement time-histories of Model 1a to EL40EWC in the wave dispersion case with $d = 1$ and travelling wave velocity of 200m/s
Figure 7.23 The responses of Model 1a to KOBE95EW in dispersion cases with d = 100

Figure 7.24 The responses of Model 1a to KOBE95EW in dispersion cases with d = 10

Figure 7.25 The responses of Model 1a to KOBE95EW in dispersion cases with d = 1
Figure 7.26 The responses of Model 3a to EL40EWC in the wave dispersion cases (d = 100)

Figure 7.27 The responses of Model 3a to EL40EWC in the wave dispersion cases (d = 10)

Figure 7.28 The responses of Model 3a to EL40EWC in the wave dispersion cases (d = 1)
travelling wave velocity, and the shapes of the response displacement time-histories of the bridge deck changed with the travelling wave velocity. The changes in the shapes of the response displacement time-histories of the bridge deck could also affect the response parameters.

The maximum relative displacements of the bridge deck across movement joint 2 in the wave dispersion cases showed greater differences than those in the travelling wave cases and the differences increased as the dispersion factor was reduced. This is because the displacement of the bridge deck at the left side of the movement joint 2 was almost the same as the displacement of Abutment 1. In Model 1a, the Abutment 1 was fixed and its displacement changed with the change of the asynchronous input motion that was directly affected by the geometric effect of the variability of the seismic motion. The more the input motion changed, the smaller the dispersion factor.

The seismic responses of the Model 1a to the generated time-histories conditioned by the East-West component of the Kobe 1995 earthquake record at Abutment 10 with dispersion factors of 100, 10 and 1 are presented in Figures 7.23 to 7.25. The positive maximum relative displacements of the bridge deck across the movement joints and the relative displacements between the girder end and the top of the Abutment 10 in these cases had similar trends to those in the travelling wave cases. The differences of these relative displacements between the wave dispersion cases and the travelling wave cases increased as the wave dispersion factor was reduced.

Figures 7.26 to 7.28 show the responses of Model 3a subjected to the generated time-histories conditioned by the East-West component of the El Centro 1940 earthquake record at Abutment 10 in the wave dispersion cases with dispersion factors of 100, 10 and 1 respectively. The responses showed similar trends to those of Model 1a in the corresponding cases. The positive maximum relative displacements of the bridge deck across the movement joints and the relative displacements between the girder end and the top of Abutment 10 were very similar to those in the travelling wave cases. It appears that the geometric effect does not have much effect on these relative displacements. However, the relative displacement between the girder end and the top of Abutment 1 changed with the change of the input seismic motion. These changes increase with the decrease of the dispersion factor and are unpredictable because the variations of the accelerations due to the geometric effects are assumed to be random in nature.
7.4 Summary

Analyses of the seismic responses of bridge models with movement joints subjected to different earthquake records applied in the bridge longitudinal direction were carried out. It was found that the longitudinal relative displacement of the bridge deck across the movement joints and the longitudinal relative displacement between the girder end and the top of the free abutment were sometimes greater in the asynchronous cases than those in the synchronous motion case. The longitudinal relative displacement between the joints in Model 1a in the asynchronous case (to EL40EWC) was up to 22 times that in the synchronous case. Hence the effect of the asynchronous input motions may be one of the main reasons for many bridges spans to collapse in the past earthquakes due to inadequate seating widths.

In the case of asynchronous motion, the relative displacements of the bridge deck across openings consist of two parts: the dynamic component due to the difference between the vibrations (inertia effects) of the two frames separated by the openings, and the pseudo-static component caused by the phase shifts between the vibrations of the two separated frames. The pseudo-static component dominated the total relative displacements when the travelling wave velocity was low.

Although the phase shifts increased as the travelling wave velocity decreased, the pseudo-static components of these longitudinal relative displacements did not increase in the same way. The pseudo-static components of the relative displacements not only depended on the phase shifts but were also related to the shapes of the response displacement time-histories of the bridge deck. These will change with the travelling wave velocity in the asynchronous motion cases.

The differential displacements between the pier supports had little effect on the investigated parameters even in the wave dispersion cases because the bridge deck was separated from the piers by the sliding bearings. Hence the geometric incoherence effect has little influence on the maximum longitudinal relative displacements between the joints. For Model 1a (varying pier heights) to EL40EWC, the relative displacement between the joints in the travelling wave case reached up to 20.8 times that in the synchronous case, and the relative displacement between the joints in dispersion case (d=1) reached up to 22.8 times that in the synchronous case. For Model 3a (regular, ‘taller’ pier) to EL40EWC, the relative displacement between the joints in travelling wave case reached up to 14 times that in the synchronous case, and the
relative displacement between the joints in the dispersion case (d=1) reached up to 14.5 times that in the synchronous case.

From the responses of Model 3a, the ‘direction of travel’ dependence of the responses to travelling waves also can be noticed. The trends of the longitudinal relative displacement between the girder end and the top of the free abutment were different for Abutments 1 and 10. In a design situation engineer would have to consider wave travel from both directions.

For Model 3a, the maximum longitudinal relative displacement between the girder end and the top of the free abutment at Abutment 10 in the asynchronous cases varied from 1.2 to 4 greater times than that in the synchronous case for different input earthquake records. The maximum longitudinal relative displacement between the movement joints between adjacent section of bridge in Model 3a in the asynchronous cases varied from 4 to 14 times greater that in the synchronous case for different input earthquakes.
CHAPTER 8

SUMMARY OF THIS RESEARCH

8.1 The Generation of the Asynchronous Input Seismic Motions

A nonlinear analysis of a bridge subjected to asynchronous input motion does not present more computational difficulties than those involved in a synchronous analysis, provided that appropriate asynchronous input time-histories are used. Hence, the first issue in this research was to develop a method of easily generating appropriate asynchronous input time-histories. The earthquake input ground motions were assumed as a homogeneous n-variate Gaussian random vector field $\mathbf{f}(x) = [f_1(x), f_2(x), \ldots, f_n(x)]^T$, with zero-mean and cross-covariances $R[f_k(x_i), f_l(x_j)] = E[f_k(x_i)f_l(x_j)]$ for $(k, l = 1, 2, \ldots, n)$; and $\mathbf{g}(x_i)$ $(i = 1, 2, \ldots, N)$ is a set of realizations of the vector field $\mathbf{f}(x)$ at locations $x_i$. Thus, the generation of the asynchronous input seismic motions became a simulation of the stochastic vector field $\mathbf{f}(x)$ under the condition that $N$ realizations $\mathbf{g}(x_i)$ were known. Two assumptions were made by the author in order to make the conditional simulation of the seismic waves simpler and more effective.

The first assumption was that the spatial correlation function only depended on the predominant frequency of the earthquake motion. Actually, the loss of coherency of seismic waves is frequency dependent with more significant effects at higher frequencies. For frequencies lower than 1 Hz, the coherence is close to 1; it starts to decrease significantly for frequencies higher than 5 Hz [Luco and Wong 1986, Oliveira et al. 1991]. The correlation of the band of frequencies was represented by one spatial correlation function for reasons of simplicity in the proposed method. This assumption enabled the simulation of conditional ground motion to be performed in the time domain without involving computations of convolution integrals. The second assumption was that in the time domain, there was no correlation between elements in the same record.
With the aid of these two assumptions, the modified Kriging method proposed by Hoshiya could be easily used to conditionally simulate ground motions in the time domain. The numerical examples showed that the method was effective and could be easily implemented in engineering analyses. The results were reasonable because the spectra of the simulated time-histories and the specified earthquake record were very close to each other. The variation in the simulated accelerations with separation distance between the supports and wave propagation velocity followed the rules expected, which are based on the main characteristics of the spatial variability of the seismic motion indicated by the extensive analyses of the records from arrays of strong-motion seismographs.

In this study, the results have not been compared with those obtained from other approaches and have also not been directly compared with the incoherence observed in recorded ground motions. This would be a useful next step for future research, and give users added confidence. Also the ‘d’ factor needs correlation and validation with real field local geological and topographical conditions to allow engineers to produce asynchronous motions suited to the characteristics of a particular site.

8.2 The Wave Passage Effect on the Seismic Response of Long Bridges

The geometric incoherence effect can be neglected if only low-frequency (long-period) regions of the response spectrum are of interest, and only the wave passage effect needs to be taken into consideration. Chapter 5 dealt with the wave passage effect of the spatial variability of the seismic motions on the transverse responses of both regular bridges and irregular bridges with piers of different heights. It was found that the velocity of propagation of seismic waves had a significant effect on the transverse response of long bridges. Despite the bridge models having quite different configurations, the variations of transverse response with the travelling wave velocity followed very similar trends for all three natural earthquake records used in both the elastic and the inelastic analyses. Generally, when the travelling wave velocity was between 150m/s to 300m/s the transverse responses had a minimum value. When the travelling wave velocity was less and greater than those values, the transverse responses increased. The responses for the travelling wave cases could be more critical than that of the synchronous case as shown for example in Tables 8.1 to 8.3 and Tables 8.4 to 8.6, where the ratios of the responses of the Models 1 (varying pier heights) and 3 (regular ‘taller’ piers)
<table>
<thead>
<tr>
<th>Wind Speed (m/s)</th>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 m/s</td>
<td>5.42</td>
<td>2.46</td>
<td>1.67</td>
<td>0.6</td>
<td>0.83</td>
<td>1.04</td>
<td>1.17</td>
<td>1.07</td>
</tr>
<tr>
<td>125 m/s</td>
<td>4.5</td>
<td>2.32</td>
<td>0.9</td>
<td>0.72</td>
<td>0.72</td>
<td>0.73</td>
<td>0.62</td>
<td>0.99</td>
</tr>
<tr>
<td>150 m/s</td>
<td>4.08</td>
<td>1.98</td>
<td>1.16</td>
<td>0.97</td>
<td>0.65</td>
<td>0.84</td>
<td>0.82</td>
<td>1.06</td>
</tr>
<tr>
<td>200 m/s</td>
<td>2.6</td>
<td>0.89</td>
<td>0.51</td>
<td>0.56</td>
<td>0.45</td>
<td>0.37</td>
<td>0.4</td>
<td>0.88</td>
</tr>
<tr>
<td>250 m/s</td>
<td>2.22</td>
<td>0.89</td>
<td>0.54</td>
<td>0.57</td>
<td>0.45</td>
<td>0.36</td>
<td>0.37</td>
<td>0.88</td>
</tr>
<tr>
<td>300 m/s</td>
<td>1.83</td>
<td>0.57</td>
<td>0.9</td>
<td>0.7</td>
<td>0.55</td>
<td>0.48</td>
<td>0.5</td>
<td>0.87</td>
</tr>
<tr>
<td>400 m/s</td>
<td>2.18</td>
<td>1.72</td>
<td>1.32</td>
<td>1.1</td>
<td>0.69</td>
<td>0.68</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>500 m/s</td>
<td>2.75</td>
<td>2.16</td>
<td>1.64</td>
<td>1.31</td>
<td>0.83</td>
<td>0.83</td>
<td>0.82</td>
<td>1.08</td>
</tr>
<tr>
<td>1000 m/s</td>
<td>1.68</td>
<td>1.72</td>
<td>1.71</td>
<td>1.45</td>
<td>0.92</td>
<td>0.83</td>
<td>0.97</td>
<td>1.23</td>
</tr>
<tr>
<td>1500 m/s</td>
<td>1.47</td>
<td>1.56</td>
<td>1.52</td>
<td>1.39</td>
<td>0.95</td>
<td>0.8</td>
<td>0.86</td>
<td>1.1</td>
</tr>
<tr>
<td>2000 m/s</td>
<td>1.38</td>
<td>1.47</td>
<td>1.43</td>
<td>1.32</td>
<td>0.98</td>
<td>0.84</td>
<td>0.81</td>
<td>1.02</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.1 The ratios of the response maximum pier drifts of Model 1 to EL40NSC

<table>
<thead>
<tr>
<th>Wind Speed (m/s)</th>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 m/s</td>
<td>3.91</td>
<td>2.51</td>
<td>2.02</td>
<td>1.53</td>
<td>1.23</td>
<td>1.6</td>
<td>1.71</td>
<td>1.14</td>
</tr>
<tr>
<td>125 m/s</td>
<td>3.54</td>
<td>1.91</td>
<td>1.38</td>
<td>1.53</td>
<td>1.16</td>
<td>1.23</td>
<td>1.28</td>
<td>1.11</td>
</tr>
<tr>
<td>150 m/s</td>
<td>3.08</td>
<td>1.58</td>
<td>1.06</td>
<td>1.53</td>
<td>1.16</td>
<td>1.35</td>
<td>1.27</td>
<td>1.23</td>
</tr>
<tr>
<td>200 m/s</td>
<td>2.62</td>
<td>1.17</td>
<td>1.11</td>
<td>0.97</td>
<td>0.75</td>
<td>0.64</td>
<td>1.13</td>
<td>1.07</td>
</tr>
<tr>
<td>250 m/s</td>
<td>2.09</td>
<td>0.79</td>
<td>0.9</td>
<td>0.71</td>
<td>0.61</td>
<td>0.74</td>
<td>1.02</td>
<td>1.14</td>
</tr>
<tr>
<td>300 m/s</td>
<td>1.68</td>
<td>0.52</td>
<td>1.14</td>
<td>0.74</td>
<td>0.69</td>
<td>0.69</td>
<td>0.91</td>
<td>1.17</td>
</tr>
<tr>
<td>400 m/s</td>
<td>1.28</td>
<td>0.79</td>
<td>1.26</td>
<td>0.89</td>
<td>0.92</td>
<td>0.68</td>
<td>0.64</td>
<td>1.24</td>
</tr>
<tr>
<td>500 m/s</td>
<td>1.11</td>
<td>0.85</td>
<td>1.31</td>
<td>0.95</td>
<td>0.98</td>
<td>0.84</td>
<td>0.87</td>
<td>1.22</td>
</tr>
<tr>
<td>1000 m/s</td>
<td>0.85</td>
<td>0.53</td>
<td>1.3</td>
<td>0.97</td>
<td>0.9</td>
<td>0.85</td>
<td>1.11</td>
<td>1.11</td>
</tr>
<tr>
<td>1500 m/s</td>
<td>0.84</td>
<td>0.61</td>
<td>1.2</td>
<td>1.01</td>
<td>0.87</td>
<td>0.56</td>
<td>0.79</td>
<td>1.08</td>
</tr>
<tr>
<td>2000 m/s</td>
<td>0.92</td>
<td>0.75</td>
<td>1.16</td>
<td>1.03</td>
<td>0.92</td>
<td>0.58</td>
<td>0.84</td>
<td>1.03</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.2 The ratios of the response maximum section curvature ratios of the piers of Model 1 to EL40NSC

<table>
<thead>
<tr>
<th>Wind Speed (m/s)</th>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 m/s</td>
<td>7.19</td>
<td>3.46</td>
<td>2.7</td>
<td>0.83</td>
<td>1.04</td>
<td>1.5</td>
<td>1.63</td>
<td>1.12</td>
</tr>
<tr>
<td>125 m/s</td>
<td>4.96</td>
<td>2.24</td>
<td>1.09</td>
<td>0.98</td>
<td>0.88</td>
<td>1.02</td>
<td>1.02</td>
<td>1.08</td>
</tr>
<tr>
<td>150 m/s</td>
<td>4.08</td>
<td>1.88</td>
<td>1.14</td>
<td>1.24</td>
<td>0.7</td>
<td>1.23</td>
<td>1.12</td>
<td>1.28</td>
</tr>
<tr>
<td>200 m/s</td>
<td>3.08</td>
<td>1.12</td>
<td>0.73</td>
<td>0.7</td>
<td>0.44</td>
<td>0.52</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>250 m/s</td>
<td>2.42</td>
<td>0.9</td>
<td>0.71</td>
<td>0.65</td>
<td>0.39</td>
<td>0.5</td>
<td>0.84</td>
<td>1.02</td>
</tr>
<tr>
<td>300 m/s</td>
<td>2.04</td>
<td>0.59</td>
<td>1.02</td>
<td>0.74</td>
<td>0.47</td>
<td>0.54</td>
<td>0.67</td>
<td>1.04</td>
</tr>
<tr>
<td>400 m/s</td>
<td>1.88</td>
<td>1.32</td>
<td>1.53</td>
<td>1.18</td>
<td>0.67</td>
<td>0.65</td>
<td>0.74</td>
<td>1.05</td>
</tr>
<tr>
<td>500 m/s</td>
<td>1.96</td>
<td>1.56</td>
<td>2.01</td>
<td>1.53</td>
<td>0.9</td>
<td>0.87</td>
<td>0.91</td>
<td>1.18</td>
</tr>
<tr>
<td>1000 m/s</td>
<td>1.12</td>
<td>1.12</td>
<td>2.13</td>
<td>1.72</td>
<td>0.86</td>
<td>0.87</td>
<td>1.09</td>
<td>1.32</td>
</tr>
<tr>
<td>1500 m/s</td>
<td>1.08</td>
<td>0.88</td>
<td>1.73</td>
<td>1.59</td>
<td>0.91</td>
<td>0.79</td>
<td>0.95</td>
<td>1.12</td>
</tr>
<tr>
<td>2000 m/s</td>
<td>1.08</td>
<td>0.9</td>
<td>1.5</td>
<td>1.53</td>
<td>0.95</td>
<td>0.77</td>
<td>0.91</td>
<td>1.02</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.3 The ratios of the response maximum pier shear forces of Model 1 to EL40NSC
Table 8.4 The ratios of the response maximum pier drifts of Model 3 to EL40NSC

<table>
<thead>
<tr>
<th></th>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100m/s</td>
<td>0.68</td>
<td>0.48</td>
<td>0.35</td>
<td>0.29</td>
<td>0.2</td>
<td>0.27</td>
<td>0.31</td>
<td>0.54</td>
</tr>
<tr>
<td>125m/s</td>
<td>0.54</td>
<td>0.43</td>
<td>0.25</td>
<td>0.17</td>
<td>0.15</td>
<td>0.21</td>
<td>0.32</td>
<td>0.52</td>
</tr>
<tr>
<td>150m/s</td>
<td>0.41</td>
<td>0.3</td>
<td>0.21</td>
<td>0.18</td>
<td>0.25</td>
<td>0.3</td>
<td>0.33</td>
<td>0.53</td>
</tr>
<tr>
<td>200m/s</td>
<td>0.75</td>
<td>0.47</td>
<td>0.36</td>
<td>0.39</td>
<td>0.43</td>
<td>0.46</td>
<td>0.49</td>
<td>0.67</td>
</tr>
<tr>
<td>250m/s</td>
<td>1.11</td>
<td>0.72</td>
<td>0.61</td>
<td>0.58</td>
<td>0.52</td>
<td>0.53</td>
<td>0.53</td>
<td>0.61</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.28</td>
<td>0.89</td>
<td>0.79</td>
<td>0.71</td>
<td>0.62</td>
<td>0.6</td>
<td>0.6</td>
<td>0.66</td>
</tr>
<tr>
<td>400m/s</td>
<td>1.31</td>
<td>1.04</td>
<td>0.94</td>
<td>0.83</td>
<td>0.75</td>
<td>0.71</td>
<td>0.71</td>
<td>0.79</td>
</tr>
<tr>
<td>500m/s</td>
<td>1.29</td>
<td>1.1</td>
<td>1</td>
<td>0.89</td>
<td>0.82</td>
<td>0.79</td>
<td>0.77</td>
<td>0.88</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.2</td>
<td>1.09</td>
<td>1.05</td>
<td>0.99</td>
<td>0.94</td>
<td>0.93</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.18</td>
<td>1.07</td>
<td>1.06</td>
<td>1.01</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.92</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.16</td>
<td>1.07</td>
<td>1.05</td>
<td>1.02</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
<td>0.93</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.5 The ratios of the response maximum section curvature ratios of the piers of Model 3 to EL40NSC

<table>
<thead>
<tr>
<th></th>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100m/s</td>
<td>0.9</td>
<td>0.72</td>
<td>0.54</td>
<td>0.42</td>
<td>0.33</td>
<td>0.52</td>
<td>0.64</td>
<td>0.81</td>
</tr>
<tr>
<td>125m/s</td>
<td>0.72</td>
<td>0.61</td>
<td>0.38</td>
<td>0.24</td>
<td>0.29</td>
<td>0.36</td>
<td>0.46</td>
<td>0.76</td>
</tr>
<tr>
<td>150m/s</td>
<td>0.58</td>
<td>0.51</td>
<td>0.36</td>
<td>0.24</td>
<td>0.29</td>
<td>0.36</td>
<td>0.46</td>
<td>0.76</td>
</tr>
<tr>
<td>200m/s</td>
<td>0.94</td>
<td>0.49</td>
<td>0.34</td>
<td>0.35</td>
<td>0.4</td>
<td>0.51</td>
<td>0.61</td>
<td>0.94</td>
</tr>
<tr>
<td>250m/s</td>
<td>1.36</td>
<td>0.77</td>
<td>0.62</td>
<td>0.5</td>
<td>0.44</td>
<td>0.54</td>
<td>0.58</td>
<td>0.76</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.62</td>
<td>0.94</td>
<td>0.81</td>
<td>0.6</td>
<td>0.51</td>
<td>0.57</td>
<td>0.63</td>
<td>0.81</td>
</tr>
<tr>
<td>400m/s</td>
<td>1.59</td>
<td>1.12</td>
<td>0.94</td>
<td>0.69</td>
<td>0.6</td>
<td>0.67</td>
<td>0.72</td>
<td>0.91</td>
</tr>
<tr>
<td>500m/s</td>
<td>1.48</td>
<td>1.16</td>
<td>1.02</td>
<td>0.76</td>
<td>0.65</td>
<td>0.72</td>
<td>0.76</td>
<td>1.01</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.28</td>
<td>1.08</td>
<td>1.11</td>
<td>0.97</td>
<td>0.87</td>
<td>0.85</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.23</td>
<td>1.06</td>
<td>1.15</td>
<td>1.02</td>
<td>0.93</td>
<td>0.88</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.2</td>
<td>1.05</td>
<td>1.13</td>
<td>1.03</td>
<td>0.95</td>
<td>0.9</td>
<td>1.01</td>
<td>0.97</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.6 The ratios of the response maximum pier shear forces of Model 3 to EL40NSC

<table>
<thead>
<tr>
<th></th>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100m/s</td>
<td>1.05</td>
<td>1.01</td>
<td>0.84</td>
<td>0.88</td>
<td>0.77</td>
<td>0.9</td>
<td>0.79</td>
<td>1.01</td>
</tr>
<tr>
<td>125m/s</td>
<td>0.85</td>
<td>0.82</td>
<td>0.66</td>
<td>0.62</td>
<td>0.51</td>
<td>0.59</td>
<td>0.71</td>
<td>1.03</td>
</tr>
<tr>
<td>150m/s</td>
<td>0.72</td>
<td>0.74</td>
<td>0.62</td>
<td>0.51</td>
<td>0.58</td>
<td>0.55</td>
<td>0.62</td>
<td>0.94</td>
</tr>
<tr>
<td>200m/s</td>
<td>1.05</td>
<td>0.51</td>
<td>0.45</td>
<td>0.55</td>
<td>0.61</td>
<td>0.63</td>
<td>0.76</td>
<td>1.15</td>
</tr>
<tr>
<td>250m/s</td>
<td>1.52</td>
<td>0.79</td>
<td>0.7</td>
<td>0.73</td>
<td>0.62</td>
<td>0.6</td>
<td>0.66</td>
<td>0.91</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.65</td>
<td>0.97</td>
<td>0.91</td>
<td>0.86</td>
<td>0.7</td>
<td>0.63</td>
<td>0.68</td>
<td>0.91</td>
</tr>
<tr>
<td>400m/s</td>
<td>1.65</td>
<td>1.17</td>
<td>1.02</td>
<td>0.96</td>
<td>0.8</td>
<td>0.7</td>
<td>0.74</td>
<td>1.01</td>
</tr>
<tr>
<td>500m/s</td>
<td>1.59</td>
<td>1.19</td>
<td>1.03</td>
<td>0.96</td>
<td>0.86</td>
<td>0.76</td>
<td>0.78</td>
<td>1.12</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.31</td>
<td>1.06</td>
<td>1.02</td>
<td>0.99</td>
<td>0.96</td>
<td>0.88</td>
<td>0.97</td>
<td>1</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.25</td>
<td>1.03</td>
<td>1.02</td>
<td>1</td>
<td>0.97</td>
<td>0.93</td>
<td>0.98</td>
<td>1.03</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.22</td>
<td>1.04</td>
<td>1.02</td>
<td>1</td>
<td>0.97</td>
<td>0.94</td>
<td>0.99</td>
<td>1.03</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
respectively when they were subjected to the El Centro 1940 earthquake NS component record for the travelling wave cases to those in the corresponding synchronous case are listed.

The response of a bridge to asynchronous input motions consists of two components: a dynamic component induced by the inertia forces and a so-called pseudo-static component, due to the difference between the adjacent support displacements. When the travelling wave velocity was greater than between 150 m/s to 300 m/s, the seismic responses were dominated by their dynamic components, which increased considerably with the increase of the travelling wave velocity. They were close to the synchronous case values when the travelling velocity was greater than 1000 m/s. When the travelling wave velocity was less than between 150 m/s to 300 m/s the seismic responses were dominated by their pseudo-static components, which increased with the decrease of the travelling wave velocity. This was due to the fact that the differential displacements between adjacent pier supports increased sharply. Comparing the responses of Model 1 with those of Model 3, it is clear that the stiffer the bridge, the greater the pseudo-static component had effect on the responses. It was observed that the travelling wave velocity at which the transverse response had a minimum value, depended mainly on the stiffness of the bridge model; the stiffer the bridge, the higher this travelling wave velocity. The spectrum of the average seismic accelerations for the whole bridge varied with the travelling wave velocity, which caused the local variations of the transverse response with the travelling velocity.

From the designer point of view, it is important that for Models 3 and 5 (regular symmetric structures) the maximum pier drifts and section curvature ratios of most piers (including those with the greatest demands in the synchronous case) is very little changed for wave velocities down to 1000m/s and then decreases significantly with decreasing wave velocity. Only the maximum shear forces in piers in the travelling wave cases could be greater than those in the synchronous case because as the pier height decrease the pseudostatic component of the response increases. In the responses to EL40NSC, the maximum shear forces in most piers (except pier 2) of Model 3 (‘taller’ piers) in the travelling wave case were smaller than those in the synchronous case but the maximum shear forces in all piers of Model 5 (‘shorter’ piers) in the lower travelling wave velocity case were greater than those in the synchronous cases by a factor of 1.2 to 2.

From the responses of Models 3 and 5 (regular symmetric structures), the ‘direction of travel’ dependence of the responses to travelling waves can be noticed. The responses of long bridges
to asynchronous motions is dependent on the direction of wave travel i.e. which end of the bridge the earthquake comes from.

Comparing the responses of same models (for Models 1 ~ 5) to EL40NSC with different input scale factors, it can be seen that the same conclusions are generally valid for inelastic response as for elastic response.

The velocity of the travelling wave played an important role in the transverse response of the long bridges when only the wave-passage effect was considered.

8.3 The Effects of the Combined Geometric Incoherence and Wave Passage on the Seismic Response of Long Bridges

In Chapter 6 the combined geometric incoherence and wave passage effects of the spatial variability of the seismic motions on the transverse responses of the long bridges were investigated. These cases are referred to as the wave dispersion cases. The proposed method presented in Chapter 3 was employed to generate the asynchronous input motions in which both the geometric incoherence and the wave passage effects were considered. Three natural earthquake records were used as the specified earthquake motion at Abutment 10 when the responses of the three different bridge models were produced for the wave dispersion cases. It was found that the geometric incoherence effect played an important role in these responses through the pseudo-static component. In the wave dispersion cases the pseudo-static component consists of two parts, one is caused by the wave passage effect and the other is due to the geometric incoherence effect. The influence of the second part on the total responses increased as the amount of the wave dispersion increased and for the cases with less dispersion, it had minimal influence on the total response and was similar to the travelling wave case. For the cases with large dispersion, this part dominated the responses. The total responses are therefore unpredictable when the dispersion was large, because the pseudo-static components caused by the geometric incoherence effect was random. Tables 8.7 to 8.9 and Tables 8.9 to 8.12 show the ratios of the maximum pier drifts of the Models 1 and 3 respectively subjected to the El Centro 1940 earthquake NS component record with input scale factor of 0.5 in the wave dispersion cases (with wave dispersion factor $d = 100, 10, 1$ respectively) to those in the corresponding synchronous case. The influence of the pseudo-static component caused by the geometric incoherence effect on the total responses also
Table 8.7: The ratios of the response maximum pier drifts of Model 1 to EL40NSC with input scale factor of 0.5 in the wave dispersion cases with $d = 100$

<table>
<thead>
<tr>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100m/s</td>
<td>4.56</td>
<td>2.39</td>
<td>1.28</td>
<td>0.48</td>
<td>0.65</td>
<td>1.02</td>
<td>0.92</td>
</tr>
<tr>
<td>125m/s</td>
<td>7.63</td>
<td>2.8</td>
<td>0.86</td>
<td>0.61</td>
<td>0.65</td>
<td>0.77</td>
<td>0.58</td>
</tr>
<tr>
<td>150m/s</td>
<td>5.57</td>
<td>1.51</td>
<td>0.96</td>
<td>0.82</td>
<td>0.61</td>
<td>0.71</td>
<td>0.73</td>
</tr>
<tr>
<td>200m/s</td>
<td>2.7</td>
<td>0.89</td>
<td>0.61</td>
<td>0.55</td>
<td>0.4</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>250m/s</td>
<td>3.19</td>
<td>0.81</td>
<td>0.41</td>
<td>0.39</td>
<td>0.4</td>
<td>0.31</td>
<td>0.37</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.7</td>
<td>1.07</td>
<td>0.61</td>
<td>0.51</td>
<td>0.45</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>400m/s</td>
<td>2.11</td>
<td>1.43</td>
<td>0.99</td>
<td>0.89</td>
<td>0.68</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>500m/s</td>
<td>3.3</td>
<td>1.86</td>
<td>1.3</td>
<td>1.07</td>
<td>0.77</td>
<td>0.7</td>
<td>0.74</td>
</tr>
<tr>
<td>1000m/s</td>
<td>2.8</td>
<td>1.83</td>
<td>1.52</td>
<td>1.23</td>
<td>1.02</td>
<td>0.89</td>
<td>0.91</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.27</td>
<td>1.54</td>
<td>1.4</td>
<td>1.2</td>
<td>1.03</td>
<td>0.88</td>
<td>0.9</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.48</td>
<td>1.31</td>
<td>1.38</td>
<td>1.15</td>
<td>1.03</td>
<td>0.92</td>
<td>0.9</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.8: The ratios of the response maximum pier drifts of Model 1 to EL40NSC with input scale factor of 0.5 in the wave dispersion cases with $d = 10$

<table>
<thead>
<tr>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100m/s</td>
<td>13.22</td>
<td>4.16</td>
<td>1.64</td>
<td>0.5</td>
<td>0.65</td>
<td>1.38</td>
<td>3.23</td>
</tr>
<tr>
<td>125m/s</td>
<td>15.72</td>
<td>4.85</td>
<td>0.82</td>
<td>1.03</td>
<td>1.64</td>
<td>1.05</td>
<td>0.83</td>
</tr>
<tr>
<td>150m/s</td>
<td>16.14</td>
<td>2.09</td>
<td>2</td>
<td>1.91</td>
<td>1.09</td>
<td>0.85</td>
<td>0.64</td>
</tr>
<tr>
<td>200m/s</td>
<td>8.52</td>
<td>5.48</td>
<td>0.62</td>
<td>0.77</td>
<td>0.59</td>
<td>1.2</td>
<td>1.37</td>
</tr>
<tr>
<td>250m/s</td>
<td>4.92</td>
<td>3.78</td>
<td>0.78</td>
<td>0.37</td>
<td>0.62</td>
<td>1.35</td>
<td>0.57</td>
</tr>
<tr>
<td>300m/s</td>
<td>6.64</td>
<td>1.08</td>
<td>0.66</td>
<td>1.56</td>
<td>0.87</td>
<td>0.95</td>
<td>0.49</td>
</tr>
<tr>
<td>400m/s</td>
<td>9.25</td>
<td>3.32</td>
<td>1.74</td>
<td>1.16</td>
<td>0.63</td>
<td>0.64</td>
<td>0.83</td>
</tr>
<tr>
<td>500m/s</td>
<td>12.48</td>
<td>1.93</td>
<td>1.58</td>
<td>1.09</td>
<td>0.82</td>
<td>0.89</td>
<td>0.67</td>
</tr>
<tr>
<td>1000m/s</td>
<td>4.95</td>
<td>1.61</td>
<td>1.47</td>
<td>1.42</td>
<td>0.97</td>
<td>0.95</td>
<td>0.86</td>
</tr>
<tr>
<td>1500m/s</td>
<td>3.2</td>
<td>1.98</td>
<td>1.29</td>
<td>1.35</td>
<td>0.96</td>
<td>0.91</td>
<td>0.9</td>
</tr>
<tr>
<td>2000m/s</td>
<td>3.03</td>
<td>2.58</td>
<td>1.37</td>
<td>1.24</td>
<td>1.01</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.9: The ratios of the response maximum pier drifts of Model 1 to EL40NSC with input scale factor of 0.5 in the wave dispersion cases with $d = 1$

<table>
<thead>
<tr>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100m/s</td>
<td>16.58</td>
<td>3.98</td>
<td>0.94</td>
<td>4.67</td>
<td>0.92</td>
<td>3.52</td>
<td>0.85</td>
</tr>
<tr>
<td>125m/s</td>
<td>64.72</td>
<td>6.78</td>
<td>4.92</td>
<td>1.72</td>
<td>1.42</td>
<td>1.42</td>
<td>3.58</td>
</tr>
<tr>
<td>150m/s</td>
<td>7.72</td>
<td>3.89</td>
<td>0.99</td>
<td>5.12</td>
<td>3.18</td>
<td>1.92</td>
<td>1.18</td>
</tr>
<tr>
<td>200m/s</td>
<td>7.81</td>
<td>5.52</td>
<td>2.95</td>
<td>2.17</td>
<td>0.59</td>
<td>1.43</td>
<td>1.66</td>
</tr>
<tr>
<td>250m/s</td>
<td>36.27</td>
<td>4.84</td>
<td>2.04</td>
<td>3.08</td>
<td>0.72</td>
<td>0.8</td>
<td>1.18</td>
</tr>
<tr>
<td>300m/s</td>
<td>12.89</td>
<td>12.96</td>
<td>5.31</td>
<td>3.97</td>
<td>3.56</td>
<td>1.34</td>
<td>1.02</td>
</tr>
<tr>
<td>400m/s</td>
<td>4.05</td>
<td>9.82</td>
<td>6.48</td>
<td>1.05</td>
<td>1.08</td>
<td>6.13</td>
<td>2.53</td>
</tr>
<tr>
<td>500m/s</td>
<td>6.95</td>
<td>6.28</td>
<td>1.66</td>
<td>1.19</td>
<td>0.75</td>
<td>2.7</td>
<td>2.38</td>
</tr>
<tr>
<td>1000m/s</td>
<td>35.2</td>
<td>7.31</td>
<td>1.61</td>
<td>6.15</td>
<td>1.83</td>
<td>1.13</td>
<td>1.46</td>
</tr>
<tr>
<td>1500m/s</td>
<td>12.89</td>
<td>2.21</td>
<td>1.55</td>
<td>2.08</td>
<td>2.09</td>
<td>3.06</td>
<td>1.13</td>
</tr>
<tr>
<td>2000m/s</td>
<td>7.55</td>
<td>8.52</td>
<td>1.28</td>
<td>2.04</td>
<td>1.01</td>
<td>1.12</td>
<td>1.17</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Pier 2</td>
<td>Pier 3</td>
<td>Pier 4</td>
<td>Pier 5</td>
<td>Pier 6</td>
<td>Pier 7</td>
<td>Pier 8</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>100m/s</td>
<td>0.66</td>
<td>0.44</td>
<td>0.37</td>
<td>0.33</td>
<td>0.23</td>
<td>0.27</td>
<td>0.39</td>
</tr>
<tr>
<td>125m/s</td>
<td>0.63</td>
<td>0.51</td>
<td>0.27</td>
<td>0.17</td>
<td>0.2</td>
<td>0.33</td>
<td>0.36</td>
</tr>
<tr>
<td>150m/s</td>
<td>0.49</td>
<td>0.36</td>
<td>0.23</td>
<td>0.19</td>
<td>0.25</td>
<td>0.32</td>
<td>0.41</td>
</tr>
<tr>
<td>200m/s</td>
<td>0.74</td>
<td>0.51</td>
<td>0.39</td>
<td>0.42</td>
<td>0.43</td>
<td>0.45</td>
<td>0.51</td>
</tr>
<tr>
<td>250m/s</td>
<td>1.12</td>
<td>0.77</td>
<td>0.61</td>
<td>0.62</td>
<td>0.5</td>
<td>0.55</td>
<td>0.52</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.22</td>
<td>1.06</td>
<td>0.92</td>
<td>0.85</td>
<td>0.75</td>
<td>0.7</td>
<td>0.72</td>
</tr>
<tr>
<td>400m/s</td>
<td>1.31</td>
<td>1.06</td>
<td>0.92</td>
<td>0.85</td>
<td>0.75</td>
<td>0.7</td>
<td>0.72</td>
</tr>
<tr>
<td>500m/s</td>
<td>1.3</td>
<td>1.12</td>
<td>1.05</td>
<td>0.99</td>
<td>0.95</td>
<td>0.93</td>
<td>0.97</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.18</td>
<td>1.14</td>
<td>1.05</td>
<td>0.99</td>
<td>0.95</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.15</td>
<td>1.13</td>
<td>1.1</td>
<td>0.99</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.12</td>
<td>1.15</td>
<td>1.09</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>synchronous</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Table 8.10 The ratios of the response maximum pier drifts of Model 3 to EL40NSC in the wave dispersion cases with $d = 100$

<table>
<thead>
<tr>
<th></th>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100m/s</td>
<td>1.12</td>
<td>1.16</td>
<td>0.42</td>
<td>1.05</td>
<td>0.31</td>
<td>0.43</td>
<td>0.39</td>
<td>0.67</td>
</tr>
<tr>
<td>125m/s</td>
<td>0.74</td>
<td>0.73</td>
<td>0.8</td>
<td>0.28</td>
<td>0.71</td>
<td>0.93</td>
<td>0.42</td>
<td>0.51</td>
</tr>
<tr>
<td>150m/s</td>
<td>0.72</td>
<td>0.77</td>
<td>0.37</td>
<td>0.4</td>
<td>0.3</td>
<td>0.4</td>
<td>0.37</td>
<td>0.55</td>
</tr>
<tr>
<td>200m/s</td>
<td>0.87</td>
<td>1.07</td>
<td>1.08</td>
<td>0.93</td>
<td>0.43</td>
<td>0.53</td>
<td>0.68</td>
<td>0.77</td>
</tr>
<tr>
<td>250m/s</td>
<td>1.14</td>
<td>1.36</td>
<td>0.64</td>
<td>0.58</td>
<td>0.68</td>
<td>0.52</td>
<td>1.2</td>
<td>0.6</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.27</td>
<td>0.94</td>
<td>0.8</td>
<td>0.75</td>
<td>0.61</td>
<td>1.16</td>
<td>0.65</td>
<td>0.7</td>
</tr>
<tr>
<td>400m/s</td>
<td>1.36</td>
<td>1.45</td>
<td>0.93</td>
<td>0.76</td>
<td>0.73</td>
<td>0.73</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>500m/s</td>
<td>1.3</td>
<td>1.07</td>
<td>1.22</td>
<td>0.89</td>
<td>1.06</td>
<td>0.85</td>
<td>0.74</td>
<td>0.93</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.23</td>
<td>1.08</td>
<td>1.11</td>
<td>1.09</td>
<td>0.91</td>
<td>0.94</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.19</td>
<td>1.13</td>
<td>1.14</td>
<td>1.02</td>
<td>1.03</td>
<td>0.96</td>
<td>1.02</td>
<td>0.91</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.2</td>
<td>1.11</td>
<td>1.02</td>
<td>0.97</td>
<td>0.96</td>
<td>1.02</td>
<td>1.02</td>
<td>0.91</td>
</tr>
<tr>
<td>synchronous</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Table 8.11 The ratios of the response maximum pier drifts of Model 3 to EL40NSC in the wave dispersion cases with $d = 10$

<table>
<thead>
<tr>
<th></th>
<th>Pier 2</th>
<th>Pier 3</th>
<th>Pier 4</th>
<th>Pier 5</th>
<th>Pier 6</th>
<th>Pier 7</th>
<th>Pier 8</th>
<th>Pier 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100m/s</td>
<td>0.71</td>
<td>1.68</td>
<td>0.55</td>
<td>1.16</td>
<td>1.09</td>
<td>0.47</td>
<td>1.39</td>
<td>1.61</td>
</tr>
<tr>
<td>125m/s</td>
<td>0.79</td>
<td>0.65</td>
<td>0.59</td>
<td>1.47</td>
<td>0.25</td>
<td>0.87</td>
<td>0.88</td>
<td>1.12</td>
</tr>
<tr>
<td>150m/s</td>
<td>0.64</td>
<td>0.56</td>
<td>0.7</td>
<td>1.24</td>
<td>1.48</td>
<td>0.85</td>
<td>2.37</td>
<td>0.6</td>
</tr>
<tr>
<td>200m/s</td>
<td>1.07</td>
<td>1.14</td>
<td>1.36</td>
<td>1.75</td>
<td>0.58</td>
<td>0.83</td>
<td>0.93</td>
<td>0.75</td>
</tr>
<tr>
<td>250m/s</td>
<td>1.04</td>
<td>1.43</td>
<td>0.84</td>
<td>0.82</td>
<td>1.63</td>
<td>0.75</td>
<td>0.63</td>
<td>0.64</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.2</td>
<td>2.83</td>
<td>0.68</td>
<td>0.99</td>
<td>0.63</td>
<td>0.73</td>
<td>1.47</td>
<td>1.86</td>
</tr>
<tr>
<td>400m/s</td>
<td>2.34</td>
<td>1.12</td>
<td>0.95</td>
<td>0.85</td>
<td>1.11</td>
<td>0.76</td>
<td>0.86</td>
<td>0.74</td>
</tr>
<tr>
<td>500m/s</td>
<td>1.99</td>
<td>2.13</td>
<td>1.24</td>
<td>0.87</td>
<td>0.9</td>
<td>1.05</td>
<td>0.81</td>
<td>0.84</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.22</td>
<td>1.21</td>
<td>1.1</td>
<td>1.19</td>
<td>1.1</td>
<td>0.93</td>
<td>1.12</td>
<td>0.9</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.28</td>
<td>1.09</td>
<td>1.07</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>0.95</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.29</td>
<td>1.12</td>
<td>1.11</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>0.95</td>
</tr>
<tr>
<td>synchronous</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Table 8.12 The ratios of the response maximum pier drifts of Model 3 to EL40NSC in the wave dispersion cases with $d = 1$
increased with the decrease of the travelling wave velocity, and with the increase of the distance from the abutment where the seismic motion was specified.

The geometric incoherence effect affected the total transverse responses of long bridges through the pseudo-static components of the response. The stiffer the bridge, the greater was the effect of the geometric incoherence. The responses for the dispersion cases for all configurations studied were more critical than those for the travelling wave cases and the synchronous case when wave dispersion was greater (reducing ‘d’ factor).

8.4 The Effect of the Spatial Variability of the Seismic Motions on the Longitudinal Response of Long Bridges

The longitudinal responses of the long bridges in both the travelling wave and the wave dispersion cases, special emphasis was placed on the effect of the spatial variability of the seismic motions on the maximum relative displacements of the bridge deck across movement joints and between the girder ends and the top of the abutments. Two bridge models and three natural earthquake records were used in the analyses. In asynchronous motion cases, it was found that the relative displacement of the bridge deck across the movement joint and the relative displacement between the girder end and the abutment consist of two parts: the dynamic component due to the difference between the vibrations of the two frames separated by the movement joints, and the pseudo-static component caused by the phase shifts between the vibrations.

Although the phase shifts increased as the travelling wave velocity was decreased, the pseudo-static components of the relative displacements did not necessarily also increase. The pseudo-static components of these relative displacements not only depended on the phase shifts, but also were related to the shapes of the response displacement time-histories of the bridge deck which will change with the travelling wave velocity. Tables 8.13 to 8.15 show the ratios of the response parameters investigated for the longitudinal response of Model 1a subjected to the different earthquake records in the travelling wave cases to those in the corresponding synchronous case. It is important to note that some responses of the travelling wave cases were more critical than those of the synchronous case.
<table>
<thead>
<tr>
<th>Velocity (m/s)</th>
<th>At Abutment</th>
<th>At Movement joint 1</th>
<th>At Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>100m/s</td>
<td>4</td>
<td>1.38</td>
<td>18.21</td>
</tr>
<tr>
<td>150m/s</td>
<td>4</td>
<td>1.11</td>
<td>20.83</td>
</tr>
<tr>
<td>200m/s</td>
<td>3.57</td>
<td>1.05</td>
<td>17.74</td>
</tr>
<tr>
<td>250m/s</td>
<td>3.4</td>
<td>1.25</td>
<td>13.45</td>
</tr>
<tr>
<td>300m/s</td>
<td>3.3</td>
<td>1.38</td>
<td>10.49</td>
</tr>
<tr>
<td>400m/s</td>
<td>2.93</td>
<td>1.34</td>
<td>8.77</td>
</tr>
<tr>
<td>500m/s</td>
<td>2.51</td>
<td>1.42</td>
<td>7.42</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.68</td>
<td>1.39</td>
<td>5.01</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.44</td>
<td>1.28</td>
<td>4.2</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.28</td>
<td>1.19</td>
<td>3.3</td>
</tr>
<tr>
<td>5000m/s</td>
<td>1.16</td>
<td>1.07</td>
<td>1.48</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.13 The ratios of the maximum relative displacements for Model 1a to EL40EWC in the traveling wave cases

<table>
<thead>
<tr>
<th>Velocity (m/s)</th>
<th>At Abutment</th>
<th>At Movement joint 1</th>
<th>At Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>100m/s</td>
<td>3.17</td>
<td>0.29</td>
<td>2.71</td>
</tr>
<tr>
<td>150m/s</td>
<td>2.9</td>
<td>0.21</td>
<td>3.68</td>
</tr>
<tr>
<td>200m/s</td>
<td>2.45</td>
<td>0.44</td>
<td>4.83</td>
</tr>
<tr>
<td>250m/s</td>
<td>2.14</td>
<td>0.54</td>
<td>4.24</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.95</td>
<td>0.67</td>
<td>3.82</td>
</tr>
<tr>
<td>400m/s</td>
<td>1.7</td>
<td>0.74</td>
<td>3.39</td>
</tr>
<tr>
<td>500m/s</td>
<td>1.55</td>
<td>0.79</td>
<td>3.72</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.35</td>
<td>0.9</td>
<td>1.53</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.38</td>
<td>0.9</td>
<td>0.52</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.34</td>
<td>0.94</td>
<td>0.54</td>
</tr>
<tr>
<td>5000m/s</td>
<td>1.19</td>
<td>0.97</td>
<td>0.76</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.14 The ratios of the maximum relative displacements for Model 1a to KOBE95EW in the traveling wave cases

<table>
<thead>
<tr>
<th>Velocity (m/s)</th>
<th>At Abutment</th>
<th>At Movement joint 1</th>
<th>At Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>100m/s</td>
<td>2.07</td>
<td>0.47</td>
<td>5.11</td>
</tr>
<tr>
<td>150m/s</td>
<td>2.29</td>
<td>0.58</td>
<td>3.94</td>
</tr>
<tr>
<td>200m/s</td>
<td>2.37</td>
<td>0.61</td>
<td>4.83</td>
</tr>
<tr>
<td>250m/s</td>
<td>2.32</td>
<td>0.65</td>
<td>5.26</td>
</tr>
<tr>
<td>300m/s</td>
<td>2.26</td>
<td>0.69</td>
<td>5.25</td>
</tr>
<tr>
<td>400m/s</td>
<td>2.33</td>
<td>0.64</td>
<td>2.85</td>
</tr>
<tr>
<td>500m/s</td>
<td>2.43</td>
<td>0.56</td>
<td>1.79</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.96</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.56</td>
<td>0.9</td>
<td>0.63</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.46</td>
<td>0.91</td>
<td>0.58</td>
</tr>
<tr>
<td>5000m/s</td>
<td>1.24</td>
<td>0.91</td>
<td>0.81</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.15 The ratios of the maximum relative displacements for Model 1a to SYLM94D in the traveling wave cases
<table>
<thead>
<tr>
<th></th>
<th>At Abutment 10</th>
<th>At Movement joint 1</th>
<th>At Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>100m/s</td>
<td>4</td>
<td>1.38</td>
<td>18.1</td>
</tr>
<tr>
<td>150m/s</td>
<td>3.97</td>
<td>1.11</td>
<td>20.95</td>
</tr>
<tr>
<td>200m/s</td>
<td>3.6</td>
<td>1.01</td>
<td>17.86</td>
</tr>
<tr>
<td>250m/s</td>
<td>3.4</td>
<td>1.27</td>
<td>13.57</td>
</tr>
<tr>
<td>300m/s</td>
<td>3.28</td>
<td>1.4</td>
<td>10.98</td>
</tr>
<tr>
<td>400m/s</td>
<td>2.93</td>
<td>1.3</td>
<td>9.77</td>
</tr>
<tr>
<td>500m/s</td>
<td>2.51</td>
<td>1.41</td>
<td>6.51</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.68</td>
<td>1.45</td>
<td>5.37</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.43</td>
<td>1.27</td>
<td>3.67</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.28</td>
<td>1.16</td>
<td>3.37</td>
</tr>
<tr>
<td>5000m/s</td>
<td>1.15</td>
<td>1.05</td>
<td>1.43</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.16 The ratios of the maximum relative displacements for Model 1a to EL40EWC in the wave dispersion cases with $d = 100$

<table>
<thead>
<tr>
<th></th>
<th>At Abutment 10</th>
<th>At Movement joint 1</th>
<th>At Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>100m/s</td>
<td>4.07</td>
<td>1.38</td>
<td>17.86</td>
</tr>
<tr>
<td>150m/s</td>
<td>4.02</td>
<td>1.11</td>
<td>20.95</td>
</tr>
<tr>
<td>200m/s</td>
<td>3.5</td>
<td>1.28</td>
<td>18.33</td>
</tr>
<tr>
<td>250m/s</td>
<td>3.42</td>
<td>0.99</td>
<td>12.86</td>
</tr>
<tr>
<td>300m/s</td>
<td>3.33</td>
<td>1.1</td>
<td>9.94</td>
</tr>
<tr>
<td>400m/s</td>
<td>2.9</td>
<td>1.72</td>
<td>8.56</td>
</tr>
<tr>
<td>500m/s</td>
<td>2.39</td>
<td>2.09</td>
<td>6.29</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.69</td>
<td>1.48</td>
<td>4.17</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.43</td>
<td>1.33</td>
<td>4.65</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.29</td>
<td>1.3</td>
<td>3.2</td>
</tr>
<tr>
<td>5000m/s</td>
<td>1.18</td>
<td>1.09</td>
<td>1.79</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.17 The ratios of the maximum relative displacements for Model 1a to EL40EWC in the wave dispersion cases with $d = 10$

<table>
<thead>
<tr>
<th></th>
<th>At Abutment 10</th>
<th>At Movement joint 1</th>
<th>At Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>100m/s</td>
<td>3.95</td>
<td>1.38</td>
<td>17.5</td>
</tr>
<tr>
<td>150m/s</td>
<td>3.75</td>
<td>1.44</td>
<td>22.02</td>
</tr>
<tr>
<td>200m/s</td>
<td>3.37</td>
<td>1.35</td>
<td>18.93</td>
</tr>
<tr>
<td>250m/s</td>
<td>3.2</td>
<td>1.5</td>
<td>13.33</td>
</tr>
<tr>
<td>300m/s</td>
<td>3.25</td>
<td>1.75</td>
<td>9.04</td>
</tr>
<tr>
<td>400m/s</td>
<td>2.8</td>
<td>1.59</td>
<td>6.89</td>
</tr>
<tr>
<td>500m/s</td>
<td>2.38</td>
<td>1.6</td>
<td>6.27</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.64</td>
<td>1.38</td>
<td>4.18</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.35</td>
<td>0.95</td>
<td>3.76</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.67</td>
<td>1.04</td>
<td>2.17</td>
</tr>
<tr>
<td>5000m/s</td>
<td>1.16</td>
<td>1.18</td>
<td>1.79</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.18 The ratios of the maximum relative displacements for Model 1a to EL40EWC in the wave dispersion cases with $d = 1$
Table 8.19 The ratios of the maximum relative displacements for Model 1a to KOBE95EW in the wave dispersion cases with $d = 100$

<table>
<thead>
<tr>
<th></th>
<th>At Abutment 10</th>
<th>At Movement joint 1</th>
<th>At Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>100m/s</td>
<td>3.24</td>
<td>0.28</td>
<td>2.29</td>
</tr>
<tr>
<td>150m/s</td>
<td>2.83</td>
<td>0.23</td>
<td>3.41</td>
</tr>
<tr>
<td>200m/s</td>
<td>2.47</td>
<td>0.41</td>
<td>4.15</td>
</tr>
<tr>
<td>250m/s</td>
<td>2.12</td>
<td>0.57</td>
<td>4.24</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.83</td>
<td>0.66</td>
<td>4.24</td>
</tr>
<tr>
<td>400m/s</td>
<td>1.73</td>
<td>0.73</td>
<td>4.24</td>
</tr>
<tr>
<td>500m/s</td>
<td>1.47</td>
<td>1</td>
<td>2.82</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.36</td>
<td>0.88</td>
<td>1.54</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.38</td>
<td>0.92</td>
<td>0.6</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.33</td>
<td>0.94</td>
<td>0.6</td>
</tr>
<tr>
<td>5000m/s</td>
<td>1.2</td>
<td>0.97</td>
<td>0.76</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.20 The ratios of the maximum relative displacements for Model 1a to KOBE95EW in the wave dispersion cases with $d = 10$

<table>
<thead>
<tr>
<th></th>
<th>At Abutment 10</th>
<th>At Movement joint 1</th>
<th>At Movement joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>100m/s</td>
<td>3.09</td>
<td>0.16</td>
<td>4.15</td>
</tr>
<tr>
<td>150m/s</td>
<td>2.51</td>
<td>0.47</td>
<td>7.21</td>
</tr>
<tr>
<td>200m/s</td>
<td>2.25</td>
<td>0.69</td>
<td>3.55</td>
</tr>
<tr>
<td>250m/s</td>
<td>2.03</td>
<td>0.76</td>
<td>1.61</td>
</tr>
<tr>
<td>300m/s</td>
<td>1.69</td>
<td>0.99</td>
<td>6.31</td>
</tr>
<tr>
<td>400m/s</td>
<td>1.54</td>
<td>1.02</td>
<td>2.25</td>
</tr>
<tr>
<td>500m/s</td>
<td>1.51</td>
<td>1.1</td>
<td>2.62</td>
</tr>
<tr>
<td>1000m/s</td>
<td>1.26</td>
<td>1.05</td>
<td>1.32</td>
</tr>
<tr>
<td>1500m/s</td>
<td>1.33</td>
<td>0.99</td>
<td>0.64</td>
</tr>
<tr>
<td>2000m/s</td>
<td>1.3</td>
<td>1</td>
<td>1.85</td>
</tr>
<tr>
<td>5000m/s</td>
<td>1.27</td>
<td>1.01</td>
<td>1.37</td>
</tr>
<tr>
<td>synchronous</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.21 The ratios of the maximum relative displacements for Model 1a to KOBE95EW in the wave dispersion cases with $d = 1$
The differential displacements between the pier supports had little effect on the investigated response parameters even in the wave dispersion cases because the bridge deck was separated by the sliding bearings from the piers in the type of bridges used in this study. The ratios of the response parameters investigated for the longitudinal response of Model la subjected to the different earthquake records in the wave dispersion cases to those in corresponding synchronous case are presented in Tables 8.16 to 8.21. The results for the maximum relative displacement of the bridge deck across the movement joint 1 and the maximum relative displacement between the girder end and the top of the Abutment 10 are similar to those in the travelling wave cases, but the results for the maximum relative displacement of the bridge deck across the movement joint 2 are different from those in the travelling wave cases. This is because the displacement of the bridge deck at the left side of the movement joint 2 was almost the same as the displacement of Abutment 1 (fixed to the ground) whose displacement was directly affected by the geometric incoherence effect.

Analysis of the longitudinal responses of long bridges with intermediate movement joints showed that the relative displacements across the movement joints were mainly attributed to the phase shifts between the vibrations of the two frames separated by the movement joints in the asynchronous cases. The relative displacements across the movement joints were greater in the asynchronous input cases than those in the synchronous cases. It is concluded that the effect of asynchronous input motions may be one of the main reasons for many bridge spans falling from their supports in past earthquakes.
CHAPTER 9

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH

9.1 The Main Achievements of This Research

1. A method for generating asynchronous input motions with dispersion from an original input has been proposed, implemented and demonstrated to successfully analyze the responses of extended structures to asynchronous input motions.

2. The elastic and inelastic responses of long bridges with different configurations to asynchronous input motions conditioned by the natural earthquake records at one pier support have been investigated.

3. The trends of the variations of the elastic and inelastic responses of long bridges to asynchronous input motions with travelling wave velocity and wave geometric incoherence were indicated.

4. Analyses of the longitudinal direction responses of long bridges with movement joints were carried out. The results indicated that the effect of asynchronous input motions might be one of the main reasons for bridge spans falling during past earthquakes.

9.2 The Conclusions Drawn from This Study

It is recognized that the spatial variability of the ground motion has an important effect on the seismic responses of extensive structures, but less well known is how the responses will be affected. The aim of this study was to gain an insight into the effect of asynchronous inputs on the elastic and inelastic response of long bridges in order to improve bridge earthquake resistant design. The main conclusions drawn from this research are listed below.
1. The proposed analytical method for generating the asynchronous input motions in the time domain conditioned by the specified earthquake record at one or more supports produces motions that the variations of simulated accelerations with the separation distance between the supports and the wave propagation velocity follow the autocorrelation function adopted and the spectra of the simulated time-histories at each support and the specified earthquake record are very close to each other. This method is simple, efficient and easily used.

2. It was found that asynchronous input motions had a significant effect on the responses of long bridges and the responses to asynchronous inputs could be more serious than those from synchronous inputs in both the transverse and the longitudinal directions. Hence the assumption of identical support (synchronous) ground motion may lead to unconservative results, especially for bridges with irregular pier heights and/or bridges with stiffer piers. Conversely, however, for regular bridges with flexible piers, the response to asynchronous inputs can be less than the response to synchronous input.

3. The velocity of the travelling wave played an important role in the transverse response of the long bridges when only the wave-passage effect was considered. The response was dominated by the dynamic component when the travelling wave velocity was high (above approximately 1000 m/s) and was little different to the response to synchronous input. The response was dominated by the pseudo-static component when the travelling wave velocity was low (below approximately 300 m/s). The velocity of the travelling wave (150 ~ 300 m/s) at which the transverse response had a minimum value, mainly depended on the stiffness of the bridge model. The stiffer the bridge, the higher this velocity.

4. The response is dependent on the direction of wave travel i.e. which end of the bridge the earthquake comes from.

5. The geometric incoherence effect affected the total transverse responses of long bridges through the pseudo-static components of the response. The stiffer
the bridge, the greater was the effect of the geometric incoherence. The responses for the dispersion cases for all configurations studied were more critical than those for the travelling wave cases and the synchronous case when wave dispersion was greater (reducing ‘d’ factor).

6. Comparing the responses of bridges to asynchronous input motions with same earthquake record but different input scale factors, it can be seen that the same conclusions are generally valid for inelastic response as for elastic response.

7. Analysis of the longitudinal responses of long bridges with intermediate movement joints showed that the relative displacements across the movement joints were mainly attributed to the phase shifts between the vibrations of the two frames separated by the movement joints in the asynchronous cases. The relative displacements across the movement joints were greater in the asynchronous input cases than those in the synchronous cases. It is concluded that the effect of asynchronous input motions may be one of the main reasons for many bridge spans falling from their supports in past earthquakes.

9.3 Recommendations for Future Research

1. The dispersion factor $d$

In this research the dispersion factor $d$ in the proposed method was used to represent the degree of the wave dispersion. In order to make this method useful for engineers it is necessary to relate the dispersion factor $d$ to the real site conditions by comparing the generated motions with the records from seismograph arrays at different sites.

2. The local site effect

In this study only the wave-passage and geometric incoherence effects of the variability of the seismic motions were considered in the analyses of the responses of the long bridges subjected to the asynchronous input motions. However, the local site effect will affect the seismic response of a long bridge significantly if the local soil conditions differ from pier to pier. It is necessary
to establish a simple technique to consider the local site effects in seismic response analysis. It would be advisable to modify the generated asynchronous input motions according to the local site conditions.

3. **The verification of the analysis technique**
   Comparing the responses of long bridges subjected to the recorded asynchronous seismic motions with those subjected to the conditionally simulated time-histories will be valuable for the verification and the improvement of the technique for the generation of the asynchronous input motions for engineering purposes.

4. **The multidimensional seismic motions**
   In this study it was assumed that the seismic motions act in a single direction only. It is desirable that the effects of multidimensional asynchronous seismic input motions on the responses of extended structures are also considered.

5. **The foundation compliance effect**
   The foundation compliance has a significant effect on the seismic responses of the structures. It will be useful that the effect of foundation flexibility on the responses of structures to asynchronous input motions is taken into account.
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Figure A.1 The responses of Model 2 to EL40NSC with an input scale factor of 0.5
Figure A.2 The responses of Model 3 to EL40NSC with an input scale factor of 0.5
Figure A.3 The responses of Model 4 to EL40NSC with an input scale factor of 0.5
Figure A.4 The responses of Model 5 to EL40NSC with an input scale factor of 0.4
Figure A.5 The responses of Model 1 to SYLM949 with an input scale factor of 0.15 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 100$
Figure A.6 The responses of Model 1 to SYLM949 with an input scale factor of 0.15 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 50$. 
Figure A.7 The responses of Model 1 to SYLM949 with an input scale factor of 0.15 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 10$. 
Figure A.8 The responses of Model 1 to SYLM949 with an input scale factor of 0.15 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor \( d = 1 \)
Figure A.9 The responses of Model 1 to MEXSCTIL with an input scale factor of 0.5 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 100$. 
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Figure A.10  The responses of Model 5 to EL.40NSC with an input scale factor of 1 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 100$
Figure A.11  The responses of Model 5 to EL40NSC with an input scale factor of 1 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 10$
Figure A.12 The responses of Model 5 to EL40NSC with an input scale factor of 1 at Abutment 10 and the generated time-histories at the other supports with a dispersion factor $d = 1$. 