Abstract: Tight glycemic control (TGC) in intensive care unit (ICU) patients represents an active research field as it has been proved its mortality and cost reduction effects. Previous works demonstrated that insulin sensitivity plays an important role in this question. The paper investigates by two defined metrics patient’s variability in insulin sensitivity based on a previously introduced (ICING) glucose-insulin model. These metrics grasp the deviations of the actual insulin sensitivity data from their predictions; hence, characterizing a patient’s variability at a given time. We also introduce and examine a way to characterize variability across longer time periods and across different patients. Investigations are applied to an actual longitudinal database consisting of \( n = 261 \) patients with 47,836 hours of measurement in total, with patients grouped according to diagnosis groups formed from their Apache III codes. Data was also segregated according to time spent in ICU (in days). Kruskal–Wallis-test was then employed (separately for different days) to assess whether patients in different diagnosis groups exhibit significantly different variability. Differences were further analyzed with Tukey HSD post-hoc testing. Results show that insulin sensitivity decreases with time and that differences between diagnosis groups diminish. However, there are significant differences on the first two days of stay in the ICU according to one of the metrics, with cardiac patients being more variable and gastric patients (especially non-operative ones) being less variable.
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1. INTRODUCTION

Stress induced hyperglycemia is a significant issue in critical care, affecting up to 30-50% of patients and increasing morbidity and mortality (Krinsley (2003) and McCowen et al (2001)). Controlling glycemia has proved difficult due to the associated risk of hypoglycemia when highly dynamic patients are treated with exogenous insulin (Griesdale et al (2009)). Both extremes, as well as glycemic variability, have been independently linked to increased morbidity and mortality (Bagshaw et al (2009), Egi et al (2006) and Krinsley (2008)), creating a difficult clinical problem to safely and effectively regulate glycemia to a physiologically and clinically safe range.

Glycemic control can reduce negative outcomes (Krinsley (2004), Chase et al (2008) and Berghe et al (2001)), but has proven difficult (Casaer et al (2011), Brunkhorst et al (2008) and Finfer et al (2009)). Only Chase et al (2008) reduced both mortality and hypoglycemia. However, inter- and intra- patient metabolic variability (Chase et al (2011)) makes good control difficult. Hence, glycemic targets have been raised (Moghissi et al (2009)). Change in patient-specific insulin sensitivity drive outcome glycemic variability and hypoglycemic risk (Chase et al (2011)). However, cohort-based stochastic models (Lin et al (2008)) can be too conservative. It is the risk of sudden rises in insulin sensitivity that can result in a hypoglycemic event for a given insulin dose over a typical 3-4 hour measurement interval are of greatest concern. It is critical to determine the size and likelihood of these variations.
This research statistically analyses insulin sensitivity variability as a function of diagnostic category and day of stay.

2. MATERIAL AND METHODS

To assess the effect of diagnosis and length-of-stay on the variability of a clinically validated model-based insulin sensitivity metric (SI), the ending of the sentence is missing? The Markov-approximation provides a model to predict future insulin sensitivity values: first, the present insulin sensitivity ($SI(n)$) is identified, then, the cohort model is used to predict the distribution of insulin sensitivity at the next time-point ($\hat{f}_{SI(n+1)}$) given $SI(n)$. The actual (identified) $SI(n+1)$ value might be away from the middle of this distribution, and this difference over time going forward is the variability in which we are interested. Thus, variability was defined by the position of the realised eventual $SI(n+1)$ value relative to its predicted distribution $\hat{f}_{SI(n+1)}$. We will call $\hat{F}^{-1}_{SI(n+1)}(SI(n+1))$ (i.e. which percentile was the actual SI value on its predicted distribution) the "hit percentile". Optimally, it should be 50, high values indicate underestimated, low values indicate overestimated insulin sensitivity. The position of hit percentile was qualified numerically through two approaches. First, the hit percentile was compared to 50 (representing the median) with the squared difference characterizing the "error" in the prediction. This method was called the quadratic penalty. Secondly, deviations were penalized asymmetrically by a one-sided threshold penalty that takes the value of 1 if the hit percentile is larger than 90, 0 otherwise. Hence, these metrics represent different physiological considerations in assessing variability, and the relationship between them was also investigated.

An overall variability score is obtained for a given patient by averaging these values across the time series of SI values. For the one-sided threshold penalty, this averaging simply calculates the ratio of greater-than-90 percentile outcomes. This analysis was also carried out for daily windows during the stay in ICU.

An overall variability score can be calculated for a given diagnosis group by averaging the overall variability scores for only the patients belonging to that group. However, if the patients' length of stay differs, simple arithmetic averaging assigns unequal weights for each patient. Hence, only series of equal length were averaged, as described in the next paragraph.

Results are presented for the first 24 hours ("Day 1"), second 24 hours ("Day 2"), third 24 hours ("Day 3"), and remaining time in ICU ("Day 4 and onwards"). As a consequence, patients with less than 24 hours of data were excluded, leaving $n = 261$ patients. These patients together had 47,836 hours and individual SI values. Diagnosis groups were created based on the Apache III codes: Cardio (C), Gastro (G), All other (O), with Operative (Op) and Non-operative (NOp) breakdown in every category. This grouping is medically relevant and ensures proper sample sizes in every group to aid the robustness of the further statistical tests. Table 1 shows the distribution (according to length-of-stay and diagnosis group) and the most important demographic indicators of the patients.

<table>
<thead>
<tr>
<th>Day</th>
<th>One-sided threshold</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>0.1809</td>
<td>0.02234</td>
</tr>
<tr>
<td>Day 2</td>
<td>0.1814</td>
<td>0.02094</td>
</tr>
<tr>
<td>Day 3</td>
<td>0.9702</td>
<td>0.6884</td>
</tr>
<tr>
<td>Day 4 and onwards</td>
<td>0.1352</td>
<td>0.6499</td>
</tr>
</tbody>
</table>

Table 2. $p$-values of Kruskal–Wallis-test for the equality of average SI variability across diagnosis groups segregated according to day

The distribution of the per-patient average penalty scores for a given diagnosis group and day was illustrated with boxplots (see Chambers et al. (1983) and Velleman et al. (1981)).

To investigate if the differences in SI variability are significant, we used Kruskal–Wallis-tests. To avoid potential difficulties with using repeated-measures ANOVA and the usage of the more complicated mixed-effects models, we split the data according to days, and performed separate analyses. Thus, the ANOVA-type test could be still applied.

To assess which diagnosis groups are differing, post-hoc testing was carried out using Tukey’s Honestly Significant Differences (HSD) method, see Hsu (1996).

The preprocessing of the data was performed under Mathworks Matlab (version 2009a, see The MathWorks Inc. (2009)). Statistical analysis was performed under the R statistical program package (see R Development Core Team (2011)), version 2.14.2.

3. RESULTS AND DISCUSSION

Figure 1 shows the distribution of the per-patient overall variability metrics in different diagnosis groups, segregated according to ICU day and diagnosis group. One-sided threshold penalties exhibit much larger, typically positively-skewed variations. There is a slight trend in the central tendency, as median variability appears to decrease as time increases. A trend towards reduced spread in the variabilities over time is more pronounced.

In contrast, quadratic penalties are much more concentrated, and have a smaller coefficient of variation. The continuous lowering of variabilities in every group is also seen, but a reduction in spread is not as pronounced.

The two metrics are consistent in assigning "higher" and "lower" variabilities similarly, albeit, on different scales.

Significance of the between-diagnosis group differences per-day according to both variability metrics is shown on Table 2.

It can be seen there are no significant differences in SI variability according to diagnosis group on Day 3 and after, no matter which metric is used. There are no significant differences at all (on either day) according to the one-sided threshold penalty, however, there are significant differences on Day 1 and on Day 2 when the quadratic penalty is employed. (The former observation can be explained by the higher spread of per-patient variability metrics as seen on Figure 1.)

For the two cases, where significant difference was detected (Day 1 and Day 2 with quadratic penalty) post hoc testing
Table 1. The distribution (according to length-of-stay and diagnosis group) and the most important demographic indicators of the patients. Data are shown in an n, age, percentage of females format, with age statistics arranged in Mean (Median) ± SD (IQR) manner. Columns indicate minimum (and not exact) length-of stay, so the same patient may appear in several cells.

<table>
<thead>
<tr>
<th>Diagnosis group</th>
<th>Day 1</th>
<th>Day 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>NonOP – Cardio</td>
<td>28, 59.5 (61.5) ± 16.5 (24), 35.7</td>
<td>18, 58.4 (59.5) ± 16.1 (19), 38.9</td>
</tr>
<tr>
<td>OP – Cardio</td>
<td>35, 72.9 (73) ± 7.12 (10.8), 22.9</td>
<td>21, 72.9 (73) ± 6.54 (10), 23.8</td>
</tr>
<tr>
<td>NonOP – Gastro</td>
<td>16, 64.3 (67) ± 12.8 (15), 25</td>
<td>13, 64.4 (71) ± 14.2 (18.5), 23.1</td>
</tr>
<tr>
<td>OP – Gastro</td>
<td>42, 67.9 (72) ± 12.4 (13), 35.7</td>
<td>29, 69.9 (72) ± 10.8 (11.3), 27.6</td>
</tr>
<tr>
<td>NonOP – All other</td>
<td>119, 54.7 (59) ± 18 (27), 46.2</td>
<td>101, 54.5 (59) ± 18 (28), 42.6</td>
</tr>
<tr>
<td>OP – All other</td>
<td>21, 50.8 (56) ± 19.2 (31), 38.1</td>
<td>16, 54.9 (57.5) ± 18.5 (31), 43.8</td>
</tr>
</tbody>
</table>

Fig. 1. Boxplots of per-patient overall variability scores segregated according to day and diagnosis group. Upper row shows one-sided threshold penalty metric, while lower row shows the quadratic penalty metric. Markers within boxes indicate mean, whiskers extend to the furthest observation no farther then 1.5IQR from the median.

was employed (Tukey’s HSD for the classical ANOVA). Results are shown on Table 3. For Day 1, no significant pairwise difference can be detected, on Day 2, Non-operative Gastro and Operative Cardio was significantly different (p = 0.00472), while Non-operative All other and Operative Cardio was very close to significance (p = 0.06305).

The falling trend of variability according to the one-sided threshold penalty indicates a decreasing chance of hypoglycemia (that can be attributed to large rises in insulin sensitivity over short time periods) as days of ICU stay increase. The overall risk of increased variability of both forms (one-sided and quadratic metrics) by diagnostic category is highest for Cardio patient groups matching the increased hypoglycemia observed in glycemic control studies in these cohorts (e.g. Preiser et al, 2010). The overall higher variability (according to quadratic measure) on Day 1 in all groups is also reflective of increased hypoglycemia and variability reported in most glycemic control studies Griesdale et al (2009).

As far as the physiological explanation of the phenomenon is concerned, it can be most likely linked to the counter-regulatory and oxidative stress responses, and inflammatory acute immune response that is often observed in hyperglycemic critically ill patients. The fact that variability has a declining trend over days 1–4 – possibly as the acute phase passes – also matches expectations and physiological observations.
Variability in insulin sensitivity peaks on Day 1 across diagnostic groups, as well as metrics, but differences between diagnostic groups diminish as time passes.

Quadratic penalty exhibits smaller differences between diagnostic groups, but also smaller variations within groups. Thus, it can be concluded that overall variability is more stable across patients, in contrast to the risk for unexpected rises in SI which shows much higher inter-patient variability.

As a result of this, there are no overall significant differences between diagnostic groups when one-sided threshold penalty is considered, i.e., diagnosis groups are equivalent from the risk point of view (when only unexpected rises in SI are considered).

There are, however, significant differences when quadratic penalty (i.e. overall variability) is considered; it is suggested the operative cardiac patients exhibit higher variability. This is in concordance with the literature findings and the possible pathophysiological explanations.
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