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Abstract

This thesis is a study of harmonized continuous phase modulation (H-CPM) coupled with receive diversity as applied to mobile radio communication applications. H-CPM is the modulation technique specified by the American Public Safety Communication Official Project 25 (APCO P25) Phase 2 standards, which is focused on public safety applications. Practical implementation of an H-CPM maximum likelihood sequence estimator (MLSE) receiver requires complex reduction techniques to ensure a cost effective form. In addition, it must be able to handle a fast fading environment, which is often encountered in public safety applications. Here, the reduction of receiver complexity and the combating of fast fading situations are investigated via MATLAB simulation.

By using tilted phase and frequency pulse truncation techniques, the complexity of an H-CPM MLSE receiver is successfully reduced. In particular, the original 384-state receiver is first reduced to a 192-state receiver through the use of tilted phase. Then it is further reduced to 48-states and finally to 12-states by applying frequency pulse truncation. Simulation, assuming static channels, shows that the bit error rate (BER) performance of a 12-state receiver is essentially identical to that of a 384-state receiver, despite a 97% reduction in computational complexity.

To take into account the effects of fading, channel gain estimation via per-survivor processing (PSP) is incorporated into the reduced complexity MLSE receiver. Using a weighted-sum approach to the PSP gain estimates, it was found that at Doppler shifts of 5 Hz, 40 Hz and 80 Hz, the receiver performance was comparable to that obtainable by rival techniques [1]. To further reduce the effect of fading, receive diversity combining was investigated, where a three-antenna diversity scheme is applied to the reduced state PSP-based MLSE receiver. Three different combining techniques, namely selective combining (SC), equal gain combining (EGC) and maximum ratio combining (MRC) were compared. It was found via simulation that the best performance is achieved using MRC, with as much as 14dB improvement achieved by applying triple diversity MRC.
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Chapter 1
INTRODUCTION

1.1 General Overview

Wireless communication, in the most general sense, is the transfer of information over a distance without the use of electrical conductors. Although the term "wireless" is widely accepted as the synonym for the newest communication technologies, almost all forms of electromagnetic communications are actually wireless, with the exception of most optical and other cable based technologies. In fact, in the widest sense, one can argue that the use of a fire also smoke signals to communicate between troops in the medieval days is one of the earliest forms of wireless communication. Nowadays wireless communication systems still dominate the scene even if one confines oneself to electronic data transfers, which is what "wireless communication" usually refers to.

One of the most important forms of communication in human civilisation is verbal communication. The most common form of wireless voice transmission nowadays is mobile phone systems. However, while mobile phone systems tend to dominate the commercial market of wireless communication systems, there are many situations where wireless voice transmission is needed, and yet mobile phone systems are not adequate. One example is communication for public safety services. Commercial mobile phone systems use packet-switched and broadband technologies to support a broad range of multimedia applications [2]. In contrast, present day public safety land mobile radio (LMR) systems use narrow band technologies, which are sometimes circuit switched across the air interface, to support low-speed data services [3]. These two systems are different in market forces, requirements, spectrum policy and other factors [4]. In particular, the key difference is that public safety LMR systems have low user density (two orders of magnitude smaller than commercial
mobile phone systems) in a large geographic region. Moreover, reliability and availability are critical for public safety LMR systems since they are mission critical. In contrast, less reliability and availability for commercial mobile phone systems typically just mean less revenue and inconvenience. Therefore, public safety LMR systems typically need dedicated bandwidth to minimise the chance of collision, as well as to reduce the transmission delay due to high traffic. Finally, they need to be efficient in bandwidth and power for long distance communication over obstacles such as buildings or hills.

One development that is taking place for public safety communications is the development of the Association of Public Safety Communication Officials Project 25 (APCO P25) systems. APCO P25 is a standard agreed to by the US federal government, the US Association of Public Safety Communication Officials and the International Telecommunication Industry Association, for public safety digital land mobile radio. Also known as P25, these standards are designed to be backward compatible with analogue radios, to ensure a smooth transition of a two-way radio system from analogue to digital platforms. It is designed to provide interoperability for public safety professionals, as well as to enhance digital radio communication systems to achieve better spectrum efficiency, voice quality, user compatibility and system functionality [5].

P25 Phase 1 is already in use. Currently, P25 Phase 2 is under development. This thesis is mainly concerned with the development of the next generation P25 Phase 2 compatible base station, which will operate in 12.5 kHz channels and deliver 12k bits per second for the up-link using Harmonised-Continuous Phase Modulation (H-CPM) as the modulation [6]. Triple diversity, which is not specified in P25 Phase 2, is to be employed to combat multipath fading and hence improve performance and will be investigated in this project.

Figure 1.1 shows a schematic of a general communication link. It can be seen that a communication system is divided into three essential parts, namely, the transmitter, the receiver, and the medium through the data is transferred, known as the channel, where noise and distortion can take place. In designing any communication system, it is important to consider these three parts carefully.
1.2 Data Transmission and H-CPM

The transmitter is the first stage of the communication system. Here the raw data is processed and transmitted. As shown in Figure 1.1, the transmitter consists of a data encoder and channel encoder or modulator, which converts the raw input data into an analogue bandpass signal, to be transmitted through a channel with specified bandwidth constraints. The act of converting digital data into an analogue bandpass signal through a specific coding scheme is known as modulation. Many different modulation techniques are available for data transmission. The APCO P25 standard specifies that for the up-link transmission, H-CPM must be used [6].

Continuous phase modulation (CPM) is a digital phase modulation with constant envelope [7, 8]. The idea of encoding information into carrier phase with complex patterns was proposed after 1974, based on the study of the most commonly used phase modulation CPFSK (continuous-phase frequency-shift keying) in the early 1970s [9]. In 1978 Anderson and Taylor explored the trellis structure of the CPFSK phase and found that varying the modulation index of CPFSK yielded reduced bandwidth and energy [10]. Then a number of researchers such as Aulin moved into the study of CPM [11]. In the 1980s, a thorough investigation of full response and partial response CPM schemes was carried out by Anderson, Aulin, Sundberg and Rydbeck [12-14].

CPM uses a phase-shaping filter to smooth the variation of the information-carrying phase so as to retain phase continuity. By keeping the phase continuous between symbols, the spectral efficiency of the transmission can be improved compared to common phase modulation schemes that have abrupt phase transitions,
such as quadrature phase-shift keying (QPSK) [15]. Furthermore, the use of the phase-shaping filter introduces memory into the modulation that can result in a “coding gain” compared to phase-shift keying (PSK) modulation [15, 16]. Hence CPM is generally considered as a form of "coded modulation" [9]. Moreover, it achieves gains in bandwidth while maintaining constant envelope for power efficiency without reducing the information data rate. In practical terms, CPM transmitters typically employ low cost, power efficient, non-linear Class C power amplifiers [7, 9]. A class C amplifier is 2 - 4dB more efficient than a linear class A or B amplifier. This prolongs the battery life of a terminal device by 50 -150% [9]. Typically CPM systems have high receiver complexity [17]. The base station receiver often has more processing resources and power available to support such a design. As can be seen CPM is efficient in both bandwidth and energy and is therefore particularly attractive for mobile communications where constant envelope modulation is desirable.

Minimum shift keying (MSK) and Gaussian minimum shift keying (GMSK) are the two most extensively used CPM schemes in the wireless communication scene. MSK, which is a special type of full response CPM, is commonly used for the digital personal communications (Digital Enhanced Cordless Telecommunications (DECT)) standards at 1.8GHz for indoor environments [18]. GMSK, a form of MSK, is the backbone of the global system for mobile communication (GSM) standard for mobile phones [12]. It is also used for other wireless systems such as Bluetooth and WLAN applications. MSK and GMSK are both forms of binary full response CPM modulation with modulation index equals 1/2, but GMSK uses an additional Gaussian filter with defined bandwidth to shape the data sequence prior to modulation. The Gaussian filter smoothes the phase transitions and achieves better spectral efficiency with lower side-lobes than MSK, but it introduces larger intersymbol interference (ISI) [19]. Another drawback of GMSK is that it needs a more complex receiver due to the ISI. However, an optimum receiver for MSK and GMSK is still easy to implement in practice, as the receiver only requires two matched filters (MF) followed by a maximum likelihood sequence estimator (MLSE) that searches the paths through a reasonable number of trellis states and decodes a data symbol after each symbol interval delay [15]. Other more powerful schemes of CPM such as nonbinary partial response CPM and CPM schemes with variable modulation index require a bank of matched filters followed by MLSE that searches the paths through a
large number of trellis states. The complexity introduced by the large filter bank and number of trellis states impedes their implementation in practice. Hence, MSK and GMSK are the two most commonly used CPM schemes in practice.

H-CPM is a partial response CPM that uses a different phase shaping filter from GMSK [20]. Similar to GMSK, H-CPM has a more compact spectrum with lower side-lobes than MSK. This is achieved by introducing additional memory into the modulation using partial response signalling without increasing the BER for the same signal to noise ratio (SNR) [14]. It also uses a higher level modulation and has a longer correlation length in its phase shaping filter, which helps to avoid adjacent channel interference (ACI) and to yield better bandwidth efficiency than GMSK [21]. Hence, H-CPM is a good choice for P25 phase 2 uplink, since public safety radio systems employ narrow band technology where spectral efficiency is critical. The drawback is a high complexity receiver is required.

1.3 CPM demodulation

Once the signal is modulated and transmitted, it is passed into the channel, where it physically travels from the transmitter to the receiver. Inevitably, there are losses through the channel, in which some of the signal energy is lost. Furthermore, even with a lossless channel, the thermal noise in the receiver circuits will additively corrupt the transmitted signal. Effectively, at the receiver (in the best scenario), the received signal will be the transmitted signal plus an undetermined amount of noise. This random noise is well modelled as additive white Gaussian noise (AWGN).

Therefore, the receiver cannot simply reverse the process in the transmitter to retrieve the original data. Rather, it has to demodulate the received signal in such a way that the noise is taken into account. As the noise is random, the demodulated data will never be identical to the original data. The goal of the receiver is therefore to minimize the number of errors.

For CPM, three typical demodulation schemes can be found in the literature: discriminator demodulation, differential demodulation and coherent demodulation [22]. Coherent demodulation which requires perfect knowledge of the transmission carrier is used by the P25 Phase 2 standard. It is assumed in this thesis that perfect synchronization is available in the receiver so that the carrier phase and symbol
timing are accurately known. An optimum CPM receiver consists of a bank of matched filters followed by a MLSE that searches the paths through the trellis states for the minimum Euclidean distance path using the Viterbi Algorithm (VA) [16]. Figure 1.2 shows a block diagram for demodulating CPM using MLSE. The reason for using MLSE is to minimise the bit error rate (BER) performance in the presence of ISI. ISI results in the previously transmitted symbols interfering with the currently received symbol. It is largely caused by the partial response form of the continuous phase modulation used.

Coherent MLSE demodulation offers a potential 3dB improvement in SNR performance compared to the other two demodulation schemes. However, as a coherent demodulator performs an exhaustive search over the large number of possible trellis states, it inherently has high complexity in terms of processing power. Also the large size of the matched filter bank increases the implementation complexity. Generally speaking, more powerful (bandwidth and energy efficient) CPM schemes, like H-CPM, have higher implementation complexity, due to using a larger matched filter bank and more trellis states. As a terminal is very resource constrained, applying an optimum coherent receiver structure for H-CPM requires very careful implementation. On the contrary, as base station receivers in public safety LMR systems often have significant processing resources and power available. It is then practical to use coherent demodulation if a simplified receiver with good performance is proposed. Therefore, the first issue that needs to be addressed in designing an H-CPM receiver is how to reduce receiver complexity. Many complexity reduction techniques have been reported in the literature. For example, Fonseka presented a receiver structure that used a soft-decision phase detector preceding an MLSE decoder to reduce the receiver complexity [23]. Simmons proposed a simplified receiver structure with two simple low pass filters replacing the bank of matched filters [24]. Colavolpe et al. suggested a complexity reduction scheme based on a Laurent decomposition, which decomposes the CPM signals into a sum of linearly modulated components, simplifying the receiver front-end [25, 26]. In this thesis, trellis state reduction [27] [28] will be modelled and studied, to reduce the receiver design complexity.
1.4 Multipath Fading and Channel Equalisation

Unlike cable or fibre based communication systems, a wireless system lacks a confined (wired) channel for data transmission. As a consequence, the transmitted signal usually reaches the receiver over multiple paths (multipath propagation), through reflections off different obstacles. These multipath propagated signals reach the receiver at different times and powers, and therefore may or may not be in phase with each other. If they are indeed out of phase, these multipath signals destructively interfere, leading to a weakened received signal with the amplitude reduction dependant on the phase difference between the multipath signals. This effect is known as fading, and is especially important in mobile radio networks as relative motion between the transmitter and the receiver often causes an inherent time-variation in the propagation path.

As coherent demodulation assumes an AWGN only channel (also known as a static channel), demodulation using the same receiver in a fading channel will pose problems. A standard way to overcome this problem is to use channel equalisation, whereby the faded signal received is passed through a channel equaliser which estimates the effect of the fading channel and compensates for its effect. The resulting signal can then be considered to be a "static" signal that can be readily demodulated using the coherent detector. While channel equalisation would introduce new errors due to imperfect channel equalisation, these errors are much less significant than those resulting from a non-equalised demodulator. The need for a channel equaliser in
a mobile radio system leads to the second major obstacle to the design of an H-CPM receiver, namely, the design of an algorithm which gives an accurate estimate of the fading channel.

Channel equalisation may be achieved using a conventional MLSE estimator. Figure 1.3 shows its block diagram. In this approach, a global channel estimator is used for all paths in the VA. The tentative decision made by the VA using this global estimate is then fed back to adaptively update the channel estimation. Note that one of
the intrinsic assumptions in the conventional MLSE method is that the channel parameters are known. Even though it is widely used, the conventional MLSE estimator approach is known to have problems. First, because of the need for decision feedback in the estimation of the channel, a delay is incorporated into the demodulation process. This unwanted delay prolongs the processing time and reduces the efficiency of the receiver. But more importantly, the presence of this delay means that the channel estimation will not be accurate in fast changing channels, such as some mobile radio channels. This is because the channel characteristics will have already changed by the time the channel estimation is obtained from the last VA tentative decision. Moreover, if a poor tentative decision is used in the channel estimation, the global nature of the channel estimate means this error will propagate through the whole trellis. Any tentative decisions affected by this poor estimate will be inaccurate, which in turn may lead to worse errors in the next channel estimate. One can see that this may lead to an avalanche effect of increasing inaccuracy.

To overcome these problems, per-survivor processing (PSP) was proposed by Raheli et al. for fast changing channels with unknown parameters [30], such as those encountered in mobile radio systems. Figure 1.4 shows a block diagram of a PSP based MLSE receiver. In PSP, channel estimation is done on a per-survivor basis, where for each surviving trellis path, a channel estimate is calculated from the current sample and the memory of survivors in that particular path. As the channel estimate is calculated prior to the survivor path selection, the delay is significantly reduced. Furthermore, as a separate channel estimate is kept for each survivor path, independent of any VA tentative decision, errors occurring in the channel estimation will be confined to a particular path. Therefore the error will not affect the output of the VA. As the best surviving path (the one with least error) will still be selected. The drawback is that PSP requires more processing power and memory.

PSP has been incorporated into many different modulation schemes to compensate for the fading effect encountered by coherent receivers. A list of examples is given below.

- Raheli et al. outlined the use of PSP on trellis coded modulation (TCM) systems [30, 31].
• Miller has showed that the use of PSP for the demodulation of CPFSK signals gives significant detection efficiency advantage over conventional demodulation techniques [32].

• Patwary et al. reported the application of PSP-MLSE receiver for a time division multiple access (TDMA) and multiple-input and multiple-output (MIMO) system, and showed that it actually lead to a 75% reduction in computational complexity [33].

• The generalised PSP technique has also been applied to differential phase shift keying (DPSK) [31, 34], direct sequence code-division
multiple-access (DS-CDMA) systems [35], as well as for timing recovery [36].

It is clear that PSP is a powerful technique which can improve the efficiency and performance of a receiver system. Therefore, in designing the current base station receiver, PSP is applied to the coherent H-CPM demodulator to cope with the multipath fading caused by the mobile radio channel.

1.5 Diversity Combining

Diversity combining is a technique that is used to combat multipath fading in a wireless channel. When radio channels are separated sufficiently in any of the space, frequency, time or polarization domains, each channel experiences different fading conditions [37]. By combining the received signals, an improved signal is obtained. Receiver space diversity is the most commonly used form of diversity. The concept is relatively simple: instead of using a single receiver branch, multiple receiver branches, separated by at least one wavelength, are used to receive the signal from a single transmitter. Because the receivers are spatially separated, the signal received for each receiver typically will have experienced different fading conditions. In practice, for a typical mobile scenario, the receivers must be separated by at least 7.5 wavelengths to make correlation coefficients between antennas less than 0.7 meaning the fading experienced by these receivers will be mutually independent [38]. As a result, the received signals from the different receiver can be combined using various algorithms to extract the transmitted information. There are three typical diversity combining techniques used to combine the multiple received signals: selection combining (SC), equal gain combining (EGC) and maximal ratio combining (MRC) [37].

Diversity combining using two antennas, known as dual diversity, has long been studied and implemented [39, 40]. Triple diversity means three receive antennas are used. It can enlarge the useful diversity area compared to dual diversity (two antenna system), as triple diversity largely avoids blind spots and leads to close-to-equal coverage in all directions due to the fact that the three antennas forms a circular (2D) array. This is in contrast to dual diversity in which the two antenna can only
form a linear (1D) array which lead to a significant coverage blind spot along the $x$ (vertical) direction as seen in Figure 1.5a and b [40]. When more than three antennas are used, even though an even better coverage is obtained, the increment in coverage is not significantly better than when three receiver antennas are used. It is known that most diversity gain is achieved when the receiver is changed from no diversity (single antenna) to dual diversity. Diminishing additional diversity gains are obtained by increasing the number of antennas beyond two. In addition, as the number of antennas increases, it becomes more difficult to keep the correlation coefficients small for near-independent fading which is crucial for diversity performance [41]. The use of extra antennas also increases the hardware and implementation complexity considerably. Hence triple diversity will be used in this project to avoid coverage blind spots.

In the literature, the application of space diversity to CPM modulations with various demodulation detection schemes and channel models has been reported by a number of authors. Some of the important schemes are listed in Table 1.1. It can be seen that the use of diversity with variations of MSK and GMSK with non-coherent detection have been commonly reported in the literature. However, currently no reports can be found on the application of dual/triple diversity on a single-h H-CPM system in flat Rayleigh fading channels. In this Masters research, performance of all three combining techniques with H-CPM and three receiver antennas will be investigated to find the best practical combining technique for this application.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of CPM</th>
<th>Combining Technique</th>
<th>Demodulation Detection</th>
<th>Channel Model</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>[41]</td>
<td>GMSK</td>
<td>SC, EGC</td>
<td>Coherent Detection</td>
<td>Frequency Selective</td>
<td>EGC outperforms SC by 1dB.</td>
</tr>
<tr>
<td>[42]</td>
<td>MSK</td>
<td>SC</td>
<td>Differential</td>
<td>two-delay Rayleigh-fading channel</td>
<td></td>
</tr>
<tr>
<td>[43]</td>
<td>GMSK</td>
<td>MRC</td>
<td>Differential</td>
<td>AWGN Nakagami-m fading Slow frequency-noselective</td>
<td></td>
</tr>
<tr>
<td>[45]</td>
<td>GMSK</td>
<td>SC</td>
<td>Limiter Discriminator</td>
<td>Nakagami</td>
<td></td>
</tr>
<tr>
<td>[46]</td>
<td>Partial response CPM</td>
<td>MRC</td>
<td>Coherent Detection</td>
<td>AWGN Rayleigh</td>
<td>Assume the magnitude and phase of each path are exactly known at the combiner.</td>
</tr>
<tr>
<td>[47]</td>
<td>MSK</td>
<td>SC, EGC, MRC</td>
<td>Differential</td>
<td>AWGN Rayleigh</td>
<td>Postdetection</td>
</tr>
<tr>
<td>[48]</td>
<td>M-ary modulation, M-ary Orthogonal frequency shift keying (FSK)</td>
<td>MRC, EGC</td>
<td>Coherent Detection for M-ary modulation, Non-coherent for M-ary Orthogonal FSK</td>
<td>Generalized gamma</td>
<td>Generalized gamma fading channel is a generalization of Rayleigh, Nakagami, and Ricean fading channels.</td>
</tr>
<tr>
<td>[50]</td>
<td>CPFSK</td>
<td>MRC</td>
<td>Differential</td>
<td>Rician</td>
<td>L= 1,2,3 M=2,4,8</td>
</tr>
<tr>
<td>[51]</td>
<td>QPSK</td>
<td>MRC</td>
<td>Coherent</td>
<td>MRC combining with PSP.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1 Summary of the work done in the literature for CPM with diversity.
1.6 Thesis Outline

To summarise, the goal of this thesis is to study and design an efficient transceiver system using H-CPM as the modulation method in accordance with the P25 phase 2 standard and by applying triple diversity combining. Various demodulation techniques such as trellis reduction and PSP will be applied to improve the performance and the efficiency of the design. The design will be carried out using computer simulations, as opposed to the actual hardware design and implementation. In some sense, this study can be seen as a proof of concept or even a specification for an actual hardware implementation of the system.

In the next chapter, a detailed mathematical model of the H-CPM modulation will be presented, and an implementation of an H-CPM transmitter will be described, including some practical considerations. This is followed by a discussion of the different elements of a wireless channel with a description of how each of these can be modelled and simulated. Chapter 3 is dedicated to the design of an efficient receiver that addresses both the Gaussian noise and fading introduced by the channel, and the performance of different decoding algorithms will be presented. In Chapter 4, diversity combining applied to the optimal receiver will be studied. Chapter 4 and 5 include the original work in this thesis, namely, the design of a reduced complexity PSP based MLSE receiver for H-CPM on flat Rayleigh fading channels, and the comparative application of the three different space diversity combining techniques with dual/triple diversity on the H-CPM PSP-MLSE receiver. Finally, this thesis will conclude with a summary of results and future research directions in Chapter 6.
Chapter 2

TRANSMITTER AND CHANNEL

As shown in Chapter 1, a communication system consists of a transmitter, a channel and a receiver. While these are physically separate entities, they are very interrelated. In particular, to design an optimal receiver, the nature of the transmitted signal and the behaviour of the channel must both be considered. In this chapter, the formulation of the H-CPM transmitter and the multipath fading channel model will be described in detail, and the simulated transmitted signal and channel response will be presented and compared with expected results from a real system. This simulation model of the transmitter and channel will then be used to test and evaluate different receiver designs.

2.1 H-CPM Modulation

2.1.1 Formulation of CPM and H-CPM

In section 1.3, the usefulness of CPM modulation was outlined. It was mentioned that the constant envelope, spectral compactness and continuous phase nature of the modulation are the main reasons to its application in mobile communication systems. These properties can be naturally derived from the formulation of the CPM modulation. The CPM signal at time $t$ is defined as

$$ s(t) = \sqrt{\frac{2E}{T}} \cos\left[ 2\pi f_c t + \phi(t; \mathbf{I}) + \varphi_0 \right], \quad t \geq 0, $$

where the transmitted information is carried in the so-called excess phase $\phi(t; \mathbf{I})$ [9, 16]. $T$ is the symbol time, $E$ is symbol energy, $f_c$ is the carrier frequency, $\mathbf{I} = \{I_k\}$ is the sequence of $M$-ary data symbols that take the values $\pm 1, \pm 3, \cdots \pm (M-1)$ and $\varphi_0$ is the initial phase. The phase intercept $\varphi_0$ can be set to zero for coherent transmission.
without loss of generality. The phase signal $\phi(t; I)$ is formed from the sequence of data symbols $I = \{I_k\}$ as [9, 16]

$$\phi(t; I) = 2\pi \sum_{n=0}^{L} \int_{-\infty}^{\infty} h_k I_k g(\tau - kT) d\tau = 2\pi \sum_{k=0}^{\infty} h_k I_k q(t - kT), \quad nT \leq t \leq (n + 1)T \quad (2.2a)$$

where

$$q(t) = \int_{-\infty}^{t} g(\tau) d\tau = \begin{cases} 0, t < 0; \\ \frac{1}{2}, t > LT, \end{cases} \quad (2.2b)$$

is the phase response that affects the phase transition over $L$ symbols and $g(t)$ is the frequency pulse, which is a smooth pulse shape on the interval $(0, LT)$, normalised such that $\int_{-\infty}^{\infty} g(t) dt = 1/2$. $L$ is the duration of the pulse $g(t)$ in symbol periods and $h_k$ is the modulation index for the $k^{th}$ symbol period. In the present work $h_k = h = \frac{m}{p}$ where $m$ and $p$ are relative prime positive integers. Note that the infinitely long and uncorrelated sequence of $M$-ary data symbols $I_k$ can by definition only take the values $\pm 1, \pm 3, \cdots \pm (M - 1)$, where $M$ is a power of 2. It can be seen from (2.2a) and (2.2b) that since $g(t)$ has a smooth pulse shape without impulses or discontinuity, the resulting phase $\phi(t; I)$ of the CPM signal is continuous. Furthermore, from (2.1) it can be seen that the CPM signal inherently has a constant envelope of $\sqrt{\frac{2E}{T}}$.

The actual form of CPM is defined by the pulse length $L$, the modulation indices $h_k$ the number of levels, $M$, and the form of the frequency pulse function $g(t)$. If $L = 1$, the frequency pulse covers only one symbol interval, while if $L > 1$ then the frequency pulse covers more than one interval. It is clear that $L > 1$ introduces additional memory to the modulation scheme (the phase continuity of CPM means that it inherently has memory), and usually yields a more compact spectrum without necessarily sacrificing error performance [14]. Therefore, CPM can be divided into
two classes based on L, namely full response CPM (FR-CPM) with L = 1, and partial response CPM (PR-CPM) with L > 1.

The modulation index $h_k$ is the maximum peak-peak frequency deviation ($2f_d$) [52]. It has a similar function to the index $\beta$ in analogue Frequency Modulation (FM), and determines the phase change rate [52, 53]. If $h_k$ is constant for every symbol, i.e. $h_k = h$, then the system is referred to as a single-$h$ CPM. However, if $h_k \in \{h_1', h_2', ..., h_H'\}$ where $h_k+H = h_k$ (i.e. a cyclic set), the system is referred to as multi-$h$ CPM [10]. This thesis is concerned only with single-$h$ CPM modulation schemes. In general, in a single-$h$ CPM system, increasing $h$ can result in better error performance, but this results in a wider spectrum [53].

The number of data levels, $M$, is known as the alphabet size. It specifies the number of valid symbols in the modulation scheme. For an alphabet size $M$, a CPM symbol has valid values of $\pm 1$, $\pm 3$,$\cdots$,$\pm (M - 1)$. $M$ is usually a power of 2. For a given data rate, increasing $M$ generally has two effects, namely, it decreases the main lobe spectral width, and increases the susceptibility to noise [13]. Changing the value of $M$ therefore introduces a trade off between error performance and spectral efficiency.

The frequency pulse $g(t)$ is also known as the pulse shaping function. It is the "filter" which turns the data symbol value into a phase signal. Pulse shaping is used to shape the signal’s spectrum to fit into the band limited channel. The only requirement on $g(t)$ for a CPM scheme is that $g(t)$ is a smooth pulse signal with no discontinuity or impulses, so that the resulting phase response $q(t)$ is continuous. Further, $g(t)$ is normalised such that the area under it is always 1/2. As the length of $g(t)$ is specified by $L$, the length of the pulse is given by $LT$. Some commonly used pulse shapes include rectangular (REC), raised cosine (RC) and Gaussian functions.

By changing the four parameters defining CPM, a wide variety of CPM modulation schemes can be devised. Table 2.1 shows some properties of common CPM modulations with their corresponding values of $L$, $h$, $M$ and $g(t)$. Note for some CPM schemes, a prefix ‘$L$’ is used to denote the length of the pulse. For example, a RC with pulse length 1 is denoted 1RC. The resulting frequency and phase pulse shapes are shown in Figure 2.1. Using the parameters $L$, $h$, $M$ and $g(t)$, it is also possible to precisely define the modulation of principal interest in this thesis: H-CPM.
<table>
<thead>
<tr>
<th>$L$</th>
<th>$h$</th>
<th>$M$</th>
<th>$g(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSK</td>
<td>1</td>
<td>0.5</td>
<td>$g(t) = \begin{cases} \frac{1}{2LT}; &amp; 0 \leq t \leq LT \ 0 &amp; \text{otherwise} \end{cases}$ (Rectangular)</td>
</tr>
<tr>
<td>Quaternary 3RC [52]</td>
<td>3</td>
<td>4/16</td>
<td>$g(t) = \begin{cases} \frac{1}{2LT} \left[ 1 - \cos \left( \frac{2\pi}{LT} \right) \right]; &amp; 0 \leq t \leq LT \ 0 &amp; \text{otherwise} \end{cases}$ (Raised Cosine)</td>
</tr>
<tr>
<td>GMSK [52]</td>
<td>$\infty$</td>
<td>0.5</td>
<td>$g(t) = \frac{1}{2T} \left[ Q \left( 2\pi B_b \frac{t - T}{\sqrt{\ln 2}} \right) - Q \left( 2\pi B_b \frac{t + T}{\sqrt{\ln 2}} \right) \right]; 0 \leq B_b T \leq 1$</td>
</tr>
<tr>
<td>$Q(t) = \int_{-\infty}^{t} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx$ (Gaussian)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>where $B_b$ is the bandwidth.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1 Common classes of CPM.

H-CPM has the parameters: $L = 4$, $h = 1/3$, $M = 4$ with a frequency pulse defined as

$$g(t) = \begin{cases} \frac{1}{G} \left( \text{sinc}(\lambda(t - LT/2)/T) \right) \cos^2 \left( \pi(t - LT/2)/L \right) & \text{for } t \in \left[ 0, LT \right] \\ 0 & \text{elsewhere}. \end{cases} \quad (2.3)$$

where $G$ is a normalization factor and $\lambda$ is a modulation parameter. For H-CPM $G = 2.60731391$ for $\lambda = 0.75$ such that $q(t) = 1/2$ for $t \geq 4T$. Each of the parameters is designed to optimise the effectiveness of the modulation scheme: $L$ is chosen to ensure a long correlation length ($L > 3$) which helps to avoid adjacent channel interference (ACI) and to improve power efficiency without overly complicating the encoding algorithm [21]; $h = 1/3$ is employed here to conserve bandwidth at the cost of energy [9]; $M = 4$ turns out to be the best choice in a joint energy-bandwidth sense.
Figure 2.1 Basic frequency pulse (left) and phase pulse (right) of CPM, showing 1REC-3REC ($L=1,2,3$), 1RC-3RC($L=1,2,3$), and GMSK with bandwidth parameter $Bb=0.25, 0.5, 1$. GMSK has infinite pulse length and $T=1$ in all cases [9]. Note that the x-axis in the figures is in symbol time $T$.

[9]. Note that in the H-CPM phase pulse shown in Figure 2.2, the period before $L = 1$ and after $L = 3$ has negligible effect on the phase change. Hence the effective phase pulse length may be considered to be 2. This helps to reduce the number of low energy phase states in demodulation while retaining the additional memory introduced to the signal due to using $L = 4$. Figure 2.3 shows the allowable phase shifts due to the input data symbols $I_k$ for H-CPM.
Figure 2.2 Frequency and phase pulse for H-CPM.

Figure 2.3 The phase shifts due to each input symbol for H-CPM.
2.1.2 Phase State and Correlative State

In this work we focus primarily on the P25 Phase 2 terminal [6]. The modelling of its transmitter is equivalent to modelling an H-CPM modulator. The most important part of the H-CPM modulator is the frequency pulse shaping filter \( g(t) \) which converts the information from the data signal into the phase signal \( \phi(t; I) \) in the interval \( nT \leq t \leq (n+1)T \). Recalling (2.2), the phase signal for a (single-\( h \)) CPM is given by

\[
\phi(t; I) = 2\pi h \sum_{k=-\infty}^{n} I_k q(t - kT), \quad nT \leq t \leq (n+1)T \quad (2.4)
\]

From the last section, we know that \( \int_{-\infty}^{\infty} g(t)dt = 1/2 \) and \( g(t) = 0 \) for \( t < 0 \). This implies that \( q(t) = 0 \) for \( t < 0 \) and \( q(t) = 1/2 \) for \( t > LT \), as \( q(t) = \int_{-\infty}^{t} g(\tau)d\tau \). Therefore, (2.4) can be written as [16]

\[
\phi(t; I) = 2\pi h \sum_{k=-\infty}^{n} I_k q(t - kT) \quad (2.5)
\]

\[
= 2\pi h \sum_{k=-L+1}^{n} I_k q(t - kT) + R \begin{bmatrix} \pi h \sum_{k=-\infty}^{n-L} I_k \end{bmatrix} \quad nT \leq t \leq (n+1)T
\]

\[
= \theta(t; I) + \theta_n, \quad nT \leq t \leq (n+1)T.
\]

One can see that the first term is the convolution of the last \( L \) symbols including the current symbol with the pulse shaping function, while the second term is the running sum of all symbol values older than \( t = (n - L)T \). The first term in (2.5) can be written as

\[
\theta(t; I) = 2\pi h \sum_{k=-L+1}^{n-1} I_k q(t - kT) + 2\pi h I_n q(t - nT). \quad (2.6)
\]
where the term \(2\pi h \sum_{k=-L+1}^{-1} I_k q(t-kT)\) is known as the correlative phase component and is dependent on the previous data symbols \(\{I_{n-1}, I_{n-2}, \ldots, I_{n-L+1}\}\), and the term \(2\pi h I_n q(t-nT)\) defines the phase contributed by the data symbol \(I_n\). The second term in (2.5) is known as the phase state \(\theta_n\),

\[
\theta_n = R_{2\pi} \left[ h\pi \sum_{k=-\infty}^{n-1} I_k \right], \quad nT \leq t \leq (n+1)T. \tag{2.7}
\]

and is determined by all symbols prior to \((n-L+1)T\). Examining (2.7), it can be seen that even though the summation appears to be infinite, the value of \(\theta_n\) is in fact finite and is from a discrete set. This is due to the fact that \(\theta_n\) is a phase, and therefore, by definition, can be reduced to a value between 0 and \(2\pi\). Furthermore, the data symbols \(I_k\) for H-CPM by definition can only take certain values determined by \(M = 4\), namely, \(I_k \in \{1, -1, 3, -3\}\). Given that \(h = 1/3\), it can be shown that

\[
\theta_n \in \left\{ 0, \frac{\pi}{3}, \frac{2\pi}{3}, \frac{4\pi}{3}, \frac{5\pi}{3} \right\}. \tag{2.8}
\]

This means that when encoding the \(n^{th}\) symbol, it does not matter what the actual values of the symbols before the \((n-L+1)^{th}\) symbol are, as long as their sum is known. This, however, is not true for the \((n-L+1)^{th}\) to \(n^{th}\) symbols, as the calculation of the correlated state, as specified in (2.7), requires the individual values of these \(L\) symbols. Therefore, during the interval \([nT, (n+1)T]\), the excess phase is defined by the data symbol \(I_n\), the \(L-1\) previous data symbols \(\{I_{n-1}, I_{n-2}, \ldots, I_{n-L+1}\}\) collectively known as the correlative state, and the phase state \(\theta_n\). From this, one can define the H-CPM signal state as

\[
S_n = (\theta_n, I_{n-1}, I_{n-2}, \ldots, I_{n-L+1}) \tag{2.9}
\]

which specifies the H-CPM signal at a given symbol time \(n\). Note that there are \(L-1\) data symbols affecting the signal and each data symbol can take \(M\) values. Hence the number of CPM states is \(M^{L-1}\) times the number of phase states, \(\theta_n\) [20]. For H-CPM,
The number of phase states is 
\[ S = \begin{cases} pM^{l-1}, & m \text{ even} \\ 2pM^{l-1}, & m \text{ odd} \end{cases} \tag{2.10} \]

where \( h = m/p \) [16].

This state representation of H-CPM is important and convenient in two ways. Firstly, it is an important part in the formation of the trellis for H-CPM modulation, which is essential for the application of VA demodulation techniques (see Chapter 3). Secondly, the state representation specifies the number of variables that need to be stored at each particular point in time. As the H-CPM signal state gives a simple specification of the modulated signal, this approach is used in the simulation of the H-CPM modulator in the transmitter. In particular, using the phase state and correlative state representation, one can rewrite the H-CPM signal (from (2.1)) as

\[ s(t) = \sqrt{\frac{2E}{T}} \cos[2\pi f_c t + \theta(t;I) + \theta_n] \tag{2.11} \]

which can be separated into inphase and quadrature components (by expanding the cosine function using trigonometry identities) to give

\[ s(t) = \sqrt{\frac{2E}{T}} \left[ I(t) \cos(2\pi f_c t) - Q(t) \sin(2\pi f_c t) \right] \tag{2.12} \]

where \( I(t) = \cos(\theta(t;I) + \theta_n) \) and \( Q(t) = \sin(\theta(t;I) + \theta_n) \). A block diagram implementing this approach is shown in Figure 2.4.
2.2 Channel

With the transmitter implemented as in Figure 2.4, the next thing that needs to be considered is the modelling of the wireless channel. A wireless channel can be considered as a noisy filter which the transmitted signal needs to pass through before reaching the receiver. Therefore, to simulate a wireless communication system such as the one concerned here, one needs to formulate an appropriate filter which gives an accurate representation of the channel response. This channel modelling can be separated into modelling the AWGN and the multipath fading.
2.2.1 AWGN Channel

The AWGN channel assumes that the noise in the channel is a wideband noise with constant power spectral density across all frequencies and has a Gaussian amplitude distribution. In a wireless communication system, many noise sources are present, with the most significant being the receiver front end amplifier. As the noise is linearly additive, for all intents and purposes it can be regarded as a single AWGN source which additively corrupts the transmitted signal before it reaches the demodulator in the receiver. Hence an AWGN channel can be easily modelled by a summer which simply adds white Gaussian noise to the receiver input. For simulation purposes, random numbers that model white Gaussian noise are added to the transmitted signal samples. In particular, noise signals generated by a random number generator are added to the \( I \) and \( Q \) signal components to represent the H-CPM signal with noise. The magnitude of the \( I \) and \( Q \) noise signal components are scaled to model a desired signal to noise ratio (SNR).

2.2.2 Multipath Fading

All realistic channels, especially for mobile radio systems, suffer from multipath fading (which will simply be called fading from now on) as shown in Figure 2.5. Fading can result in multipath spread and intersymbol interference. It is caused by the interference of multipath propagated signals. Because of the multipath spread, fading is linear, but multiplicative. Therefore, a more complex model is needed to account for its effect. In this section, the Rayleigh channel model for mobile radio communication systems will be described, and the effect of various fading channel parameters such as coherence bandwidth and Doppler spread will be defined. A mathematical formulation will then be given, which forms the basis of the channel simulation.
There are a large number of fading channel models that have been used in the literature, depending on the nature of the communication channel. The most commonly used models are Rayleigh, Nakagami and Rician channels because they are easy to analyze and are fairly realistic [54]. Log normal fading model is typically used to describe shadowing and is almost always combined with other models. Typically, the Rayleigh and Rician models are the most suitable for land mobile radio channels. Figure 2.6 shows the probability density functions of the two models. The Rician model is used when the transmitter and receiver are in direct line-of-sight (with limited signal scattering). The received signal consists of a dominant non-faded or shadowed signal component and other faded signal components. In contrast, the Rayleigh model is used when the propagation between the transmitter and receiver is non-line-of-sight. In this project, mobile radio channels that have independent identically distributed (i.i.d.) Rayleigh fading are considered.
The signal envelope distribution for a Rayleigh fading channel has a Rayleigh distribution. Note that the magnitude of a complex Gaussian variable (with uncorrelated, \textit{i.i.d} Gaussian random variables for the real and imaginary components) is Rayleigh distributed. The Rayleigh channel model ensures the phase shift due to fading is uniformly distributed between 0 and $2\pi$, depending on the path difference. Further, we assume that the propagation paths are independent. Then, when there are a large number of scattering objects (buildings, hills), the result is a large number of propagation paths. With a large number of these \textit{i.i.d.} channel paths we can apply the Central Limit Theorem (CLT), and conclude that the in-phase and quadrature component of the faded signal will each follow a Gaussian distribution with zero mean. As the phase is uniformly distributed in the interval $(0, 2\pi)$, the envelope, $r$, of this fading follows a Rayleigh distribution, with probability density given by

$$p_r(r) = \frac{2r}{\Omega} e^{-r^2/\Omega}$$  \hspace{1cm} (2.13)
where $\Omega = E(R^2)$ is the variance of the random variable. The behaviour of the Rayleigh model is dependent on the fading behaviour, namely the rate of fading.

### 2.2.2.2 The Doppler Spectrum and Fading

While in theory any wireless channel will suffer from multipath fading due to the existence of obstacles and reflective paths, an important source of fading that is significant in a mobile radio channel is time variation in the relative positions of the transmitter and receiver. As a person is walking or driving along the road towards or away from the transmitter, a frequency shift is generated due to the Doppler effect. To recall, the Doppler effect is the change in the frequency of a propagating wave due to the relative velocity of the source and the observer. In this case, when the receiver moves, the relative velocity of the receiver and the source of the signal causes a Doppler shift in the received signal frequency. Since there are many scatterers in the channel, each of which can be treated as a signal source, the resulting multipath propagated signals not only have a different delay due to the path-length differences, but also have different Doppler shifts as the relative velocity between each obstacle and the receiver is different. It can be seen that each channel can be described in part by the maximum Doppler frequency $f_{d_{(max)}}$. When there are many scatterers, each with different Doppler, then a measure of the spread of Doppler shift in the different propagation paths is the Doppler power spectral density or spread function [55]. For Rayleigh fading a typical fade autocorrelation function is given as

\[
R_g(\tau) = \sigma_g^2 J_0(2\pi f_{d_{(max)}} \tau),
\]

where $J_0$ is the zero order Bessel function of the first kind and $\sigma_g^2$ is the total power of the fading channel complex gains. An illustration of the Doppler power spectral density, and the corresponding autocorrelation are shown in Figure 2.7.

One can extend this to get an idea of the speed of the fading, meaning the rate at which the magnitude and phase changes. One can immediately see that this is directly related to the Doppler spread, as the larger the Doppler spread the faster the
rate of change of the phase difference between the signals. The standard way to quantify the fading rapidity is by using the coherence time, which is the maximum time delay that is allowed between two different signals for them to still be essentially coherent (in phase) with each other. The coherence time is defined as:

\[ T_c = \frac{k}{f_{d_{\text{max}}}}, \tag{2.15} \]

where \( k \) is an arbitrary constant ranging from 0.25 to 0.5. It can be seen that if \( T_c \) is greater than the symbol period \( T \), then within each symbol period the faded signals are still coherent. The resulting distortion will be relatively small. However, if \( T_c < T \), distortion will occur within a symbol duration, resulting in severe distortion of the received signal that is difficult to correct. In general, if the product \( f_{d_{\text{max}}}T \), called the normalized fade rate, approaches 0.01 or greater, a channel is referred to as fast fading. Conversely, if the normalized fade rate is close to zero, a channel is recognized as slow fading. For the special case when \( f_{d_{\text{max}}} \) is zero, the channel response is stationary between the transmitter and receiver, and the channel is called a static channel. No fading occurs in a static channel and so the AWGN channel model can be used in this case.

Consider the P25 Phase 2 radio system [6] which transmits 6000 symbols per second \( (T = 1/6000 \text{ s}) \). If we consider a 900 MHz band radio with a typical mobile velocity of 100kmh\(^{-1}\), the maximum Doppler frequency is given by
If $f_{d(\text{max})}$ is about 83Hz then the normalised fade rate $f_{d(\text{max})}T$, equals 0.014, which corresponds to a fast fading channel. Based on this, it can be seen that modelling the channel as a fast fading channel should be sufficient for the remainder of this thesis.

### 2.2.2.3 Frequency Selectivity

Recall that fading originates from interference due to multipath propagated signals. As two signals with very different frequencies cannot interfere with each other, one would expect that if two different signals with sufficient frequency difference are to pass through the same fading channel, the two signals will fade in an independent manner. The minimum frequency separation needed for two signals to fade independently is known as the coherence bandwidth, and is inversely proportional to the multipath spread of the fading channel.

The coherence bandwidth determines the frequency selectivity of the channel. Figure 2.8 presents a schematic of two possibilities that can occur with a fading channel. In the first case, the fading channel has a small coherence bandwidth $(\Delta f)_c$, where $\Delta$ denotes the differential operator. As a result, the transmitted signal with bandwidth $W$, marked by the rectangular window in Figure 2.8(a), is subjected to a large variation in the channel response at the different frequencies within the bandwidth. As a result, different frequency components in the transmitted signal will interfere in an uncorrelated fashion. This type of fading channel where the coherence bandwidth is smaller than the signal bandwidth is known as a frequency selective fading channel. On the other hand, if the coherence bandwidth is greater than the signal bandwidth as shown in Figure 2.8(b), the channel response experienced by the transmitted signal is more or less the same across the whole signal spectrum. The resulting fading is uniform and correlated for every part of the transmitted signal. Such a channel is known as a flat fading channel.

Transforming this into the time domain, we can see that a frequency selective signal will have a multipath spread that is greater than the symbol period. Such
frequency selective fading channels lead to ISI which often requires equalisers to mitigate its effect. Conversely, in flat fading channels, the ISI distortion is usually negligible due to the small multipath spread, making it much easier to decode. For the P25 Phase 2 system, it is expected that the channel can usually be treated as a flat fading channel. This assumption will be used for the rest of the thesis.

Figure 2.8 (a) Frequency-selective channel and (b) Frequency flat channel.

2.2.2.4 Simulation Model of Rayleigh Flat Fading Channel

The mobile radio channel for the P25 H-CPM communication system can be adequately represented by a Rayleigh flat fading channel with fast fading. From this, an appropriate channel model must be identified before the characteristics of this fading channel can be simulated. There are a number of implementation models that can be used for the Rayleigh channel. Jakes implementation of Clarks’ model, called the Jakes model, is the most commonly used model in the literature [56].

Jakes model assumes that the transmitter is fixed with a vertically polarised antenna. It is further assumed that both the angle of arrival and the phase of the multipath signals are uniformly distributed from 0 to $2\pi$, and that each of these has the
same amplitude. Then, the resulting superposition of the multipath propagated signal components is given by [56]

\[
T(t) = K \left\{ \frac{1}{\sqrt{2}} [\cos \alpha + j \sin \alpha \{ \cos \omega_n t + \theta_0 \} + \sum_{n=1}^{N_I} \cos \beta_n + j \sin \beta_n \{ \cos \omega_n t + \theta_0 \} ] \right\}
\tag{2.16}
\]

where \( K \) is the normalisation constant, \( \alpha \) and \( \beta_n \) are phase values, \( \theta_0 \) is the initial phase, and \( \omega_m \) denotes the maximum Doppler shift (i.e. \( \omega_m = 2\pi f_{d\text{max}} \)). Note that \( \alpha \) and \( \beta_n \) can be chosen arbitrarily, and determine the behaviour and characteristics of the resulting model. This model approximates Rayleigh fading, as with a large \( N_I \), the CLT can be applied, specifying \( T(t) \) as a complex Gaussian process, giving a Rayleigh distribution for \( |T| \) as desired. Further, it can be shown that the autocorrelation of the envelope of \( T(t) \) is a zero order Bessel function, which is characteristic of a Rayleigh fading channel [57], as illustrated in Figure 2.9.

From (2.16), it can be seen that Jakes Model essentially models the Rayleigh channel using a sum of sinusoids. Practically, Jake's Model can be realised by summing \( N_I \) oscillators, with each oscillator Doppler shifted from the carrier frequency by \( \omega_n \), given by:

\[
\omega_n = \omega_m \cos \frac{2\pi n}{N}; \quad n = 1, 2, ..., N_I
\tag{2.17}
\]

with \( N \) related to \( N_I \) via the relation \( N_I = N/4 - 1/2 \). Note that another oscillator with frequency \( \omega_m \), is also needed in the summation to take into account the maximum deviation due to Doppler spectrum. The phases \( \beta_n \) of these signals are set such that the final phase (including the effect of the Doppler shift) is uniformly distributed. This can be conveniently applied to the oscillators by using amplifiers with gains set to \( 2\sin \beta_n \) and \( 2\cos \beta_n \). The final step is to separate the in-phase \( x_c(t) \) and quadrature \( x_q(t) \) components of \( T(t) \), corresponding to the real and imaginary parts, and representing the two directions in which the Doppler shift can affect the signal. Then, one can write

\[
x_c(t) = 2 \sum_{n=1}^{N_I} \cos \beta_n \cos \omega_n t + \sqrt{2} \cos \alpha \cos \omega_n t
\tag{2.18}
\]
Figure 2.9 Autocorrelation of the simulated Rayleigh fading signal and zeroth order Bessel function for 60Hz Doppler and \( N_f = 8 \).

and

\[
x_c(t) = 2 \sum_{n=1}^{N_f} \sin \beta_n \cos \omega_n t + \sqrt{2} \sin \alpha \cos \omega_m t
\]

(2.19)

where the normalisation factors are arbitrarily set at \( \sqrt{2} \). This is essentially the channel emulation as simulated by the Jakes Model. The final output signal, \( y(t) \), is given by multiplicatively applying these fading components to the carrier signal, giving

\[
y(t) = x_c(t) \cos \omega_c t + x_s(t) \sin \omega_c t
\]

(2.20)

Figure 2.10 shows the Jakes model simulator block diagram. Note that by choosing \( \alpha = 0 \) and \( \beta_n = m/(N_f + 1) \), the cross-correlation between \( x_c(t) \) and \( x_s(t) \) is zero, meaning the two components are uncorrelated. We now briefly define the channel simulation parameters used in this thesis. The autocorrelation function of the
simulated Rayleigh fading channel is shown in Figure 2.9 with \( N_l = 8 \) and \( f_{d(\text{max})} = 60\text{Hz} \). The theoretical auto-correlation function, namely the zeroth order Bessel function of the first kind, \( J_0(2\pi f_{d(\text{max})}\tau) \) [57], is shown in Figure 2.9 for comparison. As we can see, the simulated result matches the theoretical curve well. Figure 2.11 shows the Doppler power spectrum of the simulated complex fading gain with \( N_l = 8 \) and \( f_{d(\text{max})} = 60\text{Hz} \). The shape of the spectrum matches that of the theoretical plot shown in Figure 2.7 (a). Figure 2.12 and Figure 2.13 show, respectively, the simulated fading signal amplitude and phase plot. As shown in Figure 2.12, the amplitude fluctuates with regular troughs and occasionally extraordinarily deep fades. Note between symbol 1520-1570 there is a large drop in magnitude as well as a 180° phase shift. This demonstrates that the “deep fades” in magnitude often correspond to rapid 180° phase changes.

Figure 2.10 The Jakes model simulator block diagram [56].
Figure 2.11 Simulated Rayleigh fading channel spectrum for Doppler frequency $f_d = 60$ Hz and centre frequency $f_c = 0$ Hz with $N_t = 8$. Comparing with Figure 2.7, it can be seen that the simulation matches theoretical predictions.

Figure 2.12 Logarithmic plot of the amplitude of the simulated Rayleigh fading Doppler 60Hz. Symbol intervals are indicated by circles.
Figure 2.13 Phase plot for the simulated Rayleigh fading Doppler 60Hz. Symbol intervals are indicated by circles.

2.3 Summary

The preceding sections have outlined the H-CPM transmission model and the channel model used to simulate the P25 communication system. It was shown that the H-CPM transmitted signal can be represented by a transmitted state consisting of the correlative state and the phase state that contains all the information in an H-CPM signal. This state representation not only simplifies the transmitter simulation, but also forms the basis of the H-CPM demodulation algorithm. It was also shown that the transmission channel can be modelled by a Rayleigh distributed, frequency non-selective fast fading channel with AWGN. This will affect the amplitude and the phase of the received signal, posing problems for the demodulation.

In the next chapter, the effects of these different aspects of the transmitter and the channel model on the receiver design will be discussed in more detail, leading to the actual design of the optimal H-CPM receiver, and then to reduced complexity versions.
Chapter 3
MLSE RECEIVER

3.1 Introduction

Typically the transmitted wireless signal is corrupted by AWGN and distorted by Rayleigh channel fading. As a result, the received signal will often be very different to the transmitted signal. To accurately obtain the transmitted information, both the AWGN and fading must be compensated by the receiver. However, due to the random nature of the AWGN and fading, the processed signal will never be the same as the transmitted signal. Demodulation is the process of identifying the most likely transmitted symbols according to some criterion of optimality, based on the noisy, faded received signal [58]. In this chapter, reception in an AWGN environment is considered. Demodulation of H-CPM signals in a Rayleigh fading channel will be investigated in Chapter 4.

For CPM signals, three types of demodulation schemes are found in the literature: discriminator demodulation, differential demodulation and coherent demodulation [22]. Coherent demodulation has been chosen for the P25 Phase 2 standard [6] as it potentially offers a 3dB improvement in signal to noise ratio (SNR) performance. However, in general coherent demodulation requires a high-complexity receiver. Base station receivers usually have sufficient energy and powerful signal processing available. It is then practical to use coherent demodulation provided that a simplified receiver with good performance can be found. In this chapter, the design of a reduced complexity coherent receiver for H-CPM signals will be described.

The chapter begins with an introduction to maximum likelihood sequence estimation (MLSE), and a description of the H-CPM trellis and branch metric calculations. The Viterbi algorithm (VA) as a technique for implementing MLSE is then described showing details for H-CPM. Following this, a discussion of the
selection of the VA decision depth is given and the BER performance of the H-CPM receiver is presented. After that, two techniques – tilted phase [15] and frequency pulse truncation [59] are employed to reduce receiver complexity. These will be seen to result in negligible performance degradation. Finally, the simulated BER performance and the computational complexity of the MLSE H-CPM receiver are presented. These results show that the receiver design is practically suitable for a P25 Phase 2 base station, as well as more generic CPM systems.

3.2 Maximum Likelihood Sequence Estimation

Coherent demodulation requires phase and symbol synchronisation between the receiver and the received signal. Here, for simplicity, it will be assumed that the receiver has symbol synchronisation either through the use of pilot symbols or other synchronisation techniques.

One detection approach that is commonly used for coherent demodulation of CPM signals is MLSE. In general terms, the likelihood function $p(r(t) \mid s(t))$ is the conditional probability that a particular signal $r(t)$ is received given that the signal $s(t)$ is transmitted and is considered as a function of $s(t)$. Maximum likelihood (ML) detection is a rule that chooses the transmitted signal $s_i(t)$ which maximizes the likelihood function $p(r(t) \mid s_i(t))$. MLSE is the estimation of the transmitted symbol or bit sequence from the received signals based on the ML detection rule. In most cases, MLSE is implemented using the VA to find the sequence that maximises the likelihood function based on the present and past received symbols. The VA searches for the best path through a trellis corresponding to the transmitted signal by making use of a metric and the merging behaviour of the trellis corresponding to the signal or code structure [60]. Therefore, to design a MLSE detector utilising the VA for an H-CPM receiver, one must start with the trellis representation of the H-CPM signal.

3.2.1 H-CPM trellis

Recall from Chapter 2 that the H-CPM encoded symbol during each symbol interval can be represented using a linear combination of the phase state,
\[ \theta_n = h \pi \sum_{k=-\infty}^{n-L} I_k, \]  
\[ \theta(t; I) = 2\pi h \sum_{k=n-L+1}^{n-1} I_k q(t-kT), \quad nT \leq t \leq (n+1)T, \] 

and the correlative phase component,

\[ \theta(t; I) = 2\pi h \sum_{k=n-L+1}^{n-1} I_k q(t-kT), \quad nT \leq t \leq (n+1)T, \]

defined by the correlative state \((I_{n-1}, \ldots, I_{n-L+1})\). The phase state \(\theta_n\) can only take a finite number of values. For H-CPM, this set is \(\left\{0, \frac{\pi}{3}, \frac{2\pi}{3}, \pi, \frac{4\pi}{3}, \frac{5\pi}{3}\right\}\). Similarly, as the correlative state is the sum of a finite number of symbols weighted by the phase pulse shaping function \(q(t)\), and there are only a finite number of possible symbol values \((1, -1, 3, -3\) for H-CPM\), the correlative phase components also has only a finite number of possible values. We consider H-CPM which has a response length of \(L = 4\) symbol period, and therefore, every H-CPM encoded symbol received can be represented by a state \(S = (\theta_n, I_{n-1}, I_{n-2}, I_{n-3})\). Since there are 64 combinations of \(I_{n-1}, I_{n-2}, \) and \(I_{n-3}\) and 6 values of \(\theta_n\), the resulting trellis has 384 states. For convenience, these states are usually numbered from 1 to 384.

Using the state representation, each current state is associated with the next state through the current symbol or transition. For example, without loss of generality, we label state 1 by \(S_1 = (0, 1, 1, 1)\), and let it be the current state. Then, if the transmitted symbol is -1, the next state is given by \(^1 S_{337} = (0 - \pi/3 = 5\pi/3, -1, 1, 1)\), as the current symbol \(I_n, I_{n-1}\) and \(I_{n-2}\) of the current state becomes \(I_{n-1}, I_{n-2}\) and \(I_{n-3}\) for the next state. Therefore, in the H-CPM trellis, state \(S_i\) is associated with state \(S_{337}\) through an input symbol or transition of -1. Using the same method, one can formulate the entire H-CPM trellis, which can then be represented by a state transition matrix \(S\) of dimension 4 x 384, where \(S(n, m)\) specifies the next state corresponding to a current state, \(m\), and a current input symbol or branch, \(n\).

\(^1\) using an arbitrary numbering system we call state \((5\pi/3, -1, 1, 1)\) state 337.
3.2.2 Branch Metrics

MLSE, as its name suggests, is a scheme which estimates the transmitted sequence by using the ML decision rule. The ML decision rule is based on the maximum a posteriori probability (MAP) criterion, which involves the maximization of the a posteriori probability [16]

\[ P(s_j | r), \quad j = 1, 2, 3 \ldots J \]  

(3.3)

where \( s_j \) is one of the \( J \) possible transmitted sequences each \( K \) symbols long, where \( K \) could be infinite and \( r \) is the received sequence in the system of interest. By using the Bayes' rule for conditional probability \( P(A|B) = P(B|A)P(A)/P(B) \), and the fact that \( P(s_j) = 1/J \) as all transmitted sequences are assumed equally probable, one can show that MAP detection is equivalent to the maximization of the conditional probability density function \( p(r|s_j) \) [16], which is usually easier to evaluate. As previously mentioned \( p(r|s_j) \) is called the likelihood function, and the decision rule which maximizes this probability with respect to \( s_j \) is the ML rule. The maximization of the likelihood function is equivalent to the maximization of the log-likelihood function \( \ln P(r|s_j) \) [16], and for any given sequence \( s_j \) can be shown to be proportional to the sum of the Euclidean distances over the sequence of symbols given by

\[ D(r,s_j) = \sum_{k=1}^{K} (r_k(nT) - s_{jk}(nT))^2 \]  

(3.4)

where \( r_k(nT) \) and \( s_{jk}(nT) \) are the signal representation of \( r_k \) and \( s_{jk} \) at symbol time \( nT \). \( D(r,s_j) \) is known as a path metric and shows that the likelihood function can be maximized by minimizing the Euclidean distance between the \( k^{th} \) sample \( r_k \) in the received sequence and the \( k^{th} \) symbol \( s_{jk} \) in the hypothesized transmitted sequence \( s_j \) for all \( K \) received symbols. This Euclidean distance \( r_k \) and \( s_{jk} \) is known as the branch metrics. In other words, the path metrics is given by the sum of branch metrics of every symbol in the sequence.
As the received signal sample $r_k$ and the possible transmitted symbols $s_{jk}$ are complex signals, the Euclidean distance between them or the branch metrics is defined as

$$d_{jk}(nT) = \left| r_k(nT) - s_{jk}(nT) \right|^2. \quad (3.5)$$

The vector representation of these two signals is shown in Figure 3.1. Using vector arithmetic, one can define an error vector $e$,

$$r_k = s_{jk} + e \quad (3.6)$$

The error vector $e$ in reality represents the error between the received symbol and a (possible) transmitted symbol. Note that from Figure 3.1, it can be seen that the Euclidean distance $d$ is equivalent to the magnitude of the error vector $e$, i.e.

$$d = |e|^2. \quad (3.7)$$

Expanding (3.5) we obtain for each received signal sample

$$d_{jk}(nT) = \left| r_k(nT) \right|^2 - 2 \Re(r_k(nT)s_{jk}^*(nT)) + \left| s_{jk}(nT) \right|^2, \quad (3.8)$$

where $s_{jk}^*(nT)$ denotes the complex conjugate of $s_{jk}(nT)$. Because of the constant envelope property of H-CPM, $\left| s_{jk}^*(nT) \right|^2$ is constant for all possible $s_{jk}$. Furthermore,
in the calculation of $d$ for each $s_{jk}$, the received symbol $r_k$ is the same. Therefore, the minimum Euclidean distance can be obtained by maximizing the middle term of (3.8), namely

$$\text{Re}(r_k(nT)s_{jk}^*(nT))$$

(3.9)

for each symbol. In practice, we may write the complex base band signal samples in the form

$$r_k(nT) = p + jq$$

(3.10)

and

$$s_{jk}(nT) = u + jv.$$  

(3.11)

We may then write the branch metrics in terms of real base band components as,

$$B = \text{Re}((p + jq)\ast(u - jv))$$

(3.13)

$$B = \text{Re}(pu + quj - pvj + qv)$$

(3.14)

so that

$$B = pu + qv$$

(3.15)

This process is illustrated in Figure 3.2. It can be seen in the figure the ratio between Branch metrics 1 and Branch metrics 2 remains the same even if the signal magnitude is reduced under AWGN. This demonstrates that the envelope variation of $r(t)$ does not affect the branch metrics decision. From these individual branch metrics, one can then calculate the path metric, thereby maximizing it.

In order to obtain a ML sequence estimate for the sequence of received symbols, one must search through the trellis over the current and previously received symbols to find the trellis path with the maximum overall path metric in (3.4) (rather than maximum individual branch metrics for each symbol). This is calculated using the branch metrics that were calculated in (3.9) for each of the received symbols in the sequence. The most efficient way to do this is by using the VA, which is a search algorithm that will be described in the next section. Note the branch metrics can be evaluated in practice using a matched filter (MF) bank [7]. The size of the MF bank is given by $2M^L$ [7]. Figure 3.3 shows the optimum MLSE receiver structure for CPM.
Example of Branch Metric Calculation, constant envelope

\[ s_z(t) = u_z + jv_z \ (0.433+0.25j) \]
\[ r(t) = p + jq \ (0.492+0.087j) \]
\[ s_i(t) = u_i + jv_i \ (0.5+0j) \]

**Branch Metric 1**
\[ (p \cdot u_z) + (q \cdot v_z) \]
\[ (0.492*0.5) + (0.087*0) = 0.246 \]

**Branch Metric 2**
\[ (p \cdot u_i) + (q \cdot v_i) \]
\[ (0.492*0.433) + (0.087*0.25) = 0.2348 \]

**Conclusion**
The received signal is more likely to have been in State 1 than State 2

**Branch Metric Ratio**
\[ \frac{(0.246*0.5)}{(0.492*0.433) + (0.087*0.25)} = 0.2348 \]
\[ \frac{0.246}{0.2348} = 1.04 \]

Example of Branch Metric Calculation, Non constant envelope

Magnitude Halved

\[ s_z(t) = u_z + jv_z \ (0.433+0.25j) \]
\[ r(t) = p + jq \ (0.246+0.0435j) \]
\[ s_i(t) = u_i + jv_i \ (0.5+0j) \]

**Branch Metric 1**
\[ (p \cdot u_z) + (q \cdot v_z) \]
\[ (0.246*0.5) + (0.0435*0) = 0.123 \]

**Branch Metric 2**
\[ (p \cdot u_i) + (q \cdot v_i) \]
\[ (0.246*0.433) + (0.0435*0.25) = 0.1174 \]

**Conclusion**
The received signal is more likely to have been in State 1 than State 2 i.e the envelope variation has not affected the decision

**Branch Metric Ratio**
\[ \frac{(0.123)}{(0.1174)} = 1.04 \]

Figure 3.2 Metric calculation example [2].
3.2.3 The Viterbi Algorithm

The VA is an efficient searching algorithm that finds the best or shortest path through a trellis. It was proposed by Viterbi in 1967 [62] as a means of decoding convolutional codes. The algorithm is an application of forward dynamic programming which searches for the shortest unidirectional route in a graph exhaustively and synchronously [9]. It ensures a ML estimate of the transmitted data sequence is obtained [7].

In practice an approximate version of the VA is used, since it is not usually feasible to trace back through the whole trellis due to the required long delay. In a practical VA, surviving paths are saved only over a certain length of path history, \( N_{\text{win}} \). The algorithm returns an estimate for the oldest symbol in the best partial sequence of length \( N_{\text{win}} \), based on the current estimation of the most likely path [7]. This length \( N_{\text{win}} \) is called the decoder decision depth or observation window [9]. \( N_{\text{win}} \) is also known as the decoding delay as each symbol is decoded after \( N_{\text{win}} \) symbol times. Ideally \( N_{\text{win}} \) should be long enough that no significant performance loss will be introduced [9], and such that the resulting delay is tolerable. The best criterion for choosing \( N_{\text{win}} \) depends on channel conditions such as the SNR and the transmit signal memory length [7]. In practice, \( N_{\text{win}} \) is typically chosen to be five times the frequency pulse length of \( L \) symbols for CPM [16].

3.2.3.1 H-CPM

Recall that the H-CPM states are represented as \( S = (\theta_n, I_{n-1}, I_{n-2}, I_{n-3}) \). Figure 3.4 shows a small portion of the complete state trellis for H-CPM. Each state is
$$(\theta_n, I_{n-1}, I_{n-2}, I_{n-3}) =$$

S1

[Diagram showing partial representation of the H-CPM trellis with nodes and connections labeled with specific values of $\theta_n$, $I_{n-1}$, $I_{n-2}$, and $I_{n-3}$.]

Figure 3.4 Partial representation of the H-CPM trellis.
directly linked to four other states, corresponding to the four possible state transitions or data symbols (±1 and ±3). The solid dots represent the different H-CPM states. Figure 3.5 shows an example of how the VA decodes the transmitted symbol sequence for H-CPM. Assume a sequence of 1’s is transmitted. We will use \( S_1 \) as an example for illustrating the process. At \( t = T \), given a signal \( s(t) \) is received, we want to find out what the conditional probability that the \( S_1 \) signal is transmitted. We calculate the branch metrics between \( s(t) \) and four possible ancestor states \( S_{66}, S_{195}, S_{196} \) and \( S_{321} \). Then the path metrics are calculated by adding these branch metrics to the accumulated path metrics of \( S_5, S_{11}, S_{15}, \) and \( S_2 \) calculated at the previous symbol time for the previous state. Once the four path metrics are calculated, only the path with the maximum path metric value is kept and stored. This process is known as the add-compare-select (ACS) [63]. The selected and stored path is called the surviving path.

For H-CPM, this process is repeated for all 384 states and 384 survivor paths are kept. As mentioned in section 3.2.3, the surviving paths are saved only over a path history of \( N_{\text{win}} \) symbol times. Then the VA selects the path with the maximum path metric as the winner surviving path and returns an estimate for the oldest symbol in that path. The process is repeated until all transmitted symbols are decoded.

### 3.2.4 Simulation Results

The H-CPM encoded symbols are generated randomly and transmitted, as described in Chapter 2, through an AWGN channel. They are then decoded using the above VA implementation. The results are compared to the actual transmitted symbols to estimate the bit error rate (BER) performance as a function of SNR. The SNR is calculated as \( \frac{E_b}{N_o} \), where \( E_b \) is the energy per bit and \( N_o \) is the noise power spectral density. This definition will be used in the rest of the thesis.

Section 3.1.3 described how it is important to choose the correct memory depth of \( N_{\text{win}} \) symbols in the VA to minimize performance loss and decoding delay. Normally, \( N_{\text{win}} \) is chosen to be four or five times the frequency pulse length of \( L \) symbols [16]. A wide range of values of \( N_{\text{win}} \) has been used in the present simulations in order to determine an appropriate value and the results are shown in Figure 3.6.
As seen in Figure 3.6, when $N_{\text{win}}$ is chosen to be close to the frequency pulse length of $L = 4$, errors are introduced at high SNR as seen for $N_{\text{win}} = 3$ and 5. This is to be expected. As already stated, $N_{\text{win}}$ is usually around 4-5 $L$ [16]. The better BER performance obtained when $N_{\text{win}} = 20$ is consistent with this. Moreover, if we further
increase the $N_{\text{win}}$ size, little further performance gain is observed, even at $N_{\text{win}} = 30$. Furthermore, if $N_{\text{win}} = 2.5L = 10$ is used, the performance degradation is very small compared with $N_{\text{win}} = 20$, while a significant reduction of memory usage is achieved. Hence, in this thesis, $N_{\text{win}} = 2.5L = 10$ is chosen as the decision depth for VA decoding of the H-CPM signal.

Figure 3.7 shows the H-CPM receiver BER performance comparison between the simulated 384 state version and Tyco’s 12-state realization for an AWGN channel [1]. Note that the simulated 384-state simulation assumes perfect channel information. Tyco’s 12-state realization incorporates some format channel estimation to track the channel information. No detailed implementation information is available for Tyco’s 12-state realization. As shown in Figure 3.7, the simulated 384-state case has a similar shape to Tyco’s 12-state version. At low SNR, the two receivers have almost identical BER performance, while at high SNR, the simulated 384-state case outperforms Tyco’s 12-state realization. This is expected since the full trellis of H-CPM has 384 states.
Figure 3.7 BER performance of the simulated 384-state simulation, $S = (\theta_n, I_{n-1}, I_{n-2}, I_{n-3})$, $N_{win} = 10$ and Tyco’s 12-state realization with channel estimation for an AWGN channel [1].

### 3.3 Receiver Complexity Reduction

A problem with the above MLSE detector is complexity. The VA requires a search through all trellis states that are present at each symbol time. The number of distinct state transitions or symbols is actually fairly small compared to the number of states. However, the complexity of the algorithm increases exponentially with the number of trellis states or equivalently with the number of symbols $L$ over which the phase response $q(t)$ extends. For example, consider the 384-state decoding of H-CPM. There are 4 possible transmitted symbols, so that at each symbol time $T$ the algorithm must calculate $4 \times 384$ branch and path metrics and select 384 survivors. Coupled with the memory needed to store previous states, surviving paths and previous symbols, it is easy to see that the resulting receiver requires significant resources and computing power.

As mentioned in Chapter 1, there are several different approaches to reducing receiver complexity. One way is through reduced-search schemes that only search the part of the trellis where the transmitted sequence is likely to be [9]. The two main
categories of reduced-search schemes are the breadth-first decoders whose search is forward and unidirectional, and depth first decoders or backtracking decoders that can backtrack and are typified by sequential decoders [9]. The $M$-algorithm is one of the best known breadth-first decoders. It keeps only the $M$ paths with the best cumulative path metrics. Another well known breadth-first decoding algorithm is the $T$-algorithm [64]. While the $M$-algorithm keeps a constant number of paths, the $T$-algorithm keeps a variable number of paths which depends on a threshold level and the best metric path. Comparing the average number of paths that the $T$-algorithm keeps with that of the $M$-algorithm, it is seen that at lower SNR, the $T$-algorithm needs a larger number of survivors. However, at moderate or higher SNR, the $T$-algorithm needs to store fewer survivors. One other breadth-first decoder that has received attention in the literature is state-space partitioning (SSP) [65]. SSP was introduced by Larsson for partial response CPM. It divides the trellis states into $C$ classes [65]. Then for each state class, only one path, namely the one that is closest to the received signal, is selected and retained. By reducing the parameter $C$, a reduced complexity receiver is obtained, and thus $C$ controls the overall computational effort. SSP can be implemented with a decision feedback scheme developed in [66] called reduced state sequence detection (RSSD) [65]. The drawback is that it exhibits error propagation due to the decision feedback. Finally we note that the size of the MF bank does not change with any of these reduced-search algorithms [67].

Two other well-known complexity-reducing techniques are the use of pulse amplitude modulation (PAM) signal representations [7, 68] and the use of orthogonal basis function models [69]. The PAM approach is also known as the Laurent expansion approach and was first developed by Mengali et al [68]. Using this technique, a CPM signal is decomposed into a linear combination of PAM components [67, 70]. Then at the receiver, a small number of PAM components form pseudo-symbols and the resulting pulses are used to approximate the actual signals so as to obtain reduced complexity [67]. As the number of pulses is reduced, the size of the MF bank and the number of trellis states are simultaneously reduced by the PAM model [67]. Orthogonal basis function techniques on the other hand project CPM signals onto a set of orthonormal basis functions that entirely span the signal space to replace the MF bank [69]. By using only a small subset of these projections to decode the signal, complexity is reduced. This technique only reduces the size of the MF bank, but not the number of trellis states [28, 69].
More easily implemented techniques which reduce the underlying trellis complexity and hence the receiver complexity are the so-called reduced-state schemes. Here the actual trellis structure is simplified by exploiting in part the redundancy in the trellis. There are several such schemes available. The frequency pulse truncation technique was first proposed by Svensson, Sundberg and Aulin [59]. There the frequency pulse used in defining the phase response $q(t)$ is truncated [3]. As the amplitudes of the frequency pulse tails are small, the resulting phase response can be truncated, thereby simultaneously reducing both the number of trellis states and the number of matched filters, with little performance degradation. As this truncation actually reduces the correlative-state vector, it is a form of correlative state reduction [28]. Another complexity-reducing technique, which is normally used along with other complexity-reducing techniques, is called the tilted phase approach [7, 28]. It is based on the decomposition model of [15]. It transforms the periodically time-varying trellis usually encountered in CPM into a time-invariant form that usually has only half the number of phase states of the original trellis. It affects only the number of phase states and not the number of correlative states.

Almost all these complexity-reducing techniques involve tradeoffs between performance and implementation complexity. Table 3.1 summarises the properties of the various techniques in terms of the type of complexity reduction [28].

<table>
<thead>
<tr>
<th>Technique</th>
<th>Phase State Reduction</th>
<th>Correlative State Reduction</th>
<th>MF Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tilted Phase</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-algorithm</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>T-algorithm</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency Pulse Truncation</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SSP</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PAM</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Basis Functions</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3.1 Comparison of the properties of the complexity-reducing techniques [28].
As seen in Table 3.1, there is no single technique that leads simultaneously to phase state reduction, correlative state reduction and MF reduction, but a combination of the techniques can achieve this. In the present work, the tilted phase approach combined with frequency pulse truncation will be applied to obtain a low complexity H-CPM receiver. This combination reduces both the number of trellis states and the size of the MF bank. Furthermore, the resulting scheme will be seen to be robust against error propagation and simple to implement. In particular for the H-CPM signal format, state reduction is achieved via a three step approach. The tilted phase approach [15] is first used to reduce the number of states to 192. This is followed by frequency pulse truncation which further reduces the number of states to 48 by reducing the number of correlative states. Finally, a further four-fold reduction is achieved by applying a second selective frequency pulse truncation process to obtain the final 12 state receiver.

### 3.3.1 Tilted Phase

Recall that the phase state of H-CPM can have one of the following 6 values

\[ \theta_n \in \left\{ 0, \frac{\pi}{3}, \frac{2\pi}{3}, \frac{4\pi}{3}, \frac{5\pi}{3} \right\}. \]  

(3.16)

One can arrange the phase states in a phase diagram as shown in Figure 3.8.

![Figure 3.8 Phase states of H-CPM.](image-url)
The phase states can be represented by two subsets corresponding to even and odd symbol times respectively. The hollow and solid symbols in the figure represent the two subsets.

The modulation index $h$ of CPM is denoted $m/p$, where $m$ and $p$ are relatively prime integers. For the H-CPM scheme, $m = 1$ and $p = 3$. In the tilted phase state representation described by Rimoldi [15], the amount of computation needed is reduced by using the two subsets of states from the trellis at even and odd symbol times [71]. The actual number of trellis states is still 384, but at each symbol time, only 192 states are actually used in the VA, and hence the receiver complexity may be reduced by 50%. To understand how this works, one must refer to the H-CPM phase state. Recall the phase state $\theta_n = R_{2\pi} \left[ h\pi \sum_{k=-L}^{n-L} I_k \right]$, $nT \leq t \leq (n+1)T$. We define new data symbol values $U_k = (I_k + M^{-1})/2$, where $M = 4$ (for H-CPM) is the alphabet size as defined in Chapter 2. These replace the original data symbol $I_k$, which allow us to decompose $\theta_n$ into a data independent phase tilt $\nu_n$ and a data dependent phase state $\varphi_n$, given in [15, 28] as

$$\theta_n = R_{2\pi} \left[ \pi h \sum_{k=0}^{n-L} I_k \right] = \nu_n + 2\pi h \sum_{k=0}^{n-L} U_k \sum_{k=0}^{n-L} \sigma_k \quad (3.17)$$

where, by convention, $I_{-\infty} = \cdots = I_L = I_1 = I_2 = I_3 = 0$. Note that $\nu_n$ is obtained through the recursion

$$\nu_n = \nu_{n-1} - \pi h (M - 1), \quad (3.18)$$

which causes the phase offset and the resulting phase state in each symbol period to alternate between the so-called even phase state set and odd phase state set. For example, at $t = 0$, which is an even symbol time, $\nu_{n-1} = 0$, which for H-CPM gives $\nu_n = -\pi$. At $t = T$, which is an odd symbol time, $\nu_n$ can be recursively obtained as $-2\pi$, which (modulo $2\pi$) gives 0 phase offset. Therefore for H-CPM, at odd symbol times, $\nu_n$ provides no phase offset, while at even symbol times, it gives a $-\pi$ phase offset.
Now we consider the data dependent part for the phase state $\theta_n$. Taking a modulo $2\pi$ representation of $\theta_n$ gives [15]

$$R_{2\pi}\left[2\pi n\sum_{k=0}^{m-1} U_k\right] = R_{2\pi}\left[2\pi \left(\frac{m}{p}\right) \sum_{k=0}^{m-1} U_k\right] = R_{2\pi}\left[2\pi \left(\frac{m}{p}\right) R_p \left[\sum_{k=0}^{m-1} U_k\right]\right]$$

(3.19)

where $R_p[\cdot]$ is the modulo $p$ operator. Clearly $\theta_n$ takes only $p$ data-dependent phase values. This is only half as many as the actual number of phase states. For H-CPM, $U_k \in \{0, 1, \ldots, 3\}$ and $\theta_n$ takes the possible values

$$\theta_n \in \left\{0, \frac{2\pi}{3}, \frac{4\pi}{3}\right\}.$$  

(3.20)

Taking into account the phase offset at even and odd symbol times as determined by the data independent phase tilt $\nu_\kappa$, the set of 3 possible values of the phase state $\theta_n$ at odd symbol times is given by

$$\theta_n \in \left\{0, \frac{2\pi}{3}, \frac{4\pi}{3}\right\}.$$  

(3.21)

At even symbol times, the set of 3 possible values of the phase state $\theta_n$ is given by

$$\theta_n \in \left\{\frac{\pi}{3}, \pi, \frac{5\pi}{3}\right\}.$$  

(3.22)

Figure 3.9 shows the H-CPM phase trellis showing how the two sets of phase states are used at alternate even and odd symbol times.
It turns out that for all CPM schemes, at any given symbol time, the value of $\theta_n$ can take only $p$ possible values, even though the total number of possible $\theta_n$ values may be either $p$ if $m$ is even, or $2p$ if $m$ is odd [71]. In the case where $m$ is odd, the set of $2p$ possible $\theta_n$ values is split in half, with each set used only at either even symbol times or odd symbol times, respectively [71]. In particular, at odd symbol times, the phase state takes the possible values

$$\theta_n \in \left\{ \frac{0}{p}, \frac{2\pi}{p}, \frac{4\pi}{p}, \ldots, \frac{(p-1)2\pi}{p} \right\}$$  \hspace{1cm} (3.23)$$

while at even symbol times, it has the values

$$\theta_n \in \left\{ \frac{\pi}{p}, \frac{3\pi}{p}, \frac{5\pi}{p}, \ldots, \frac{(2p-1)\pi}{p} \right\}.$$  \hspace{1cm} (3.24)$$

The proof of this is shown in [71]. This alternating property of the phase state set results in a cyclically time variant structure of the trellis with a period of 2 symbol times for CPM schemes with odd $m$ [71]. This time variant trellis can be represented
as an equivalent time invariant trellis called the tilted trellis which can be used with
the VA [15]. The tilted trellis is arrived at by applying the phase offset of (3.18) to
“correct” the phase state values. With this approach, the effective number of states
used to decode H-CPM is halved in each symbol interval without any performance
loss. Note that this in fact changes the time-variant trellis into a time-invariant one.

Figure 3.10 shows the comparative error performance of the 384-state and
192-state receivers using the tilted trellis for an AWGN channel. It can be seen that
the error performances of the two designs are virtually identical, even though the
complexity of the 192-state receiver is half that of the 384-state receiver. This is as
expected and confirms the usefulness of the tilted trellis design.

Figure 3.10 H-CPM receiver BER performance for 384 states, $S = (\theta_n, I_{n-1}, I_{n-2}, I_{n-3})$, $N_{\text{win}} = 10$
and for 192 states with tilted phase, $S = (\theta_n, I_{n-1}, I_{n-2}, I_{n-3})$, and $N_{\text{win}} = 10$.

### 3.3.2 Frequency Pulse Truncation

Figure 3.11 shows how frequency pulse truncation is applied to the H-CPM
signal. Figure 3.11a, shows the effect of the phase response $q(t)$ on the transmitted
signal for the H-CPM ($L = 4$) encoding, starting from $t = 0$ (current transmission) and
tracing back to the previous symbols. From $t = 0$ to $t = -4T$, the value of $q(t)$ increases from 0 to 0.5. This time span corresponds to the correlative state of the transmitted signal, as described by (3.2), and the correlative state is defined by the three symbols $I_{n-1}$, $I_{n-2}$ and $I_{n-3}$ immediately preceding the current symbol. This is represented in Figure 3.11a as the white regions in the graph. On the other end, for $t \leq -4T$, the value of $q(t)$ is constant at 0.5, and the sum of all the symbols transmitted in and before this time frame gives the phase state $\theta_n$ of the transmitted signal. This is shown in Figure 3.11a as the shaded region.

![Figure 3.11 The change in the correlative state and phase state upon application of frequency pulse truncation (figure adapted from [61]). Note that this is equivalent to performing a phase truncation as the phase pulse is simply the integral of the frequency pulse.](image-url)
The implementation of frequency pulse truncation relies on the shape of \( q(t) \). In particular, it can be seen from Figure 3.11a that at \( t = -3T \), the value of \( q(t) \) is very close to 0.5. Therefore, one can assume that the value of \( q(t) \) at \( t = -3T \) is approximately 0.5, in which case the effect of the last symbol \( I_{n,3} \) can be merged into \( \theta_n \). This reduces the pulse time varying response length \( L \) by 1, which according to (2.10), reduces the number of trellis states from 192 to 48. Note that this makes no difference to the allowable values of the phase state \( \theta_n \).

A further reduction in the number of states can be achieved by considering the value of \( q(t) \) at \( t = -T \). It can be seen that at \( t = -T \), the value of \( q(t) \) is very small. This leads us to approximate it as \( q(T) \approx 0 \), which essentially ignores the effect of the symbol at \( t = -T \) on the correlative state. The resulting phase response duration is further reduced by 1, giving \( L' = 2 \), which means that the number of trellis states at each symbol time is reduced to 12. The new states corresponding to a reduced trellis are represented by \( S = (\theta_n, I_{n,2}) \), based on which the VA then decodes the signal. This approach is also called correlative state reduction, as the last element of the correlative state vector has been merged into the phase state vector [67] and the first element of the correlative state vector has been ignored. The final appearance of the phase response and the corresponding correlative and phase state are shown in Figure 3.11b as the dashed trajectory.

Figure 3.12 shows the reduced 12 state H-CPM trellis with the two numbers representing the phase state \( \theta_n \) and previous symbol \( I_{n,2} \) which uniquely identify each state. It also demonstrates the H-CPM alternating phase states feature as described in Section 3.2.1. Figure 3.13 shows the error performance of the reduced complexity receiver designed using frequency pulse truncation in an AWGN channel. It can be seen from Figure 3.13 that there is a slight degradation in the error performance as the number of trellis states is reduced from 192 to 48. This is expected as, unlike the tilted phase, an approximation is made in the frequency pulse truncation process, and thus, a small extra error is introduced into the decoding process. Similarly, the state reduction from 48 states to 12 states also leads to some further error performance degradation, although to a lesser extent. Furthermore, limitations caused by a finite simulation length may also contribute to some of the performance variations seen. In particular, at high SNR the BER becomes less accurate due to the small number of errors that can be generated in a reasonable timeframe. Note that the performance loss becomes noticeable only at high SNR. At low SNR, the AWGN dominates, and the inaccurate
phase effect introduced by the frequency truncation is negligible. With the same amount of AWGN, there is hardly any performance difference between different receivers. At high SNR, the AWGN is very small, and the inaccurate phase effect introduced by frequency pulse truncation dominates performance. As the result of the different degrees of approximation to the phase, performance degradation starts to appear. According to the figures, this degradation is still very small. This leads to the conclusion that the significant effects of the correlative state are retained.

Figure 3.12 Trellis example of the reduced state H-CPM receiver.
3.3.3 Discussion

From Figure 3.10 and Figure 3.13 it can be seen that by using the tilted phase and frequency truncation techniques, we can reduce the complexity of the receiver with almost no degradation in the resulting error performance. This is further emphasized in Table 3.2, which shows the performance versus complexity trade-off for the trellis state reduction processes. It can be seen that as the number of trellis states is reduced, the computational load, which involves the computation of all possible branch metrics for each branch in the trellis, is reduced dramatically, with the initial state reduction from 384 to 192 halving the computational load, and the reduction to 12 states led to a reduction of computation time by over 95%. This is accompanied by a BER degradation of 0.07 dB at 2% and 5% BER. This is a very small change, and for all practical purposes may be neglected. Table 3.3 shows the corresponding error performance of the receiver for an AWGN channel. The remainder of the thesis will focus on the 12-state receiver.
### Table 3.2 The performance/complexity trade-off for receiver trellis state reduction.

<table>
<thead>
<tr>
<th>Number of states</th>
<th>Number of branches/state</th>
<th>Total number of branches</th>
<th>Computational reduction</th>
<th>Loss (dB) at $BER = 10^{-4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>384</td>
<td>4</td>
<td>1536</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>192</td>
<td>4</td>
<td>768</td>
<td>50%</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>4</td>
<td>192</td>
<td>87.5%</td>
<td>0.3 dB</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>48</td>
<td>96.875%</td>
<td>0.3 dB</td>
</tr>
</tbody>
</table>

### Table 3.3 BER performance of H-CPM receiver for an AWGN channel. The performance amongst the four are essentially the same within statistical variation.

<table>
<thead>
<tr>
<th></th>
<th>384</th>
<th>192</th>
<th>48</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% BER</td>
<td>4.10 dB</td>
<td>3.90 dB</td>
<td>4.00 dB</td>
<td>4.17 dB</td>
</tr>
<tr>
<td>2% BER</td>
<td>5.40 dB</td>
<td>5.45 dB</td>
<td>5.45 dB</td>
<td>5.47 dB</td>
</tr>
<tr>
<td>0.01% BER</td>
<td>9.38 dB</td>
<td>9.44 dB</td>
<td>9.64 dB</td>
<td>9.68 dB</td>
</tr>
</tbody>
</table>

### 3.4 Summary

In this chapter, an optimum MLSE H-CPM receiver structure has been specified. Tilted phase and frequency pulse truncation techniques have then been applied to reduce receiver complexity, resulting in a sub-optimum low complexity structure. Simulation results have shown that a properly designed 12-state low-complexity MLSE H-CPM receiver suffers about 0.07 dB performance degradation at 2% and 5% BER under AWGN conditions with a 96.875% increase in computation efficiency. In the next chapter, a Rayleigh fading channel will be considered, and receiver performance with per-survivor processing (PSP) based channel estimation will be investigated.
Chapter 4

CHANNEL ESTIMATION

In Chapter 3, the optimal MLSE H-CPM receiver was described. Using tilted phase and frequency truncation, it was shown that a receiver with low complexity can be designed, giving a computation efficiency increase of over 95% with almost no degradation in performance in AWGN channel. It is obvious that a 12 state MLSE receiver can form the basis of the receiver design for the P25 base station system. However, so far only AWGN has been considered. As we know, apart from AWGN, multipath fading also has important effects on the received signal that need to be considered in the demodulation. This will be the focus of this chapter.

4.1 Branch Metrics and Channel Gain

The low complexity receiver designed in Chapter 3 needs the channel gain estimated prior to actual demodulation in fading channels. Under the effects of fading, the received signal is given by

$$r(nT) = g(nT)s(nT) + e(nT),$$  \hspace{1cm} (4.1)

where $g(nT)$ is the fading process, also known as the channel gain and $e(nT)$ is the AWGN component. Recall from (3.7) that the Euclidean distance is given by the magnitude of the error. Incorporating the channel gain into (3.7), the distance becomes

$$d(nT) = |e(nT)|^2 = |r(nT) - g(nT)s(nT)|^2,$$  \hspace{1cm} (4.2)

which can be expanded as
\[
d(nT) = \left| r(nT) \right|^2 - 2 \Re(r(nT)g^*(nT)s^*(nT)) + |g(nT)s(nT)|^2. \tag{4.3}
\]

Again using the same argument as Chapter 3, we get the branch metric

\[
B(nT) = \Re(r(nT)g^*(nT)s^*(nT)). \tag{4.4}
\]

Again, practically, we can separate the real and imaginary components of \(r(t), g(t)\) and \(s(t)\), and represent these complex functions as

\[
r(nT) = p + jq, \tag{4.5}
\]

\[
s(nT) = u + jv, \tag{4.6}
\]

\[
g(nT) = m + jn, \tag{4.7}
\]

from which we get

\[
B(nT) = \Re((p + jq)^*(u - jv)^*(m - jn)), \tag{4.8}
\]

\[
B(nT) = \Re((mpu + mquj - mpvj + mqv - jnpu + nqu - npv - jnvq)). \tag{4.9}
\]

Hence

\[
B(nT) = mpu + mqv + nqu - npv \tag{4.10}
\]

is new branch metric that needs to be evaluated for fading channels. Note that when \(g(nT) = 1 + 0j\) (corresponding to a static channel), then the branch metric becomes \(B(nT) = pu + qv\) which is the result obtained in Chapter 3 as (3.15). Therefore, it can be seen that the branch metric includes channel gain can be used in MLSE for both AWGN and fading channels. From this, an estimation of the channel gain \(g(nT) = m + nj\) representing the fading effect of the channel must be obtained.
4.2 Conventional Channel Estimation

Conventionally, MLSE receivers estimate the channel gain by using an inter-module technique in which the information is shared between the data-aided estimators and the VA module. Figure 4.1 shows the block diagram of a conventional MLSE receiver with built-in channel estimation. In this approach, one global channel estimator for all paths in the VA is used [72]. It feeds back tentative

Figure 4.1 Conventional MLSE receiver (adapted from [29]).
decisions made by the VA and updates the channel estimate adaptively. The problem with conventional MLSE is that it introduces a delay in channel estimation as the channel estimate is only calculated after the VA. In a rapid changing channel, the delays in this approach may lead to inaccurate estimations. Moreover, if poor tentative decisions are used in channel estimation, the resultant degraded estimator will cause further performance degradation in future detection. Then worse tentative decisions will be produced and so on. It becomes a vicious cycle of error propagation. A solution to this problem is to use an alternative algorithm, namely per-survivor processing (PSP) estimation.

4.3 PSP

PSP is a channel estimation technique which is based on the surviving paths in the VA. Figure 4.2 shows the algorithm of a PSP-based MLSE processor. As can be seen in the block diagram, in a PSP approach different channel responses are estimated along the surviving paths that are associated with each state in the trellis of the VA simultaneously. Each surviving path maintains and updates its own channel estimate based on the corresponding hypothesized transmitted data sequence [72, 73], and that gain is only used for that surviving path to calculate branch metrics. The existence of individual gains for surviving paths means that each gain estimated is confined within the surviving path, along with its error. Thus unlike conventional MLSE, if one of the gain for a particular surviving path is corrupted with noise or distortion, then the rest of the surviving paths may not be affected, and as decision making is based on the best surviving path, this error would not propagate through the decoding sequence. Further, as the gain is estimated based on the previous surviving paths, in general, the more reliable the surviving path is, the more reliable the channel estimation associated with it is. This therefore increases the reliability in a self-propagating manner (i.e. the better the surviving path, the better the gain, which in turn leads to a more accurate surviving path). Finally, as the gain for each surviving path is calculated based on previous survivors right at the start of the algorithm without feedback from the tentative decision, the delay between receiving and decoding a symbol is significantly reduced. Hence PSP is suitable for fast time-varying channels with a great reduction in the effects of error propagation.
Typically, the PSP-based MLSE receivers outperform the conventional MLSE receivers, especially under fast fading conditions. Therefore PSP is chosen for the design of MLSE H-CPM receivers. The drawback of the PSP-based MLSE receivers is their large computational complexity as channel estimation is required for each survivor rather than requiring only one global channel estimate.
4.4 Implementation of PSP

The main concern when designing a PSP-based MLSE receiver is the design of the channel estimation algorithm. From the block diagram shown in Figure 4.2 it can be seen that the channel estimation is derived from the previous entries of the surviving path. This is because the previous symbols in the surviving path contain information about the channel. In particular, if we assume that the surviving path is correct, then the decoded symbol and the received symbol from the previous symbol time in that surviving path must be related through the channel gain at that particular point in time. In fact, it can be shown that the correlation function between the received signal \( r(t) = p + jq \) and the tentative decoded signal \( s(t) = u + jv \), given by

\[
corr(r,s) = (pu +qv) + j(qu - pv) \tag{4.11}
\]

is a noisy estimate of the channel gain [74]. Hence one can obtain an accurate estimate of the channel gain by reducing the noise component in the correlation function. This can be done by averaging, possibly in a weighted manner, \( N \) successive estimations to obtain a more nearly noise free gain estimate [74].

In this thesis, two averaging algorithms are considered. The first is standard averaging where each of the \( N \) previous estimations is weighted equally, ie.

\[
g(nT) = \frac{1}{N} \left[ corr(r,s) + g((n-1)T) + g((n-2)T) + \ldots + g((n-N+1)T) \right] \tag{4.12}
\]

This simple averaging is easy to implement, but usually provides less accurate estimates of the gain in a fast changing channel due to the equal importance of current and past channel conditions. In the second approach, a weighted sum is used by assuming a Jakes’ Doppler spectrum [74]

\[
g(nT) = w_0 corr(r,s) + w_1 g((n-1)T) + w_2 g((n-2)T) + \ldots + w_N g((n-N+1)T) \tag{4.13}
\]

where \( w^T = [w_0 \ w_1 \ w_2 \ldots \ w_N] \) is defined by the Yule-Walker equation [16]

\[
w = R_s^{-1}v. \tag{4.14}
\]
Hence $R_f$ is the covariance matrix

$$R_{y_i,j} = 2\gamma_s J_0\left(2\pi f_{d_{(\text{max})}} T(i - j)\right) + \delta((i - j),0). \quad (4.15)$$

$\gamma_s$ is the SNR of the channel and $J_0$ is the zero order Bessel function, where the cross correlation vector $p$ (of length $L$) is given by

$$p_i = \sqrt{2\gamma_s J_0\left(2\pi f_{d_{(\text{max})}} T(i + 1)\right)}. \quad (4.16)$$

This approach takes into account the speed of fading, and weights the successive estimates accordingly. It is expected that this weighted sum approach will give a more accurate estimate for fast fading channels. To compare the two, each technique is implemented into the MLSE reduced state receiver designed in Chapter 3. They generate channel gain estimates for each surviving path, which are incorporated into the branch metrics as described by (4.8). Performance of the PSP-based MLSE receiver is then simulated for a Rayleigh fading channel with Doppler frequencies of 0Hz, 5Hz, 40Hz, 80Hz and 333Hz. These are typical Doppler frequencies used to test the performance of modern mobile radio wireless systems. The corresponding BER performances are then compared.

### 4.5 Simulation Results

Figure 4.3 shows the performance of the PSP algorithm considered here using an averaging length of $N = 5$ which is a typical value used. Performance is compared to a receiver with perfect channel information on an AWGN channel. An AWGN channel is used here to highlight the effect of the PSP algorithm itself on the error performance. The performance of the MLSE receiver with channel estimation by
Tyco Ltd is also shown on the figure for comparison. Note that pilot symbols are used with channel estimation by Tyco Ltd and no other information on the channel estimator designed is available. It can be seen from the figure that the application of the PSP algorithm does degrade the error performance. This is expected as the extra estimation step involved in calculating the gain will inevitably lead to some error that is especially noticeable when the gain estimation is not actually needed. This is because the additive noise is random and can only be minimized by increasing SNR [8]. The graph shows that the performance degradation for the standard averaging technique is much less than that observed for the weighted sum technique in the displayed SNR range. In particular, while the performance of the averaging PSP algorithm under static conditions is essentially the same as a receiver without PSP, the performance of the weighted sum algorithm is more than 2 dB inferior for BER < $10^{-2}$. It can also be seen from the figure that the performance of the Tyco system is slightly better than that observed for the averaging PSP. This could be due to the additional channel information provided when the pilot symbols are used.
Figure 4.4 shows the performance of the final PSP algorithm design (using weighted sum averaging) in Rayleigh fading channels at Doppler frequencies of 5 Hz, 40 Hz, 80 Hz, the three typical Doppler frequencies used to test the performance of a modern mobile radio wireless system. Also a Doppler frequency of 333 Hz corresponding to the Doppler spread expected for transmissions from a helicopter, which is commonly used in public safety operations. A more detailed comparison between the different PSP approaches at different conditions are shown in Figure 4.5 and Figure 4.6 for the standard averaging technique and the weighted sum PSP respectively. As a comparison, the performance of the MLSE receiver without PSP under the different Doppler spreads is also shown in each figure. It can be seen from the figures that both techniques offer a performance improvement over standard MLSE with no PSP in fading channels. This confirms the necessity of channel estimation and the usefulness of PSP in fast fading channels. Looking first at Figure 4.5, it can be see that while the improvement observed is quite dramatic (over 10dB improvement) against MLSE without PSP, the actual BER observed over the

![Figure 4.4 BER performance of PSP based MLSE receiver at a Doppler frequency 5Hz, 40Hz, 80 Hz and 330Hz in a Rayleigh fading channel. Symbol time $T = 1/6000$. Weighted sum averaging is used here.](image-url)
Figure 4.5 BER performance of PSP-based MLSE receiver using standard averaging compared to BER performance of the PSP-based MLSE receiver without PSP in Rayleigh fading channel. Symbol time $T = 1/6000$.

specified SNR range is quite high. In particular, apart from the 5 Hz curve, performance at all other Doppler frequencies are very poor, with BER above $10^{-1}$ even at high SNR for Doppler frequencies of 80 Hz and 333 Hz. The performance at Doppler frequency of 40 Hz is slightly better, although the BER is still around the $10^{-1}$ mark even at SNR = 25 dB. At Doppler frequency of 5 Hz, however, the averaging technique seems to be doing quite well, with over an order of magnitude reduction of BER at high SNR.

Figure 4.6 shows the performance of the weighted sum PSP. Compared to the standard averaging, it can be seen that BER performance has improved substantially. While at 5 Hz, the performance between the two is similar, at higher frequencies the weighted sum technique has brought the BER down substantially below $10^{-1}$ for the SNR range of interest. In fact, the increase in Doppler spread does not seem to have a dramatic impact on the receiver performance. At a BER of $10^{-2}$, the performance at 5
Hz is only about 2 dB better than that at 40 Hz, and the performance at 80 Hz is essentially the same as that at 40 Hz. Even at the extremely high Doppler spread of 333 Hz, the degradation compared to 5 Hz is only of the order of 5 dB at a low SNR of $5 \times 10^{-2}$. At higher SNR, the BER saturates at ~0.04. From these results, it can be seen that although the averaging technique performs better under static conditions, the weighted sum approach is a better technique under fast fading conditions.

Figure 4.7 compares the PSP results obtained here to those obtained by Tyco Ltd in a Rayleigh fading channel at Doppler frequencies of 5 Hz, 40 Hz and 80 Hz, using the weighted sum approach. It can be seen that the performance of the receiver design described here is the same if not slightly better than that obtained by Tyco. This is especially clear under higher Doppler frequency of 80 Hz, which shows 1.5 dB
improvement at $10^{-2}$ BER. This clearly shows that the PSP receiver design here is reasonable for the P25 system.

![BER performance comparison](image)

Figure 4.7 BER performance comparison of PSP based MLSE receiver with weighted sum and Tyco’s receiver in a Rayleigh fading channel. Symbol time $T = 1/6000$.

### 4.6 Discussion

From the simulations, it was observed that the two algorithms for calculating the coefficients for gain estimation behave quite differently. In particular, it was observed that the standard averaging technique performs very well under static condition, but performs badly under fading conditions. On the other hand, the weighted sum technique performs badly under static conditions, but very nicely under fading conditions. This can be explained through the nature of the two algorithms. In the standard averaging algorithm, the weight of each previous gain estimate is the same. Under static conditions, the channel condition is always the same. Therefore,
the standard averaging averages out the noise in the "gain estimates" under static conditions. Under fading conditions, the faster the fading is, the faster the channel condition changes, and therefore, putting equal weight on past estimates result in an inaccurate estimation of the channel gain. On the other hand, with the weighted sum approach, the weight is calculated using the Doppler spread taking into account the extent of correlation between past estimates, and therefore, the gain estimate is more accurate. However, using this on the static condition result in worse performance as the inherit randomness will mean that the correlation between past estimates will never be 1, which is what it should be under static conditions. Another further complication that might have an effect is the fact that the Bessel function used in calculating the coefficients is designed specifically for a Rayleigh fading channel. Therefore, the resulting coefficients calculated for 0 Hz fading which should correspond to a static channel might not actually be the optimal set for static conditions. A new basis function for calculating the coefficients might be needed to provide a more suitable set of coefficients. This, however, is outside the scope of this thesis.

It is clear that there is a trade off between improving the receiver's response for the fading channel, and the sensitivity of the receiver in static conditions. According to the current design, this tradeoff is accommodated by a selective rule which uses the standard averaging technique for static conditions, and the weighted sum technique for fading channels, thereby fully incorporating PSP into the H-CPM receiver. Nevertheless, it is realized that this selection rule is by no means easy to implement, as it will be difficult for a receiver to identify in real time whether a channel is static or not. In fact, it will be difficult in real time to determine the Doppler spread of the channel, which is needed to calculate the weighting coefficients $w$. There are a number of approaches to estimate the Doppler spread which can be incorporated into this model [75]. This is however outside the scope of this thesis.

More practically, one can also use an adaptive algorithm which feedbacks the instantaneous error calculated from the estimated signal and the received signal to adjust the estimated gain obtained from PSP. A possible approach will be to use the least mean square (LMS) algorithm to adaptively change the weight coefficients based on minimizing the error in a mean square sense. In particular, the LMS estimation follows the general equation
where \( w(n) \) is the variable of interest, \( e(n) \) is the observed error and \( \mu \) is a rate constant that is system dependent. Conventionally, \( e(n) \) would be the error observed from the decoded symbol as compared to the transmitted symbol. However, in the PSP sense, this cannot be used as it will defeat the per-survivor low delay approach. Using the difference between the gains estimated from the correlation function and the previous gain estimates is a possibility. However, this option has not been investigated in this study as it is outside the scope of this thesis. Nonetheless, it is expected that the application of LMS with the PSP algorithm designed here would result in a versatile H-CPM receiver that could satisfy the requirements for a P25 base station system.

4.7 Summary

In this chapter, we have seen that a fading channel requires a channel gain estimator to compensate for the effect of fading before MLSE can be applied. We have described the use of PSP for this channel estimation, which gives the advantage of less error propagation and more accurate results compared to conventional channel estimation techniques. PSP was implemented based on the branch metrics approach, which required an estimation of the complex form of the channel gain, obtained from the correlation function of the received signal and the possible transmitted state. Both standard averaging and weighted sum approach were used to reduce the noise component in the gain estimation. It was found that while the standard averaging technique keeps the error performance of a PSP receiver in static condition essentially the same as one without PSP, the weighted sum approach is more appropriate for fast fading conditions. The performance of the PSP receiver at Doppler frequencies of 5 Hz, 40 Hz and 80 Hz reduced the BER by more than an order of magnitude compared to MLSE receivers without PSP. The difference in the behavior of the static channel and the difficulty in obtaining an accurate Doppler spread suggests that an adaptive approach to renew the weighted sum coefficients is needed.
Chapter 5

DIVERSITY

As we have seen previously, a fast fading channel poses problems in the receiving and decoding of the H-CPM signal due to the variability of the channel, which prevents accurate estimation of its parameters. It was seen in Chapter 4 that this can be overcome by using a low delay PSP algorithm to estimate the behavior of the channel. Another way that the effect of fading can be mitigated is by using diversity at the receiver. Diversity can be implemented in the time, frequency or spatial domains. Here we focus on the use of space diversity employing multiple antennas at the receiver. This chapter is focused on the design of a diversity combining scheme that can be used in parallel with the MLSE PSP algorithm to improve the error performance of the H-CPM receiver.

5.1. Types of Diversity

The concept of receive diversity is relatively simple. It consists of techniques to improve the reliability of a received signal by combining two or more copies of the signal containing the same information, but received through different and independent channels. Combining the received signals appropriately can increase SNR and improve performance by reducing the fluctuations caused by fading.

There are a number of diversity schemes that can be used to achieve this. For example, in frequency diversity, the same information is transmitted at more than one carrier frequency. The carrier frequencies are separated by more than the coherence bandwidth of the channel, and the receiver combines the signals at these frequencies [37, 76]. Time diversity is obtained by repeatedly transmitting the same information in different time slots and combining the received signals at the receiver [37]. This type of diversity is highly effective in a fast fading environment since independent fading is experienced within a small time interval. However, in slow fading channels,
as the fading is more correlated, less independent fading is obtained unless a large
decoding delay is allowed [77] and the effect of diversity is decreased. Time diversity
is achieved by using a coding structure known as interleaving where the interleaving
code or pattern is known by the receiver. Polarization diversity utilizes the
polarization state of electromagnetic waves, where the same antenna can be used to
obtain vertically and horizontally polarized signal components, which show sufficient
decorrelation to allow diversity gain [37]. However the diversity order is restricted to
two as only vertical and horizontal polarizations can be used. In this thesis, a more
common form of diversity, space diversity, will be considered.

Receiver space diversity is an effective tool to minimize the effects of multi-
path fading and co-channel interference without sacrificing spectral efficiency.
However, this is at the expense of extra hardware [46]. Receiver space diversity is
achieved by using \( N > 1 \) receive antennas. Each antenna receives a copy of the desired
signal subject to independent fading due to the multi-wavelength distance between
antennas, the distance from the mobile, and the height of the receive antennas [78].
The independence between channels can be quantified by a correlation coefficient
which has a value ranging from 0 to 1, where 1 corresponds to totally correlated
channels, and 0 to independent channels [79]. In practice, a correlation coefficient 0.7
represents a practical limit below which most of the available diversity gain is
achieved [80]. It is known that antennas separated by at least 7.5 wavelengths are
needed to make the correlation coefficient between antennas less than 0.7 [79]. For
example, for VHF (150 MHz) base stations, the separation between antennas has to be
at least 15m, while for UHF (450 MHz) and 800 MHz base stations, the separation
between antennas has to be at least 5m and 2.6m respectively. In this thesis, it is
assumed for simplicity that the antenna spacing is sufficient that the channels are
completely independent.

We assume in the present work that the diversity combining operation is
coherent. Consider a space diversity system with \( N \) receive antennas. The signal
received by the \( j^{th} \) antenna may be written as

\[
r_j(t) = g_j(t)s_j(t) + n_j(t), \tag{5.1}
\]
where \( s_j(t) \) is a copy of the transmitted signal, \( g_j(t) \) is the channel gain and \( n_j(t) \) is the additive noise component. As each \( s_j(t) \) contains the transmitted information, it can be argued that the linearly combined composite signal

\[
    r(t) = r_1(t) + r_2(t) + \ldots + r_N(t) = \sum_{j=1}^{N} g_j(t)s_j(t) + \sum_{j=1}^{N} n_j(t)
\]  

(5.2)

will be a more accurate representation of the received signal, as the transmitted signals will add constructively, while the noise components, being random, will combine incoherently [37], leading to a higher local SNR. In general, if we know the properties of the channels over which the \( N \) signals are transmitted, we can use a weighted sum of the received signals, emphasizing certain channels to maximize the effective received SNR, i.e.

\[
    r(t) = a_1r_1(t) + a_2r_2(t) + \ldots + a_Nr_N(t) = \sum_{j=1}^{N} a_j r_j(t),
\] 

(5.3)

where the weights \( a_j, j = 1, \ldots, N \) are known as the combining coefficients [37]. Note that the above is only true if the signals \( r_j(t) \) have the same phase. Therefore, it is important to make sure that the received signals are co-phased when diversity combining takes place.

### 5.2 Diversity Combining Techniques

There are different ways to determine the coefficients \( a_j \). These are referred to as diversity combining techniques and each involves some kind of tradeoff between performance and implementation complexity. Three common diversity combining techniques have been used in the literature: selection combining (SC), equal gain combining (EGC) and maximal ratio combining (MRC) [37]. This section will briefly outline each of them and compare their theoretical performance using the average output signal to noise power ratios (or simply power ratio) \( \bar{p} \) of the system, calculated from the local power ratios \( p_j, j = 1, \ldots, N \), for each channel.
5.2.1 Selection Combining

SC "combines" the signals from different receivers by only using the strongest received signal $r_k$. It is, strictly speaking, not a combining technique but more of a switching technique. The signals that are not selected are discarded and do not contribute to $r(t)$ [37], and hence SC is perhaps the simplest diversity technique. Figure 5.1 shows an $N$ channel SC system. Let $k$ equal the index of the channel for which the local power ratio $p_k \geq p_j$ for all $j$. SC then gives the combining coefficients

$$a_j = \begin{cases} 
1, & \text{for } j = k \\
0, & \text{for } j \neq k
\end{cases} \quad (5.4)$$

In the SC system block diagram of Figure 5.1, there is an important block “Means of determining maximum $p_j$” which chooses the best antenna. There are several ways to do this. Smallest BER controlled diversity is the most effective, but the most computationally expensive way. In this method, a test signal is used to get the received signals from all the antennas, and the antenna whose signal has the fewest errors is used. This is done periodically and the antenna with the best signal is chosen dynamically. This method performs best when the channel does not change greatly between two test signals. Another criterion is received signal strength indication (RSSI) controlled selection diversity. The antenna with the highest RSSI is chosen by monitoring the field strength at the receive antennas [18, 42]. Note that SC does not require any knowledge of the received phases, as no linear combining occurs. Therefore, it can be used with either noncoherent or differentially coherent modulation schemes [54].

To calculate the average power ratio $\bar{p}$, we note that for a Rayleigh fading channel the local power ratio $p_j$ has the distribution [37]

$$G(p_j) = 1 - e^{-p_j}, \quad (5.5)$$

which is derived from the Rayleigh fading distribution of the received signal envelope, assuming AWGN. Now, for SC, the realized output power

$$p = \sum_{j=1}^{N} a_j p_j$$

is the output power of the SC system.
Figure 5.1 Selection diversity combining with $N=3$ [37].

ratio $p$ is simply the maximum local power ratio for all channels under consideration, i.e. the largest value of $p_j$. To get a realized power ratio of $p$, we note that by definition of SC, $p_j \leq p$ for all values of $j$ (with at least one value of $j$ such that $p_j = p$). Therefore, the probability of having a power ratio of $p$ is equal to the product of $P(p_j \leq p)$ for $j = 0, 1, \ldots, N$, given that each channel is independent. This results in a distribution of the realized output power ratio $p$ as [37]

$$S(p) = [G(p)]^N = \left(1 - e^{-p}\right)^N. \quad (5.6)$$

Then the average power ratio $\bar{p}$ is by definition given by [37]

$$\bar{p}(N) = \int_{-\infty}^{\infty} p dS_N(p) = \int_{-\infty}^{\infty} pN(1 - e^{-p})^{N-1} e^{-p} dp, \quad (5.7)$$

By using the change of variables $y = 1-e^p$, the integral becomes [37]

$$\bar{p}(N) = \int_{0}^{1} -\ln(1 - y) y^{N-1} dy, \quad (5.8)$$
which by utilizing the series expansion

\[ \ln(1 - y) = \sum_{k=1}^{\infty} \frac{y^k}{k} \]  

(5.9)

gives the following:

\[ \bar{p}(N) = \int_{0}^{1} \ln(1 - y) y^{N-1} dy \]

\[ = \int_{0}^{1} - \sum_{k=1}^{\infty} \frac{y^k}{k} y^{N-1} dy \]

\[ = \int_{0}^{1} - \sum_{k=1}^{\infty} \frac{y^{N+k-1}}{k} dy \]  

(5.10)

Evaluating the integral, one gets the simple expression:

\[ \bar{p}(N) = \sum_{k=1}^{N} \frac{1}{k} \]  

(5.11)

Hence, \( \bar{p}(2) = 1 + \frac{1}{2} = \frac{3}{2} \), \( \bar{p}(3) = 1 + \frac{1}{2} + \frac{1}{3} = \frac{11}{6} \), etc. When the \( N^{th} \) channel is added, \( \bar{p} \) is only increased by \( \frac{1}{N} \). Therefore, when \( N \leq 4 \), there is a significant change. However when \( N \geq 4 \), increasing the number of channels does not increase the average local power ratio significantly and the performance of SC does not improve greatly.

5.2.2 Equal Gain Combining

In EGC, all channels are assigned equal gain. In other words, EGC simply adds together the received signals \( r_j(t) \), giving each antenna a unity weight for an \( N \) channel EGC system [37], i.e.

\[ a_j = 1, \ j = 1,2,\ldots, N. \]  

(5.12)
Figure 5.2 shows a two channel EGC system. While the determination of the combining coefficient is not needed as it is predefined as 1, phase estimation must be carried out to ensure that the linear combination is phase coherent. Hence, the EGC technique is more complex than the SC design. For EGC, the resultant signal is given by the sum of the individual signals from each channel, i.e.

$$r(t) = \sum_{j=1}^{N} r_j(t). \quad (5.13)$$

Therefore, by definition, the output power ratio is [37]

$$p(t) = \frac{\sum r(t)^2}{\sum n_j(t)^2} = \frac{1}{N} \left[ \sum_{j=1}^{N} r_j(t)^2 \right]^2, \quad (5.14)$$

where $n_j(t)$ is the noise power for the $j^{th}$ channel and $n_j(t)^2 = 1$ for all $j$ by definition. This can be expanded to give

$$p(t) = \frac{1}{N} \left[ \sum_{j=1}^{N} r_j(t)^2 \right]^2 = \frac{1}{N} \sum_{j=1}^{N} r_j^2(t) + \sum_{i \neq j}^{N} r_i(t)r_j(t). \quad (5.15)$$

Figure 5.2 Equal gain diversity combining with $N=2$ [37].
Assuming the channels are independent, the average power ratio can be written as

\[
p(t) = \frac{1}{N} \sum_{j=1}^{N} \left[ r_j^2(t) + \sum_{i \neq j}^{N} r_i(t)r_j(t) \right].
\] (5.16)

Note that \( r_j^2(t) = 1 \) and \( r_j(t) = r_j(t) = R \) for all \( i \neq j \), where \( R (0 \leq R^2 \leq 1) \) is a dimensionless constant which varies with the channel model [37]. Furthermore, there are \( N(N-1) \) terms in the summation \( \sum_{j=1}^{N} \sum_{i \neq j}^{N} r_i(t)r_j(t) \). Putting these into (5.16), the average power ratio of EGC becomes [37]

\[
\bar{p}(N) = 1 + (N - 1)R^2.
\] (5.17)

For a Rayleigh distribution, \( R^2 = \pi/4 \approx 0.785 \) [37]. Eqn. (5.17) suggests that \( \bar{p}(N) \) is linearly proportional to the number of channels, which shows that increasing the number of antennas has more effect on the performance of EGC than SC.

### 5.2.3 Maximal Ratio Combining

MRC is optimal in that it can be arrived at based on likelihood function arguments and indeed is closely related to maximum likelihood detection [81]. We assume that the local noise power is the same in all the channels of the MRC system. Two conditions need to be satisfied to achieve the maximum output power ratio. Firstly, the weight assigned to each channel is proportional to the local rms value of the signal \( x_j \). Secondly, the weight of each channel is inversely proportional to the mean square noise \( n_j^2 \) in that channel. Therefore, MRC dictates that [37]

\[
a_j = \frac{x_j}{n_j^2}.
\] (5.18)

\[
x_j(t) = \sqrt{s_j}.
\]
Figure 5.3 shows a two channel MRC system. Theoretically, perfect channel estimation is required for MRC [54], and therefore, MRC is the most complex of the three combining techniques. In practice, a receiver employing MRC coherently combines the signals from each antenna by using the complex conjugate of their respective fading gains and noise variances [82, 83]. To ensure the signals are coherently summed, the MRC receiver needs to take into account the fading amplitude (proportionally to the received signal strength), phase and delay of each signal.

By definition, MRC has the property that the instantaneous power ratio following combining has the form [37]

\[ p(N) = \sum_{j=1}^{N} p_j, \]  

\[ (5.19) \]

Then, the average power ratio \( \bar{p} \) of MRC is given by [37]

\[ \bar{p}(N) = \sum_{j=1}^{N} \bar{p}_j. \]

\[ (5.20) \]

![Diagram of Maximal ratio diversity combining with N=2](image-url)
Using the standard assumption of \( r_j^2(t) = 1 \) and \( n_j(t)^2 = 1 \) that has been used in the previous sections, we get \( \overline{p}_j = 1 \), which gives

\[
\overline{p}(N) = N. \tag{5.21}
\]

### 5.2.3 Comparing theoretical performances

From (5.11), (5.17) and (5.21), it can be seen that for SC, \( \overline{p} \) increases only as \( 1/N \) with an increasing number of channels \( N \), while both EGC and MRC performance increase linearly with increasing \( N \). The theoretical relationship between \( N \) and \( \overline{p} \) is shown in Figure 5.4, where the improvement observed with increasing \( N \) is plotted for each of the three combining techniques predicted using the theoretical model. A more detailed analysis of the figure is shown in Table 5.1, which compares the
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**Figure 5.4** Diversity improvement (in dB) in average SNR, for Rayleigh fading locally coherent signals in locally incoherent noise with constant local rms values[37].
<table>
<thead>
<tr>
<th>Number of Channels $N$</th>
<th>Gain (dB) Achieved using MRC over:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EGC</td>
<td>SC</td>
</tr>
<tr>
<td>2</td>
<td>0.49</td>
<td>1.25</td>
</tr>
<tr>
<td>3</td>
<td>0.67</td>
<td>2.14</td>
</tr>
<tr>
<td>4</td>
<td>0.76</td>
<td>2.83</td>
</tr>
<tr>
<td>6</td>
<td>0.85</td>
<td>3.89</td>
</tr>
<tr>
<td>8</td>
<td>0.90</td>
<td>4.89</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1.05</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

Table 5.1 Comparative Average SNR of the different combining techniques for an AWGN channel [37].

Theoretical performance of MRC and the other two techniques numerically with different numbers of channels. It can be seen that even by increasing the numbers of channels, EGC and MRC would never differ by more than 1.05dB, while their diversity improvements are much higher than when using SC. A 3 dB improvement in performance can be achieved with MRC just by using dual diversity (i.e. two antennas).

\section*{5.3 Diversity with PSP}

To study the effect of diversity, the effect of multiple receivers is simulated by using multiple channels with different channel parameters and therefore independent fading. As the aim of the study is to look at the feasibility and performance of triple diversity, the system is simulated with two to four channels corresponding to dual, triple and quadruple diversity respectively, and the results are compared with those for a single channel. In order to do this, the diversity combining is incorporated with the PSP receiver design described in Chapter 4.

In order to implement diversity with PSP, one has to keep in mind that diversity considers the combining of the actual signals. Yet PSP is needed to obtain the channel information, which is needed for finding the appropriate gain for the diversity schemes. Therefore, the appropriate way is to use PSP to estimate the
channel gain for each diversity channel. The estimated gain is then used to determine the diversity gains which are applied to each channel to correct the branch metrics that are input into the MLSE receiver. Figure 5.5 shows a block diagram of the algorithm used in this thesis, combining PSP and diversity combining. Figure 5.5a shows the

![Block Diagram](image)

Figure 5.5 Block diagram of a PSP-based MLSE receiver with diversity combining: a) The algorithm used for PSP gain estimation for each channel; b) Diversity combining of estimated gain and the received signals to calculate the branch metrics and best survivor. Note that each of the "Channel Gain Estimation" blocks contain the algorithm specified in a).
block diagram corresponding to the gain estimation stage of the algorithm, which uses PSP to estimate the gain of a particular channel. As described in Section 4.4, the gain is estimated by PSP through calculating the correlation function between the received signal \( r(t) = p + jq \) and each tentative decoded signal \( s(t) = u + jv \). This gives the noisy estimate of the channel gain, \( corr(r, s) \), which is then used to estimate the gain \( g(t) = m + jn \) used at the next symbol time by weighted averaging with the previous gains following the current best survivor, which is in turn extracted from a path gain matrix which stores all the estimated gains for each survivor in the past.

Since each diversity channel has a different gain, this PSP gain estimation is performed on each of the diversity channels, as shown in Figure 5.5b. Each of the "Channel gain estimation" blocks corresponds to the block described in Figure 5.5a. The output from each of these blocks, the estimated complex gain from each channel, is then combined or selected depending on the diversity combining technique to calculate a single branch metric for each possible survivor. In particular, for SC, the received signal strength from each channel is compared, and the channel with the largest strength is selected. The branch metrics are calculated using only the received signal and the estimated gain from that channel. For EGC, the magnitude of the combiner gain is 1 for each channel, so that the received signals are simply added together. However, as the signals must be in phase before being added, the phase component for the fading must be compensated. Therefore, the gain applied to the branch metrics becomes \( \cos \phi_N + j \sin \phi_N \), where \( \phi_N \) is the phase of the PSP-estimated complex channel gain for the \( N^{th} \) channel. For MRC, the combiner gain is proportional to the SNR of the received signal in each channel. As the SNR is proportional to the amplitude or magnitude of the channel gain, the combiner gain magnitude is the amplitude of the estimated channel gain calculated from PSP. Again, since the signals need to be in phase, the phase component of the fading needs to be considered. This means that effectively, the diversity gain required for MRC is simply the conjugate of the complex gain estimated for each channel from PSP. In the final step, the calculated branch metrics for each survivor are added to the path metric of the corresponding survivor as described in Chapter 3, from which the best survivor is selected. This best survivor is then used to decode the most probable transmitted symbol, and is also fed back to the gain estimation and path metric calculation stage as shown in the block diagram.
As described in Chapter 4, a PSP-based MLSE receiver provides channel estimation for each surviving path in the VA to account for channel effects in a low delay manner. Therefore, when diversity is incorporated with PSP-based receivers, separate channel estimates are obtained for each channel in the PSP process. This implies that the channel information must be kept after the PSP algorithm has operated, meaning that diversity combining takes place after the PSP MLSE receiver has produced its channel estimates. This will expand the required computational resources as a set of surviving paths must be stored for each channel, and the number of sets increases in proportion to the number of channels used. However, the channel estimation already provides the fading amplitude and the channel phase, which is needed for MRC and hence no extra effort is needed to acquire the phase and amplitude for MRC diversity combining. It is therefore expected that the MRC scheme, now with the same complexity as the EGC scheme but with improved performance, will be the first choice for the design of a diversity scheme with PSP MLSE receivers for the P25 system.

5.4 Simulation Results

The performance of the PSP MLSE receiver is simulated using no diversity (single channel), dual diversity, triple diversity and quadruple diversity with SC, EGC and MRC diversity combining schemes across a wide range of Doppler frequencies in a Rayleigh fading channel. In particular, to simulate independent channels, the information symbol is first encoded with the H-CPM transmitting algorithm as described in Chapter 2. Three independent fading channels (or two/four for dual/quadruple diversity) are then applied to the transmitted waveforms, resulting in three (two/four) independently faded received signals. Each of these is then fed into the algorithm shown in Figure 5.5 for demodulation and decoding. Again, the error rate performance under different conditions is observed, from which the effects of diversity order, the diversity combining scheme and the various Doppler frequencies are investigated.
5.4.1 Effect of Diversity Combining Technique and Diversity Order

Figure 5.6 compares the PSP MLSE receiver BER performance with triple diversity using the SC, EGC and MRC diversity schemes at Doppler frequencies of 5Hz, 40Hz, 80Hz and 333Hz in a Rayleigh fading channel. It is clear from the graphs that MRC has the best performance and EGC outperforms SC. In particular, at high SNR, EGC and MRC exhibit larger diversity gain than SC. Figure 5.7 shows the effect of diversity order on the performance of a PSP MLSE receiver in a Rayleigh fading channel. It can be seen that as expected, the receiver performance improves as the number of receiving channels increases. In particular, it can be seen that there is a significant decrease in BER in going from a single channel to two channels. The performance improvement in going from dual diversity to triple diversity is also quite evident on the graph. It can be seen that triple diversity with SC performs better than dual diversity with MRC, even though MRC is a better combining technique.

Figure 5.6 BER performance comparison of SC, EGC and MRC for PSP-based receivers at different Doppler frequencies listed in the figure. Symbol time $T = 1/6000$. 
Table 5.2 shows the increased effective SNR level for each combining technique with dual diversity over no diversity at a BER = $10^{-2}$, as extracted from Figure 5.7. A significant diversity gain is achieved as expected. Table 5.3 and Table 5.4 show the increased SNR level for each combining technique using different numbers of receiver channels at a BER = $10^{-3}$, as extracted from Figure 5.7. As can be seen from Table 5.2 and Table 5.3, as diversity order increases, an increased diversity gain is obtained. However, the most significant diversity gain improvement is achieved by going from no diversity to dual diversity as opposed to going from dual to triple or triple to quadruple diversity. This matches theoretical expectations. Also

![Figure 5.7 BER performance comparison of no diversity (CH1), dual (CH2), triple (CH3) and quadruple (CH4) diversity systems in Rayleigh fading channel at Doppler frequency of 80Hz. Symbol time $T = 1/6000$.](image)
displayed in Table 5.3 and Table 5.4 is the improvement observed from going to 4 antennas or quadruple diversity. It can be seen that while going from a single channel to 4 channels results in a larger increase in dB level, the relative diversity gain achieved is much less than the improvement seen from single to dual or dual to triple diversity. Furthermore, the computational complexity, the hardware cost and physical system requirements are further increased if four antennas are used. There is also no significant increase in receiver coverage, while more effort is needed to keep a small correlation coefficient among the antennas for near-independent fading. These suggest that triple diversity is an excellent approach for implementing a diversity receiver.

<table>
<thead>
<tr>
<th>Number of Channels</th>
<th>Diversity Gain (dB) at $\text{BER} = 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>SC</td>
</tr>
<tr>
<td>2</td>
<td>6.4</td>
</tr>
</tbody>
</table>

Table 5.2 Diversity gain increment achieved with three diversity combining techniques at dual diversity over no diversity.

<table>
<thead>
<tr>
<th>Number of Channels</th>
<th>Gain (dB) over Dual Diversity at $\text{BER} = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>SC</td>
</tr>
<tr>
<td>3</td>
<td>3.6</td>
</tr>
<tr>
<td>4</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table 5.3 Diversity gain increment achieved with three diversity combining techniques at triple diversity and quadruple diversity over dual diversity.

<table>
<thead>
<tr>
<th>Number of Channels</th>
<th>Gain (dB) of Four Fold Diversity over Triple Diversity at $\text{BER} = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>SC</td>
</tr>
<tr>
<td>4</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Table 5.4 Diversity gain increment achieved with three diversity combining techniques at quadruple diversity over triple diversity.
5.4.2 Effect of Doppler frequency

The effect of Doppler frequency on the performance of the three diversity combining techniques in a triple diversity system was also investigated. Rayleigh fading with Doppler frequencies of 5 Hz, 40 Hz, 80 Hz and 333 Hz was simulated, and the corresponding error performance of the PSP receiver with triple diversity was tested. Note that 5 Hz, 40 Hz and 80 Hz are typical Doppler frequencies used to specify and compare system performance of modern mobile radio wireless systems. 333 Hz corresponds to the Doppler condition expected when the receiver is used on a helicopter (which is possible in public service applications). Figure 5.8 shows the error performance of SC, EGC and MRC at different frequencies. It can be seen that the difference in the performance between MRC and SC increases with Doppler frequency. In particular, at 5 Hz, the difference between MRC and SC is approximately 2 dB at $10^{-3}$ BER, which becomes ~3 dB for 80 Hz and over 10 dB for 333 Hz. On the other hand, the difference between MRC and ECG seems to diminish as the Doppler frequency is increased from ~ 1 dB at 5 Hz and 40 Hz to less than 0.5 dB at 80 Hz for $10^{-3}$ BER, only to increase dramatically again at 333 Hz. Nevertheless, the most important point is that for all conditions, MRC gives the best error performance. It is also clear that at the lower Doppler frequencies, the increase in SNR has a significant effect on error performance, but this improvement due to increased SNR becomes much less significant compared to the effect of diversity at the higher Doppler frequencies. For example, for 5 Hz and 40 Hz, the BER decreases approximately 2.5 orders of magnitude by going from an SNR of 10 to 20 dB. This is reduced to approximately 2 orders of magnitude for Doppler frequencies of 80 Hz. At 333 Hz, the effect of SNR is dramatically diminished, with less than an order of magnitude decrease in BER despite a 10 dB increase in SNR, while the use of MRC diversity decreases the BER by up to 10 times across the whole SNR range. This highlights the importance and effectiveness of diversity combining in fast fading channels.

Observing the data across the graphs, it can be seen that in general, error performance degrades with increasing Doppler frequency. This is true for both SC and EGC, although for MRC the performance degradation is almost negligible, especially at low SNR. Nevertheless, BER variation from 5 Hz up to 333 Hz is less...
than 1 dB above a BER of $10^{-3}$, with the error performance between 5 Hz and 40 Hz being essentially the same. However, as SNR increases, the separation in performance

![Graphs showing BER performance comparison of SC, EGC, and MRC across different Doppler frequencies.](image)

**Figure 5.8** BER performance comparison of employing SC, EGC and MRC across a range of Doppler frequencies listed in the figure. Symbol time $T = 1/6000$.

for the different frequencies increases. While the error performances are close to each other at the lower Doppler frequencies, the performance at 333 Hz is now almost 10 dB worse. This saturation of the BER to the error floor of $\sim 5 \times 10^{-4}$ suggests that even with diversity, this Doppler frequency is too fast to be tracked. However, from Figure 5.8 we know that even with this relatively high BER, we expect that a receiver using any of the diversity combining techniques will still be orders of magnitude better in error performance than the single channel PSP receiver at this Doppler frequency. Overall, from Figure 5.8, it is clear that the MRC receiver is the best performer, even
for fast fading situations, with negligible degradation in performance for fast fading channels up to a Doppler frequency of 80 Hz.

5.5 Summary

In this chapter, it has been demonstrated that a triple diversity MRC scheme achieves significant diversity gain. Incorporated with PSP-based receivers, MRC does not need extra effort to acquire the fading amplitude and the channel phase for diversity combining. It was shown in the simulation that this scheme performed very well with the standard 80 Hz Doppler frequency regime, improving the error performance by more than 10 dB over a single channel PSP MLSE receiver. Of course, as mentioned in the beginning of the chapter, the simulation here assumes independent subchannels. Channel correlation is expected to degrade the error performance. Nevertheless, using triple diversity with PSP is obviously beneficial for the error performance and efficiency of the receiver. With the combination of triple diversity and the reduced state PSP MLSE receiver described in Chapter 3 and 4, much of the design specification for the H-CPM receiver for the P25 base station is achieved [6].
Chapter 6

Conclusion

Let us first remind ourselves of the two main goals of this thesis: firstly, to design a suboptimal, low complexity, high performance H-CPM base station receiver, which meets the APCO P25 Phase 2 standards; and secondly, to apply diversity combining using three antennas to achieve improvement in overall receiver performance. In this chapter, the results obtained are summarised and possible future research directions are described, based on the findings of the study.

6.1 MLSE receiver design

The receiver design was carried out in a simulated environment developed in MATLAB. Through the use of a simulated environment, and disregarding some practical parts of the design like symbol synchronization, an efficient receiver design was developed, with most of the effort going into developing the signal processing algorithm for the receiver. The end product is an MLSE based receiver design, which can be implemented for practical use. The design consisted of two stages. In the first stage, a trellis state reduction algorithm was derived to reduce the complexity of the optimal MLSE receiver, under AWGN conditions. In the second stage, fading was introduced and a channel estimation algorithm was incorporated into the MLSE receiver for fading channels.

Complexity reduction of the optimal MLSE receiver was achieved by using both the tilted phase concept of Rimoldi [15] and frequency pulse truncation [59]. By effectively eliminating the difference in the possible phase states at odd and even symbol times, the tilted phase approach allows the effective number of states searched per symbol time to be halved from 384 to 192, without reducing the actual number of trellis states used at any instant. As a result, the computational complexity of the receiver was reduced by half, with no degradation in error performance. This is
confirmed from the simulated BER performance, which shows no loss at all for the 192 state receiver when compared to the original MLSE receiver. Further reduction in receiver complexity was achieved by frequency pulse truncation, which assumes that the small amplitude of the tails of the frequency pulses is equal to zero. In particular, the truncation of the frequency pulse tail for $t > 3T$ translates to rolling the last symbol of the correlative state into the phase state, reducing the number of states from 192 to 48. The truncation of the tail at $t < T$ effectively ignores the first symbol in the correlative state, leading to a useful trellis structure of 12 states described by only one correlative symbol and the phase state. As this approach approximates the frequency pulse with a shorter duration pulse, some BER performance degradation is expected. Under AWGN conditions, a SNR degradation of 0.07 dB was found at 2% and 5% BER in comparing the 384 state and 12 state receivers. The loss is negligible at low SNR. In the light of the computation complexity decrease of over 95% in going from 384 to 12 states, it is clear that a MLSE-based 12 state receiver provides a good basis for a suboptimum low complexity receiver in a P25 base station.

The problem for reduced state receivers in fading channels is apparent from the start, as it was clear that fast fading introduces distortion to the received signal that MLSE receivers without channel estimators cannot take into account. This problem was solved by using PSP [30], where a weighted sum of previous received symbols in the surviving path is used to predict the fading channel gain. This is then incorporated into the received signal to undo the channel effects, thus allowing the MLSE receiver to perform the decoding of the signal. It was found that PSP can be used to estimate the channel state efficiently and without delay by estimating the channel gain for each surviving path, thereby incorporating the channel gain estimation within the VA. In particular, two schemes for channel estimation, block averaging and weighted sum, are used to estimate the current channel gain using past channel information.

It was found that the block technique performs well under AWGN and slow fading conditions, whereas under fast fading conditions, the weighted sum technique is a better choice. Under AWGN conditions, standard averaging PSP has essentially the same performance as a MLSE receiver with no PSP, a benchmark for static conditions. On the other hand, the weighted sum PSP result in a 2-dB degradation in performance under AWGN conditions. In Rayleigh fading, both techniques resulted in over 10 dB improvement in performance compared to the MLSE receiver with no PSP. However, the weighted sum PSP resulted in a further 10 dB improvement
compared to the standard averaging technique, even for extremely fast fading of Doppler frequency 333 Hz (fade rate 0.0555). Furthermore, the performance of the weighted sum PSP receiver at Doppler frequencies of 5 Hz, 40 Hz and 80 Hz are comparable if not better (at high SNR) than those reported by Tyco Ltd [1]. From these results, it was concluded that the suboptimal receiver for the P25 system would be one which uses the standard average PSP for static conditions and weighted sum PSP for fading conditions, given that the Doppler spread of the channel can be accurately estimated. Note that both the estimation of Doppler spread and the development of an alternative adaptive approach to the receiver design is outside the scope of this thesis.

In conclusion, a low complexity PSP-based MLSE receiver has been designed for H-CPM. Under AWGN conditions, there is a negligible SNR degradation of 0.07 dB at 2% and 5% BER compared to the near optimum (full number of trellis states) H-CPM receiver. The receiver proposed in this thesis sacrifices little in performance but achieves a significant reduction in implementation complexity. The application of PSP can be used to combat fading and a MLSE receiver using a weighted sum PSP technique for a Rayleigh fading channel and a standard averaging PSP for an AWGN channel performs well under a wide range of channel conditions.

6.2 Diversity

This part of the study involved the use of diversity combining to mitigate the fading effects of the wireless channel. In particular, triple diversity is studied in this thesis. By combining three copies of the transmitted signals each of which has experienced independent fading, the fading effect can be compensated, allowing the signal to be successfully decoded. In this thesis, the effects of triple diversity compared to that of the commonly used dual diversity were investigated. Three different combining techniques were considered, namely, selection combining (SC), equal gain combining (EGC), and maximal ratio combining (MRC). It was found SC has the simplest implementation complexity, while EGC and MRC have the same implementation complexity when used with PSP due to the estimated channel parameters' fading amplitude and phase being provided by the PSP algorithm.
Simulation results show that triple diversity introduces a substantial improvement in the performance compared to dual diversity. In particular, 3.6 dB, 5.3 dB and 5.7 dB improvement at BER = $10^{-3}$ was observed for SC, EGC and MRC respectively when using triple diversity in a Rayleigh fading channel. It was also observed that a further ~3 dB improvement can be obtained by going to four-fold diversity in a Rayleigh fading channel. However, as extra antennas bring an increase in complexity, hardware cost and the physical space needed (which is a major problem at a base station site), it was concluded that triple diversity is the best option for applying diversity in MLSE receivers.

The performances of SC, ECG and MRC triple diversity combining are compared at different Doppler spreads in Rayleigh fading channels. It was found that across all Doppler frequencies, MRC performs better than ECG, which in turn performs better than SC. The difference in performance among the three diversity techniques varies with Doppler frequency. In particular, it was observed that a 2 dB improvement at $10^{-3}$ BER over SC was obtained by using MRC. This increases to ~3 dB at 80 Hz and to over 10 dB at 333 Hz. On the other hand, the difference between ECG and MRC diminishes with increasing Doppler frequency, with the difference between the two decreasing from ~1 dB at 5 Hz to ~0.5 dB at 80 Hz. Overall, the Doppler frequency has limited effects on the BER performance of each receiver, with the performance between 5 Hz and 80 Hz in general being essentially the same for each diversity scheme.

In conclusion, the study of diversity combining shows that MRC under a triple diversity scheme is compatible with the reduced state MLSE and PSP algorithm, and provides a high performance, low delay MLSE detector for the P25 system under fast fading conditions.

### 6.3 Suggestions for Future Research

As seen throughout the thesis, there are a number of observations which suggest that further improvements could be achieved that could not be implemented due to time and resource constraints. Here we give a list of possible areas for further research which should be considered to further enhance the performance of the basic receiver design described in this thesis.
1. The PSP-based MLSE receiver is designed specifically for a Rayleigh flat fading channel. The performance of the receiver under different fading channels, as well as dispersive or ISI channels should be investigated.

2. Development of a LMS adaptive algorithm to evaluate the coefficients for channel estimation in the PSP algorithm.


4. Combine space-time coding and receiver space diversity for the H-CPM receiver to further improve the performance.

5. Apply convolutional encoding to H-CPM to further improve the performance [84].

6. Even though PSP limits the error propagation in the channel estimation and provides a low delay solution even under fast fading conditions, it suffers from high computational complexity. Further reduction in the PSP-based MLSE receiver complexity is desirable for a practical system [51].

7. Develop a hardware implementation of the proposed suboptimal receiver design.

### 6.3 Final remarks

In this thesis, we have described a possible design of a suboptimal receiver for the APCO P25 Phase 2 base station system using diversity combining. We have illustrated a viable design which has low complexity and can withstand fading and which is well suitable for the APCO P25 Phase 2 system. Although some of the details with regard to practical aspects have not been clearly resolved, we have shown in this thesis the essentials and a proof-of-concept design that are vital for the actual implementation of the receiver. Therefore, while this thesis cannot be used on its own as a design document, it should form the basis for the design of an APCO P25 Phase 2 base station receiver.
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