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Abstract—In this paper, a frequency domain (FD) receiver architecture implemented using estimated channel parameters is derived for broadband single carrier modulations. Co-channel and inter-symbol interferences are compensated by a minimum mean squared error based integrated space-frequency-equalizer (SFE) using the estimated parameters. The integrated SFE in the FD consists of coupled FIR structures, that are jointly optimized by maximizing the desired signal to interference plus noise ratio. We develop analytical expressions and present simulation results for the integrated SFE. Simulation results demonstrate that excellent receiver performance is achieved even for channels with large ISI spans. The proposed SC-SFE outperforms previous layered space frequency (LSF) receivers [1] with imperfect channel knowledge. Further, the parallel receiver architecture yields equal diversity gains to all data streams without the error propagation that is common to most LSF schemes.

I. INTRODUCTION

The effect of multipath propagation increases with increasing data rate for single carrier (SC) broadband wireless access (BWA) systems. This leads to larger inter-symbol-interference (ISI) spans. The achievable capacity of SC-BWA systems depends on their ability to accommodate multiple signal transmissions in the same frequency band, which results in co-channel interference (CCI) when detecting the desired data stream. The effects of CCI and ISI are more pronounced at higher data rates. The optimum receiver for channels impaired by CCI and ISI is the multichannel maximum likelihood sequence estimation equalizer [2]. However, its implementation complexity is infeasible in the presence of CCI. Hence, SC-BWA receivers are required to compensate the effects of fading, CCI, ISI and additive white Gaussian noise (AWGN) at a practical implementation complexity.

In the last decade, the efficacy of frequency-domain equalization (FDE) for single-carrier (SC) modulation in heavily dispersive environments has been identified and is proposed as a solution for future BWA systems [3]. As with orthogonal frequency division multiplexing (OFDM), SC-FDE systems have low complexity equalization but have the added advantages of lower peak to average transmitted power ratio and less sensitivity to phase noise and frequency offset.

Spatial multiplexing (SM) and space-time coding are the two most used multiple-input multiple-output (MIMO) techniques [4], [1], [5] and [6]. Both linear and non-linear receiver architectures have been studied in the framework of SC-FDE systems. These have been extended to the Vertical Bell Laboratories Layered Space-Time (V-BLAST) architectures by introducing FD CCI cancellation across layers or data streams [7], [8], [1], [5]. Successive and parallel interference cancellation (SIC and PIC) schemes have been proposed for SM-SC systems [8], [9], [1]. The SIC scheme of [9] assumes perfect channel state information to implement a FD channel matched filter followed by an MMSE equalizer. Optimal detection ordering and perfect CCI cancellation are assumed in [9]. However, in practice imperfect channel knowledge affects the detection ordering and degrades the performance because of error propagation. Further, not all transmitted data streams fully exploit the available diversity of the MIMO multipath channel.

In [1], [9], linear and decision feedback equalizers (DFEs) in conjunction with SIC were proposed for spatially multiplexed SC systems. The receiver operations for SIC in [1] are equivalent to the generalized MIMO DFE for SM-SC systems. Multiple stages involved in the PIC and SIC schemes with a linear equalizer or a DFE at each stage accentuate the effect of error propagation under imperfect channel knowledge [1]. In this paper, we develop an integrated SFE receiver, that equalizes CCI and ISI jointly in the FD without error propagation. Further, with the integrated SFE, similar performance is achieved for all transmitted data streams.

In [10], [7], FD channel estimation algorithms for MIMO SC-FDE systems were proposed. The use of FD orthogonal Chu sequences for training in [10], reduces the effect of CCI during the channel estimation period. It can be shown that channel estimation in the time domain requires computation of fewer parameters than in the FD [11]. Hence, we propose a training-sequence-based, time-domain joint estimation algorithm for the estimation of the receiver parameters used in CCI and ISI suppression. The receiver vector parameters so obtained are transformed to the FD to construct the integrated SFE. Unlike [10], [7], the training sequences are not required to be orthogonal in either the time domain or the FD.

The rest of the paper is organized as follows. In Section II the system and channel models are described. Section III describes the joint estimation algorithm and the derivation of the time domain channel parameters. Section IV derives the FD integrated SFE. In Section V, simulation results are discussed.

Notation: Upper case bold italic font is used to represent FD vectors (e.g., \( \mathcal{H} \)) and lower case bold font is used for...
When detecting data from the channel estimation requires computation of fewer channel parameters than the FD approaches for data detection [11]. The signal from the receive antennas are considered to be CCI. The branch performs CCI suppression, diversity combining and ISI operations, respectively.

The filter parameters used in the integrated SFE are computed by a training sequence based joint estimation algorithm that maximizes the desired signal to interference plus noise ratio (SINR) as in [14]. The signal from the receive antennas during the training period are used by the joint estimation algorithm. This yields two vector parameters, \( \mathbf{w}_{m,n} \) and \( \mathbf{f}_m \), which jointly suppress CCI and model the composite channel in the time domain. This time domain approach to channel estimation requires computation of fewer channel parameters than the FD approaches for data detection [11].

Consider a SC-BWA system with \( M \) transmit antennas and \( N \) receive antennas communicating over a frequency selective Rayleigh fading MIMO channel. The data is multiplexed into \( M \) parallel branches each corresponding to a transmitted data stream. The frequency transformed received signals from \( N \geq M \) receive antennas are fed to all \( M \) receiver branches. When detecting data from the \( m^{th} \) transmitter, signals received from all other transmitters are considered to be CCI. The \( m^{th} \) branch performs CCI suppression, diversity combining and ISI suppression, respectively.

II. SYSTEM MODEL

For SC MIMO systems, the spatio-temporal interference due to CCI and ISI can be compensated by means of a space-time or a space-frequency equalizer (STE or SFE). Some space-frequency processors attempt to suppress CCI and ISI simultaneously, [12], [8], [13] and [7]. Fig. 1 illustrates the proposed integrated SFE implementing a training sequence assisted joint estimation approach. The receiver consists of \( M \) parallel branches each corresponding to a transmitted data stream. The frequency transformed received signals from \( N \geq M \) receive antennas are fed to all \( M \) receiver branches. When detecting data from the \( m^{th} \) transmitter, signals received from all other transmitters are considered to be CCI. The \( m^{th} \) branch performs CCI suppression, diversity combining and ISI equalization in the FD. In Section IV, the analytical model for the integrated SFE is derived.

The filter parameters used in the integrated SFE are computed by a training sequence based joint estimation algorithm that maximizes the desired signal to interference plus noise ratio (SINR) as in [14]. The signal from the \( N \) receive antennas during the training period are used by the joint estimation algorithm. This yields two vector parameters, \( \mathbf{w}_{m,n} \) and \( \mathbf{f}_m \), which jointly suppress CCI and model the composite channel in the time domain. This time domain approach to channel estimation requires computation of fewer channel parameters than the FD approaches for data detection [11].

Consider a SC-BWA system with \( M \) transmit antennas and \( N \) receive antennas communicating over a frequency selective Rayleigh fading MIMO channel. The data is multiplexed into \( M \) independent frames of length \( N_s \) symbols which are simultaneously transmitted from \( M \) spatially independent antennas. The classical approach to avoiding inter-frame interference due to multipath propagation is the use of a cyclic prefix/postfix (CP) of length at least equal to the maximum expected channel delay spread [3]. Here, we use a periodic pseudo random training sequence of length \( p \) as shown in Fig. 2. The current transmission frame from the \( m^{th} \) transmit antenna is denoted

\[
d_m = [s_m(-p), \ldots, s_m(1), d_m(0), \ldots, d_m(N_s - p - 1)],
\]

where \( d_m(j) \) denotes the \( j^{th} \) data symbol in the frame and \( s_m(j) \) denotes the \((p-j+1)^{th}\) symbol in the training sequence.

We denote the channel impulse response vector\(^1\) with \( v \) taps corresponding to the path between the \( m^{th} \) transmitter and the \( n^{th} \) receive antenna by

\[
\mathbf{h}_{m,n} = [h_{m,n}(0), \ldots, h_{m,n}(N_s - 1)].
\]

A convolution channel matrix \( \mathbf{H}_{m,n} \) of dimension \((L+1) \times (L + v + 1)\) is then defined as

\[
\begin{bmatrix}
  h_{m,n}(0) & \cdots & h_{m,n}(v-1) & 0 \\
  0 & h_{m,n}(0) & \cdots & 0 \\
  \vdots & \ddots & \ddots & \vdots \\
  0 & \cdots & \cdots & h_{m,n}(v-1)
\end{bmatrix}.
\]

We now consider the \( m^{th} \) transmitted signal as the desired signal and the signals from the other \( M - 1 \) transmitters as interference. After discarding the first \( p \) training symbols we can write the noisy received signal matrix at the \( m^{th} \) receiver as

\[
\mathbf{y}_n = \mathbf{H}_{m,n} \mathbf{d}_m + \sum_{i \neq m} \mathbf{H}_{i,n} \mathbf{d}_i + \mathbf{n}_n,
\]

where the \((L + v + 1) \times (N_s)\) matrix \( \mathbf{d}_m \) is given by

\[
\begin{bmatrix}
  d_m(0) & d_m(1) & \cdots & s_m(1) \\
  s_m(-1) & d_m(0) & \cdots & s_m(-2) \\
  \vdots & \ddots & \ddots & \vdots \\
  s_m(-L-v) & \cdots & s_m(-L-v-1)
\end{bmatrix}
\]

and \( \mathbf{n}_n \) is an \((L + 1) \times (N_s)\) AWGN matrix.

\(^1\)We assume that the channel impulse response vector remains static over a frame and varies independently across frames.
III. JOINT ESTIMATION ALGORITHM

The FIR filter vector \( w_{m,n} \) suppresses the dispersive CCI at the \( n^{th} \) receiver and is referred to as the space time processor (STP) response. The vector \( f_m \) is the effective channel impulse response vector which includes the filtering delay due to the multipath channel and the STP. Joint optimization of \( w_{m,n} \) and \( f_m \) is achieved by maximizing the desired signal to interference plus noise ratio (SINR) through use of Eigen analysis. This process is carried out with the help of the received training matrix, which is corrupted by CCI and ISI. The \( (L+1) \times (p) \) training matrix is defined as

\[
\mathbf{s}_m = \begin{bmatrix}
  s_m(-p) & s_m(-p+1) & \cdots & s_m(-1) \\
  s_m(-1) & s_m(-p) & \cdots & s_m(-2) \\
  \vdots & \vdots & \ddots & \vdots \\
  s_m(-L-v) & \cdots & \cdots & s_m(-L-v-1)
\end{bmatrix}.
\]

Similar to (4), we can write the received signal during the training period as

\[
y^s_n = \bar{\mathbf{f}}_{i,m,n} \mathbf{s}_m + \sum_{\forall i \neq m} \bar{\mathbf{f}}_{i,n} \mathbf{s}_i + \mathbf{n}_n, \quad i \in [1 \ldots M] \tag{7}
\]

The last two terms consist of CCI and noise. This can be written as a single disturbance term denoted as \( \bar{\mathbf{e}}_{m,n} \). Then, (7) can be written as

\[
\bar{\mathbf{y}}^s_n = \bar{\mathbf{f}}_{i,m,n} \mathbf{s}_m + \bar{\mathbf{e}}_{m,n} \tag{8}
\]

On stacking \( N \) such matrices we have,

\[
\mathbf{y}^s = \begin{bmatrix}
  \mathbf{y}^s_1 \\
  \mathbf{y}^s_2 \\
  \vdots \\
  \mathbf{y}^s_N
\end{bmatrix} \tag{9}
\]

The design goal of the vector

\[
\mathbf{w}_{m,n} = \begin{bmatrix} w_{m,n}(0) & w_{m,n}(1) & \cdots & w_{m,n}(L) \end{bmatrix}
\]

is to suppress the CCI due to the \( M-1 \) co-channel signals. The overall STP weight vector \( \mathbf{w}_m \) is obtained by concatenating \( N \) vectors corresponding to the \( N \) receive antennas giving,

\[
\mathbf{w}_m = \begin{bmatrix} \mathbf{w}_{m,1} & \mathbf{w}_{m,2} & \cdots & \mathbf{w}_{m,N} \end{bmatrix}. \tag{11}
\]

The overall output after space-time processing of \( \mathbf{y}^s \) is then written as

\[
\mathbf{z}_m^s = \sum_{n=1}^N \left( \mathbf{w}_{m,n} \bar{\mathbf{f}}_{i,m,n} \mathbf{s}_m + \mathbf{w}_{m,n} \bar{\mathbf{e}}_{m,n} \right) \tag{12}
\]

\[
= \mathbf{w}_m \mathbf{y}^s. \tag{13}
\]

The effective channel impulse response vector between the \( m^{th} \) transmitter and the output of the STP is defined as

\[
f_m = \sum_{n=1}^N \mathbf{w}_{m,n} \bar{\mathbf{f}}_{m,n,n}, \tag{14}
\]

Likewise, the resulting disturbance is given by

\[
i_m = \sum_{n=1}^N \mathbf{w}_{m,n} \bar{\mathbf{e}}_{m,n,n}. \tag{15}
\]

Substituting (14) and (15) in (12) and equating to the right hand side of (13) we have

\[
\mathbf{z}_m^s = f_m \mathbf{s}_m + i_m = \mathbf{w}_m \mathbf{y}^s, \tag{16}
\]

where \( f_m \mathbf{s}_m \) corresponds to the desired data stream component. We can now write the objective function (SINR) for detecting the \( m^{th} \) data stream as [14]

\[
J_m(\mathbf{w}_m, f_m) = \frac{\| f_m \mathbf{s}_m \|^2}{\| i_m \|^2} = \frac{\| f_m \mathbf{s}_m \|^2}{\| \mathbf{w}_m \mathbf{y}^s - f_m \mathbf{s}_m \|^2}. \tag{17}
\]

Maximizing \( J_m \) is equivalent to minimizing its denominator with respect to the vectors \( \mathbf{w}_m \) and \( f_m \). To do this, we first find a general solution for \( \mathbf{w}_m \) as a function of \( f_m \) by minimizing the denominator of \( J_m \) subject to a unit energy constraint\(^2\) on \( f_m \). Taking the partial derivative of the denominator of (18) with respect to the \( j^{th} \) element of \( \mathbf{w}_m \) and equating the result to zero we have

\[
\frac{\partial}{\partial(w_{m,j})} \| \mathbf{w}_m \mathbf{y}^s - f_m \mathbf{s}_m \|^2 = 0, \quad j = 1, 2, \ldots N(L+1). \tag{19}
\]

On solving the system of equations resulting from (19) it can be shown that

\[
\mathbf{w}_m = f_m (\mathbf{s}_m (\mathbf{y}^s)^H (\mathbf{y}^s (\mathbf{y}^s)^H)^{-1}) \tag{20}
\]

This solution is then substituted into (18) to obtain the objective function in terms of \( f_m \) alone as

\[
J_m(f_m) = \frac{\| f_m \mathbf{s}_m \|^2}{\| f_m \mathbf{s}_m (\mathbf{y}^s)^H (\mathbf{y}^s (\mathbf{y}^s)^H)^{-1} \mathbf{y}^s - f_m \mathbf{s}_m \|^2}. \tag{21}
\]

Maximization with respect to \( f_m \) is now accomplished by expanding (21) to the form

\[
J_m(f_m) = \frac{f_m \mathbf{s}_m \mathbf{y}^H f_m^H}{f_m \mathbf{s}_m (1 - (\mathbf{y}^s)^H (\mathbf{y}^s (\mathbf{y}^s)^H)^{-1} \mathbf{y}^s) f_m^H}. \tag{22}
\]

The optimal \( f_m \) is the Eigenvector corresponding to the maximum Eigenvalue of

\[
\mathbf{s}_m (1 - (\mathbf{y}^s)^H (\mathbf{y}^s (\mathbf{y}^s)^H)^{-1} \mathbf{y}^s) f_m^H. \tag{23}
\]

The optimal \( \mathbf{w}_m \) is then found by substituting the resulting normalized Eigenvector into (20). It can be shown that the optimal receiver parameters so computed yield the global maximum for the objective function of (18) [14].

\(^2\text{The constraint } \| f_m \|^2 = 1 \text{ is used to avoid any degenerate solution resulting from the optimization process.}\)
IV. MMSE SPACE FREQUENCY EQUALIZER

Space-frequency processing is an effective low complexity equalizer solution for SC-BWA systems. Complexity reduction is achieved based on the discrete convolution theorem which enables the utilization of the fast-Fourier transform (FFT) algorithm. Equalizer complexity is proportional to the logarithm of the FFT block length. Hence, the vector parameters derived in Section III are frequency transformed to construct the integrated SFE. It consists of \( M \) parallel branches each corresponding to a transmitter, here we consider the \( m \)th branch. At the \( k \)th frequency tone, the time domain vectors \( w_{m,n} \) and \( f_m \) are frequency transformed as

\[
\mathcal{W}_{m,n} \left( \frac{2\pi}{N_s} k \right) = \frac{1}{N_s^2} \sum_{j=0}^{L} w_{m,n}(j) e^{-j2\pi \frac{k}{N_s} j} \quad (23)
\]

\[
\mathcal{F}_m \left( \frac{2\pi}{N_s} k \right) = \frac{1}{N_s^2} \sum_{j=0}^{v+L} f_m(j) e^{-j2\pi \frac{k}{N_s} j} \quad (24)
\]

The vector \( \mathcal{W}_{m,n} \), performs SFP to mitigate the effects of dispersive CCI and to maximize the desired SINR. The residual CCI and the ISI in the desired data stream are then compensated by an MMSE based FDE constructed based on the effective channel frequency response vector \( \mathcal{F}_m \). The overall processor thus performs linear equalization in the space and frequency domains. The frequency transformed received signal at the \( n \)th receiver is given by

\[
\mathcal{Y}_n = \mathcal{H}_{m,n} \circ \mathcal{D}_m + \sum_{\forall j \neq m} \mathcal{H}_{i,n} \circ \mathcal{D}_j + \mathcal{N}_{m,n} \quad (25)
\]

where \( \circ \) represents the Hadamard product or component-wise multiplication of vectors. Circular convolution of vectors in the time domain is equivalent to their Hadamard product in the FD. The FD vector \( \mathcal{D}_m \) corresponds to \( N_s \) FFT samples of the transmission frame. Vectors \( \mathcal{H}_{m,n} \) and \( \mathcal{N}_{m,n} \) are the channel frequency response and frequency transformed AWGN samples, respectively. The FD received signal is represented as

\[
\mathcal{Y}_n = \mathcal{H}_{m,n} \circ \mathcal{D}_m + \mathcal{E}_{m,n}, \quad (26)
\]

where the vector \( \mathcal{E}_{m,n} \) is the FD disturbance. The SFP performs CCI suppression on \( \mathcal{Y}_n \) using the FD vector \( \mathcal{W}_{m,n} \) to produce the output

\[
\mathcal{Z}_m = \sum_{n=1}^{N} \mathcal{W}_{m,n} \circ [\mathcal{H}_{m,n} \circ \mathcal{D}_m + \mathcal{E}_{m,n}] \quad (27)
\]

\[
= \mathcal{D}_m \circ \sum_{n=1}^{N} \mathcal{W}_{m,n} \circ \mathcal{H}_{m,n} + \sum_{n=1}^{N} \mathcal{W}_{m,n} \circ \mathcal{E}_{m,n}. \quad (28)
\]

We can write this in terms of the effective channel frequency response vector

\[
\mathcal{F}_m = \sum_{n=1}^{N} \mathcal{W}_{m,n} \circ \mathcal{H}_{m,n}, \quad (28)
\]

and the residual interference vector

\[
\mathcal{I}_m = \sum_{n=1}^{N} \mathcal{W}_{m,n} \circ \mathcal{E}_{m,n}. \quad (29)
\]

Therefore, (27) becomes

\[
\mathcal{Z}_m = \mathcal{D}_m \circ \mathcal{F}_m + \mathcal{I}_m, \quad m \in [1 \ldots M]. \quad (30)
\]

An MMSE estimate of \( \mathcal{D}_m \) that is linear in \( \mathcal{Z}_m \) can now be computed as

\[
\hat{\mathcal{D}}_m = \mathcal{G}_m \circ \mathcal{Z}_m, \quad (31)
\]

where \( \mathcal{G}_m \) is the MMSE FDE for the \( m \)th data stream. It minimizes the mean squared error (MSE) between \( \mathcal{D}_m \) and \( \hat{\mathcal{D}}_m \),

\[
\text{MSE} = E[||\mathcal{D}_m - \hat{\mathcal{D}}_m||^2] = E[||\mathcal{G}_m \circ \mathcal{Z}_m - \mathcal{D}_m||^2]. \quad (32)
\]

Substituting (30) into this we obtain

\[
\text{MSE} = E[||\mathcal{G}_m \circ (\mathcal{D}_m \circ \mathcal{F}_m + \mathcal{I}_m) - \mathcal{D}_m||^2]. \quad (33)
\]

Using the triangle inequality the MSE is upper bounded by

\[
\text{MSE} \leq E[||\mathcal{D}_m \circ (\mathcal{G}_m \circ \mathcal{F}_m - 1)||^2 + 2||\mathcal{D}_m \circ (\mathcal{G}_m \circ \mathcal{F}_m - 1)|| ||\mathcal{G}_m \circ \mathcal{I}_m|| + ||\mathcal{G}_m \circ \mathcal{I}_m||^2], \quad (34)
\]

where \( 1 = [1, 1, \ldots, 1] \) is a vector of ones. We assume that the data samples are statistically independent, have zero mean and variance equal to \( \rho_s^2 \). We also assume that the resulting \( \mathcal{I}_m \) contains negligible interference due to SFP and hence is white with variance \( \rho_i^2 \). Therefore,

\[
\text{MSE} \leq \rho_s^2 (||\mathcal{G}_m \circ \mathcal{F}_m - 1||^2) + \rho_i^2 ||\mathcal{G}_m||^2. \quad (35)
\]

Taking the partial derivative of this with respect to the \( j \)th element of the equalizer vector \( \mathcal{G}_m \) for \( j = [1, 2, \ldots, N_s] \) and setting the resulting system of equations to zero we have the optimal MMSE FDE in the \( m \)th branch as the vector

\[
\mathcal{G}_m = \mathcal{F}_m^* \circ \left( \mathcal{F}_m \circ \mathcal{F}_m^* + \frac{\rho_s^2}{\rho_i^2} \right)^{-1}. \quad (36)
\]

V. SIMULATION RESULTS

In the simulations, QPSK is used in a four-transmit, four-receive antenna system. Each transmission frame of length \( N_s = 1024 \) contains 128 training symbols. Root-raised cosine transmit and receive pulse shaping with a roll-off of 0.4 is used. A three ray sparse multipath channel with a maximum ISI span of 20 symbol periods is considered. We assume that the channel remains static over a transmission frame and that the complex channel taps have zero-mean and unit variance. The signal to noise ratio (SNR) is defined as the average received signal energy per bit from all transmitters to the noise per receive antenna. The bit error rate (BER) is obtained by averaging the instantaneous BER over many transmission frames.

Fig 3 illustrates the effect on the performance of the number of degrees of freedom \( L \) of the FIR filter, \( w_{m,n} \). A SFE computed with \( L \geq (v+1) \) results in the best performance. A
fundamental issue in practical systems is the required length of the FIR filter to handle a given ISI span. The larger the ISI span the larger the required length of $w_{m,n}$ and the larger the complexity. Given a maximum ISI span of $v$, the integrated SFE with $L \geq (v+1)$ outperforms 3-stages of the LSF scheme of [1] and is only 1.2 dB poorer than 4-stages at a BER of $10^{-3}$. The complexity of the integrated structure of SFE can be shown to be lower than the overall complexity of the LSF of [1] with 4-stages. In addition, the processing delay due to the parallel structure is lower than the LSF structure of [1] which implements SIC in the FD.

Fig 4 illustrates that similar performance is achieved for all transmitted streams. This is an important advantage of the proposed integrated SFE receiver over [1].

The effect of the number of spatial degrees of freedom or the spatial receive diversity effect on the performance of the integrated SFE is also shown in Fig 4. At a BER of $10^{-3}$ the system using three receivers performs 8 to 9dB worse than the one with an equal number of transmitters and receivers. An additional receiver, $N = 5$, improves the performance due to the increased number of spatial degrees of freedom and improved receive diversity.

VI. CONCLUSIONS

We have proposed an integrated SC-SFE receiver architecture for combined CCI suppression and ISI equalization. Simulation results show that the proposed receiver achieves excellent performance even for channels with large ISI spans. Due to the parallel structure of the SFE, the overall complexity is lower than that of interference cancellation based LSF approaches such as [1], [9], [8], [7]. In addition, in the proposed SC-SFE system all data streams yield similar performance.
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