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ABSTRACT

Spectrum intensity ($SI$) defined as the integral of the pseudo spectral velocity of a ground motion from 0.1 to 2.5 seconds, has recently been shown to be an intensity measure that efficiently predicts the seismic response of both liquefiable and non-liquefiable soil deposits, as well as the seismic demands on pile foundations embedded in such deposits. In order for such an intensity measure to be used in performance-based assessment and design, ground motion prediction relations are required to develop ground motion hazard curves in terms of $SI$ for various sites. As such relationships developed specifically for $SI$ are sparse, the authors propose the development of a relationship based on current ground motion prediction relations for spectral acceleration, which are available in most regions of seismic activity. Comparison with a direct prediction equation for $SI$ provides a validation of the proposed approach. It is illustrated that $SI$ is an intensity measure with a good predictability, thereby further promoting its attractiveness for use in reliability-based seismic response analysis.
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INTRODUCTION

The seismic demand on structures due to ground motion excitation is highly uncertain due to the inherently random nature of the fault rupture process, seismic wave propagation and local site effects, as well as the variation in the seismic response of structures subjected to ground motion excitations of similar intensity. The latter indicates that in such seismic response analysis it is important to employ a ground motion intensity measure (IM) which is efficient (Shome and Cornell, 1999) in predicting these seismic demands. The former indicates however, that consideration should also be given to the predictability (Kramer and Mitchell, 2006) of the IM, which relates to the ability of the IM to be predicted from available ground motion prediction equations. Such a ground motion prediction equation is required to determine the ground motion hazard curve for a specific site, allowing determination of the temporal occurrence of the adopted ground motion IM. In addition to having a ground motion prediction equation for a specified IM, it is also desirable that the prediction equation has a high predictability (i.e. a relatively small variation in the ground motion intensity for a given earthquake scenario) which influences the ground motion hazard curve determined via probabilistic seismic hazard analysis (PSHA). Kramer and Mitchell (2006) illustrate how significant uncertainty in the ground motion prediction model of the IM causes an increase in the ground motion hazard and this in turn results in an increase in the demand hazard. In other words, if the predictability of an IM is poor, then the accuracy in predicting the seismic response (for a given earthquake scenario) will also be poor.

Recent research (Bradley et al., 2008a, 2008b) has suggested that Spectrum Intensity (SI) is an efficient predictor of the seismic response of soil deposits, both for liquefiable and non-liquefiable soils, as well as the seismic demands of pile foundations embedded in such soil deposits. As mentioned above, however, in order for SI to be routinely used in performance-based assessment and design, ground motion prediction relations are required to
develop ground motion hazard curves in terms of $SI$ at various sites of interest. Such relationships developed specifically for $SI$ are sparse, thus limiting the potential application of $SI$ in performance-based seismic assessments.

This paper introduces an indirect method for development of a ground motion prediction equation for $SI$ based on ground motion prediction equations for spectral accelerations which are available in abundance. The formulation presented herein allows computation of $SI$ based on any spectral acceleration ($Sa$) prediction equation as well as to incorporate specific features of individual $Sa$ prediction models.

**SPECTRUM INTENSITY PREDICTION EQUATION**

Spectrum intensity, $SI$, originally proposed by Housner (1952; 1963) is defined as the integral of the pseudo-spectral velocity ($PSV$) over the period range of 0.1-2.5 seconds as given by Equation (1). In general, $SI$, is defined for any level of viscous damping, however commonly a value of 5% of the critical damping is selected, and will be adopted here.

$$SI = \int_{0.1}^{2.5} PSV(T,5\%)dT$$  \hspace{1cm} 1)

The following section presents a method from which a ground motion prediction equation for $SI$ can be determined from ground motion prediction equations for spectral acceleration, ($Sa$), which are readily available and well developed.

In general, ground motion prediction equations for spectral accelerations provide the median ($50^{th}$ percentile) spectral acceleration and an associated lognormal standard deviation. The lognormal standard deviation is typically provided as it has been shown by various researchers that spectral accelerations are approximately lognormally distributed (Jayaram and Baker, 2008).

In order to compute the ground motion prediction equation for $SI$ as proposed in this paper, it will be necessary to make use of the non-log form for the (statistical) moments of the
spectral acceleration ordinates. Thus, Equations (2) and (3), which are properties of the lognormal distribution, can be used to obtain the non-log moments of the spectral acceleration prediction equation:

$$\mu_{Sa} = Sa_{s0} \exp\left(\frac{1}{2} \sigma_{\ln Sa}^2\right)$$

(2)

$$\sigma_{Sa} = \mu_{Sa} \sqrt{\exp(\sigma_{\ln Sa}^2) - 1}$$

(3)

where $Sa_{s0}$ and $\sigma_{\ln Sa}$ are the median and lognormal standard deviation of the spectral acceleration, determined directly from $Sa$ prediction equations; and $\mu_{Sa}$ and $\sigma_{Sa}$ are the (non-log form) mean and standard deviation of the spectral acceleration, respectively.

Further noting that the pseudo-spectral velocity is related to the spectral acceleration by:

$$PSV(T_i) = \frac{Sa(T_i)}{\omega_i} = \frac{Sa(T_i)T_i}{2\pi}$$

(4)

then the mean and standard deviation of $PSV$ for a given earthquake scenario (magnitude, distance, fault style and site conditions) and vibration period can be obtained from:

$$\mu_{PSV_i} = \mu_{Sa_i} / \omega_i$$

(5)

$$\sigma_{PSV_i}^2 = \sigma_{Sa_i}^2 / \omega_i^2$$

(6)

Replacing the integral of Equation (1) with a discrete summation approximation gives:

$$SI = \Delta T \sum_{i=1}^{n} w_i PSV(T_i, 5\%)$$

(7)

where $n$ = the number of periods (from 0.1 to 2.5 seconds) that $PSV$ is computed at; $\Delta T$ is the size of the vibration period discretization (the step-size used in the integration); and $w_i$ are integration weights which depend on the integration scheme used. From Equation (7), the mean and variance of $SI$ can then be computed from (Ang and Tang, 1975):

$$\mu_{SI} = \Delta T \sum_{i=1}^{n} w_i \mu_{PSVi}$$

(8)
\[
\sigma_{SI}^2 = (\Delta T)^2 \sum_{i=1}^{n} \sum_{j=1}^{n} \left( w_i w_j \rho_{PSV_i,PSV_j} \sigma_{PSV_i} \sigma_{PSV_j} \right) \tag{9}
\]

where \(PSV_i = PSV(T_i,5\%)\); \(\mu_{PSV_i}\) and \(\sigma_{PSV_i}^2\) are the mean and variance, respectively, of the \(PSV\) ground motion prediction equation; and \(\rho_{PSV_i,PSV_j}\) is the correlation between \(PSV_i\) and \(PSV_j\), i.e. the correlation between the \(PSV\) at two different vibration periods. Note that Equations (8) and (9) is exact, irrespective of the distribution of the spectral velocity terms. However, Equations (8) and (9) provide only the first two (statistical) moments of \(SI\) and no information on the resulting distribution of \(SI\).

Again it is noted that as \(PSV_i = \frac{Sa_i}{\omega_i}\), where \(\omega\) is the circular natural frequency, then it can be shown that (see Appendix):

\[
\rho_{PSV_i,PSV_j} = \rho_{Sa_i,Sa_j} = \frac{\exp\left(\rho_{\ln Sa_i,\ln Sa_j} \sigma_{\ln Sa_i} \sigma_{\ln Sa_j} \right) - 1}{\sqrt{\exp\left(\sigma_{\ln Sa_i}^2\right) - 1} \sqrt{\exp\left(\sigma_{\ln Sa_j}^2\right) - 1}} \approx \rho_{\ln Sa_i,\ln Sa_j} \tag{10}
\]

where \(\rho_{Sa_i,Sa_j}\) is the correlation between spectral accelerations at vibration periods \(i\) and \(j\); and \(\rho_{\ln Sa_i,\ln Sa_j}\) is the correlation between the logarithm of spectral accelerations at vibration periods \(i\) and \(j\). Equation (10) illustrates that the correlation between two different spectral velocities is equivalent to the correlation between two different spectral acceleration terms, and is a first order approximation to the correlation between the logarithm of two different spectral acceleration terms (although note that the exact expression for the relationship between log and non-log correlations is used herein unless otherwise stated).

Numerous spectral acceleration relationships can therefore be used to compute the mean and standard deviation of \(Sa\) (which can then be converted to \(PSV\)), while several models are available for \(\rho_{\ln Sa_i,\ln Sa_j}\) (Baker and Cornell, 2006; Baker and Jayaram, 2008; Inoue and Cornell, 1990).

Equations (8) and (9) gives the two (non-log) moments for \(SI\) and if it is assumed that
the distribution of $SI$ can be adequately represented by the lognormal distribution (which is 
shown to be the case later in this manuscript) then the median and lognormal standard 
development can be computed from re-arranged forms of Equations (2) and (3):

$$SI_{50} = \frac{\mu_{SI}^2}{\sqrt{\sigma_{SI}^2 + \mu_{SI}^2}} \quad (11)$$

$$\sigma_{\ln SI} = \sqrt{\ln \left( \frac{\sigma_{SI}}{\mu_{SI}} \right)^2 + 1} \quad (12)$$

where $\mu_{SI}$ and $\sigma_{SI}$ are obtained from Equations (8) and (9), respectively, and $SI_{50}$ and $\sigma_{\ln SI}$ are the median and lognormal standard deviation (dispersion) of the spectrum intensity of a 
ground motion produced for a given scenario. Equations (11) and (12) can be used directly in 
conventional PSHA computer programs. The principal benefit of computation of $SI$ directly 
from spectral acceleration prediction equations comes from the significantly advanced state of 
$Sa$ prediction equations in regard to quantification of faulting styles and site conditions, and 
large databases of empirical data used for their calibration (e.g. Abrahamson and Silva, 2008; 
Boore and Atkinson, 2008; Campbell and Bozorgnia, 2008).

**DISTRIBUTION OF SI PREDICTION EQUATION**

The previous section illustrated how the (non-log form) mean and standard deviation of 
the spectrum intensity can be determined from spectral acceleration prediction equations. 
However, it was also mentioned that while the mean and standard deviation are correct using 
Equations (8) and (9), respectively, no information is given regarding the distribution of $SI$. 
In what follows, the distribution of $SI$ using the proposed approach presented in the previous 
section is investigated.

In order to determine the distribution shape of $SI$, a Monte-carlo scheme is used to: (i) 
randomly generate correlated logarithmic spectral acceleration amplitudes at various periods;
(ii) take the exponent of the logarithmic terms to obtain (non-log) \( Sa \) terms; (iii) convert to pseudo-spectral velocities using Equation (4); and (iv) compute the spectrum intensity, \( SI \). These four steps are further elaborated below.

**Step 1: Generate correlated logarithmic spectral acceleration terms**

As spectral accelerations are known to be correlated at various periods, then random generation of vectors of spectral acceleration terms involves generating correlated random variables. It has already been mentioned that logarithmic spectral acceleration ordinates have been shown by various researchers to be normally distributed. In addition, Jayaram and Baker (2008) illustrate that logarithmic spectral acceleration terms are not only marginally, but also jointly normally distributed. Thus, it is possible to generate the logarithmic spectral acceleration terms using a multivariate normal distribution with correlation matrix as defined by an empirical equation for \( \rho_{\ln Sa_i, \ln Sa_j} \). Herein, unless otherwise noted, the Boore and Atkinson (2008) NGA ground motion prediction equation for spectral acceleration, and the Jayaram and Baker (2008) correlation model are used, both of which were developed using the same ground motion database.

**Step 2: Convert to non-log spectral acceleration**

The correlated logarithmic spectral acceleration terms in the previous section can be simply converted to (non-log) spectral accelerations using:

\[
Sa_i^k = \exp(\ln Sa_i^k)
\]

where \( \ln Sa_i^k = \ln Sa(T = T_i,5\%)^k \) is the logarithmic spectral acceleration at vibration period \( T_i \) generated during realisation \( k \); and \( Sa_i^k \) is the non-log form of \( \ln Sa(T = T_i,5\%)^k \).

**Steps 3&4: Convert to spectral velocity and compute \( SI_i \)**

Once the vector of \( Sa_i^k \) terms have been obtained, Equation (4) can be used to obtain a vector of pseudo-spectral velocity terms. Equation (7) can then be used to compute the
spectrum intensity for realization $k$.

**Resulting distribution**

Figure 1 illustrates a comparison of the distribution of $SI$ obtained using the simulation procedure described above with the lognormal and normal analytic distributions obtained based on the moments computed using Equations (8) and (9). The figure is based on a $M_w = 6.5$ strike-slip rupture at a distance of 30 km from a site with a 30m-weighted-average shear wave velocity of $V_{s(30)} = 300$ m/s. The simulation is based on 10000 realisations using the approach outlined in the previous section. In both the simulation and the analytic method (using Equations (8) and (9) for the normal distribution and Equations (11) and (12) for the lognormal distribution) a vibration period discretization of 0.1 seconds was adopted, (the vibration period discretization is discussed later in the manuscript). It can be seen that the lognormal distribution provides an excellent approximation to the results of the simulation while the normal distribution provides a poor fit. It is worth noting here that while the central limit theorem (Ang and Tang, 1975) may intuitively suggest that as the vibration period discretization becomes significantly small (i.e. the number of terms in the summation in Equations (8) and (9) become significantly large) then the resulting distribution for $SI$ would approach the normal distribution (in the case of $\Delta T = 0.1$, there are 25 terms in the summation). However, as illustrated by the results of the simulation the central limit theorem does not apply here. This is primarily due to the high linear dependence (correlation) between the spectral acceleration terms at different vibration periods. Although not shown here, it was verified by the authors that reducing the vibration period discretization as low as $\Delta T = 0.01$, such that there are 250 spectral acceleration terms in Equation (7), did not affect the resulting distribution of $SI$.

As previously noted Equations (8) and (9) have been used to obtain the moments for $SI$, which have then been used to obtain the normal and lognormal distributions shown in Figure
1. Figure 2a illustrates the error in the prediction of the mean and standard deviation using Equations (8) and (9) relative to the results of the simulation. Because of the random nature of the simulations, multiple simulations (20 in this case) each with 10000 realizations were used to obtain cumulative distributions of the relative errors. It can be seen that the prediction of the mean $SI$ from Equation (8) is accurate with the majority of the 20 different simulations giving an absolute relative error of less than 0.5%. The distribution of the relative error in the standard deviation is also centered around zero, but with a slightly larger scatter than that of the mean (if the first order approximation is made for the correlation (Equation (10)) there is a bias in the standard deviation of approximately 2.5%).

Figure 2b illustrates the variation in the Kolmogorov-Smirnov (KS) test statistic (Ang and Tang, 1975) over the 20 different simulations performed. The KS statistic gives the maximum difference between the empirical (from simulation) and analytical (lognormal) distributions over all the range of spectrum intensity values obtained. Thus Figure 2b indicates that over the entire range of $SI$ values, the maximum difference between the empirical distribution and the lognormal distribution is typically about 0.011. The KS critical test statistic value for $n = 10000$ simulations is also shown for a confidence level of $\alpha = 5\%$. The fact that 80\% of the simulations performed fall within the KS critical value indicates further that while the lognormal distribution is not exact, the assumption is relatively good.

Because the scale used in the KS test is arithmetic, it is unlikely that the value of the statistic is obtained near the tails of the distributions (Ang and Tang, 1975). Thus, separate attention should be devoted to the inspection of the tails of the empirical distribution. Figure 3a illustrates the comparison between the tails of the empirical and lognormal distributions for the same simulation as shown in Figure 1. It can be seen that the comparison between the empirical distribution from simulation and the lognormal distribution based on Equations (8) and (9) is good over the full tail of the $SI$ distribution. The Anderson-Darling (AD) goodness-
of-fit test (Ang and Tang, 1975) is one such test for testing the tails of empirical distributions. In similar fashion to the KS statistic computed above, 20 different simulations using 10000 realisations were used to compute the empirical distribution for the AD test statistic shown in Figure 3b. Also for comparison the critical AD test statistic for a confidence level of 5% is shown. The fact that approximately 90% of the 20 simulations gave an AD test statistic less than the critical indicates the adequacy of the lognormal distribution in describing the tails of the $SI$ distribution.

This section has investigated the assumption of lognormality for the distribution of $SI$ obtained based on Equations (8) and (9). It has been illustrated that both the ‘body’ and ‘tail’ of the distribution conform to the lognormal distribution based on statistical tests. While there is some small error between the empirical and lognormal distributions, it should be realised that the assumption that spectral accelerations are lognormally distributed, although shown to be valid, is still an assumption. Also, the error induced in assuming that $SI$ is lognormally distributed is likely to be negligible compared to the variation in ground motion due to epistemic uncertainties associated with earthquake rupture forecasts (ERFs) and the functional forms for spectral acceleration attenuation relationships themselves.

**EFFECT OF VIBRATION PERIOD DISCRETIZATION**

The discrete form for the computation of $SI$, as given by Equation (7) requires the size of the vibration period discretization, $\Delta T$, to be selected in order to (discretely) obtain $SI$ from the integral of the pseudo-velocity spectra. The selection of the discretization size will have an effect on both the median and dispersion (lognormal standard deviation) obtained using Equations (11) and (12) (as will the selection of the numerical integration method used, which affects the integration weights, $w_i$).

Since empirical ground motion prediction equations use regression to determine the
distribution of spectral acceleration at a discrete range of periods, then interpolation is required to determine the distribution of spectral ordinates at periods other than those for which empirical coefficients are determined for. The simplest and most common form of interpolation in such cases is linear interpolation, and is therefore adopted here. Because linear interpolation is used to determine the distribution of spectral accelerations at various periods, it seems appropriate that the Trapezoidal rule is used to evaluate Equation (1), which also makes use of linear interpolation between integration points. Thus, using the Trapezoidal rule in the form of Equation (7), the integration weights, $w_i$, will take the value of 0.5 for $i=1$ and $n$, and 1.0 otherwise.

Figure 4 illustrates the convergence of the median and dispersion for $SI$ using the proposed approach. A range of discretization sizes from 1.2s (giving 3 $Sa$ points), through to 0.01s (giving 250 $Sa$ points), were considered. Figure 4 illustrates that, as expected, convergence is achieved as the discretization size is reduced, and that a step size below $\Delta T= 0.2s$ is appropriate for a wide range of magnitude and distance scenarios (two of which are shown here).

**PROPERTIES OF $SI$ PREDICTION EQUATION**

**Comparison with direct prediction of $SI$**

It is of interest to compare the prediction of $SI$ based on a prediction relationship for $SI$, with the prediction of $SI$ obtained via prediction equations for $Sa$, which is the focus of this study. Danciu and Tselentis (2007) present ground motion prediction equations for various ground motion intensity measures for predominantly shallow earthquake ruptures in Greece of normal and thrust focal mechanisms. The ground motion intensity measures considered include both spectrum intensity, $SI$, and spectral acceleration, $Sa$. Danciu and Tselentis (2007) use a slightly modified version of $SI$ than that presented here, their version having a
‘normalising’ factor of ‘1/2.4’ at the front of the integral given in Equation (1). It is a trivial matter to multiply the results obtained from Danciu and Tselentis (2007) by 2.4 to obtain those results presented herein. In addition, the standard deviations given by Danciu and Tselentis (2007) are in terms of the base 10 logarithm (log_{10}), and are converted to natural logarithms (ln) using a scaling factor of ln(10). Figure 5 illustrates the comparison between the median, 16\textsuperscript{th} and 84\textsuperscript{th} percentiles of the spectrum intensity distribution for a \(M_w = 6.5\) normal fault rupture at various distances from a rock site. It is evident from the figure that the median spectrum intensities obtained using the two different approaches are practically identical, while there is a minor under-prediction of the magnitude of the dispersion.

**Size of lognormal standard deviation of \textit{SI}**

As was mentioned in the introduction of this manuscript, it is desirable to have a ground motion intensity measure (IM) which is both \textit{efficient} in predicting the response of a structure due to ground motion excitation, and \textit{predictable} in the sense that a ground motion prediction equation exists which can estimate the IM with a low (relative to alternate IMs) uncertainty for a given earthquake scenario. Thus it is pertinent to investigate the predictability of \textit{SI} in comparison to other common IMs such as peak ground velocity (\textit{PGV}), and \textit{Sa}. Figure 6 provides a comparison between the dispersions of the three aforementioned IMs using the Boore and Atkinson (2008) NGA prediction equation for computation of \textit{Sa} and \textit{PGV}, and the proposed approach for computing \textit{SI} with the Boore and Atkinson prediction equation for \textit{Sa}. As is generally observed in spectral acceleration prediction equations the dispersion increases as the period of vibration increases, while \textit{PGV} and \textit{SI} are obviously independent of vibration period. Both \textit{PGV} and \textit{SI} are observed to be more \textit{predictable} than the \textit{Sa} terms. For \textit{SI} in particular, this is due to the fact that spectral acceleration terms are not perfectly correlated at various vibration periods, which reduces that standard deviation in \textit{SI} compared to the case of perfectly correlated \textit{Sa} terms (e.g. Equation (12)).
Variation in dispersion with magnitude and distance

In addition to the dispersion in the spectral acceleration ground motion prediction equations being a function of the vibration period, historically dispersion in ground motion prediction equations were also a function of earthquake rupture magnitude (e.g. Abrahamson and Silva, 1997; Campbell and Bozorgnia, 1994), with the dispersion reducing as the magnitude increased; but were generally assumed to be independent of source-to-site distance. However, in the recent release of the NGA ground motion equations (e.g. Abrahamson and Silva, 2008; Boore and Atkinson, 2008; Campbell and Bozorgnia, 2008), some prediction equation developers appear to have decided that in the revised models, the magnitude dependence is insignificant, and therefore have been determined independent of rupture magnitude.

Because the computation of $SI$ proposed here does not enforce any dependence/independence of the dispersion on magnitude or distance, it is possible that the $SI$ prediction is dependent on magnitude and distance, even if the $Sa$ prediction is not. Figure 7 illustrates the variation in dispersion as a function of both magnitude and (Boore-Joyner) distance using the Boore and Atkinson (2008) NGA prediction equation. Figure 7a illustrates that the dispersion is observed to increase as the (moment) magnitude increases, the opposite trend in comparison to the magnitude-dependent dispersion for spectral acceleration terms. This increasing trend is however relatively insignificant, providing an increase from 0.55 for $M_w = 5$ to 0.60 for $M_w = 8$ (8.3% increase) in comparison to the variation in dispersion of 0.38-0.545 (30.3% increase) from $M_w = 5$ to 7.4 used in Campbell and Bozorgnia (1994). Figure 7b illustrates the dependence of the dispersion on source-to-site distance for the particular fault rupture scenario considered. In this case, there is evidently no dependence on the source-to-site distance with the dispersion ranging from approximately 0.58-0.587.
CONCLUSIONS

Seismic response analysis of structures requires the use of ground motion intensity measures which both efficiently predict the seismic response of structure due to ground motion excitation, and are predictable in the sense that a ground motion prediction equation exists which can estimate the IM with a relatively low uncertainty for a given earthquake rupture scenario. It this paper a ground motion prediction equation for spectrum intensity (SI), defined as the integral of the pseudo-velocity spectra over the 0.1-2.5s period range, has been proposed based on spectral acceleration (Sa) prediction equations, which are both extensively developed and abundant in research publications and earthquake engineering practice. The theoretical basis behind the development of the SI prediction equation based on Sa prediction equations was presented and various pertinent issues relating to its development were addressed. In particular, it was shown that the lognormal distribution can be used to accurately capture the distribution of SI for a given earthquake scenario both over the ‘body’ and ‘tails’ of the empirical distribution. The computation of SI based on Sa prediction equations can be adequately performed using a discretization of the vibration period of less than 0.2 seconds. The proposed approach was verified via comparison with direct prediction equations for SI. It was also illustrated that because Sa terms at various periods are not perfectly correlated, SI is a highly predictable IM as compared to other common IMs such as Sa and PGV.
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FIGURE CAPTIONS

Figure 1: Distribution of $SI$ obtained by simulation compared with normal and lognormal distributions.

Figure 2: Errors in the SI distribution simulation: (a) relative error in the mean and standard deviation; and (b) the Kolmogorov-Smirnov test statistic.

Figure 3: Investigation of the tail of the SI distribution: (a) comparison between empirical and lognormal distributions for the simulation shown in Figure 1; and (b) the Anderson-Darling test statistic.

Figure 4: Effect of period discretization size on convergence of: (a) median (Equation (11)); and (b) lognormal standard deviation (dispersion) (Equation (12)).

Figure 5: Comparison of $SI$ obtained directly from an SI prediction equation and that obtained by the proposed method via spectral acceleration prediction equations, both from Danciu and Tselentis (2007).

Figure 6: Comparison of the magnitude of the lognormal standard deviation (dispersion) for spectral accelerations at various periods, $Sa$, peak ground velocity, $PGV$, and spectrum intensity, $SI$. 
Figure 7: Variation in lognormal standard deviation (dispersion) as a function of: (a) magnitude; and (b) source-to-site distance.
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Figure 7: Variation in lognormal standard deviation (dispersion) as a function of: (a) magnitude; and (b) source-to-site distance.
APPENDIX: COMPUTATION OF PSV CORRELATION

Given:

\[ PSV_i = \frac{1}{\omega_i} Sa_i \]

where \( Sa_i = Sa(T = T_i, 5\%\) is the (pseudo) spectral acceleration;

\( PSV_i = PSV(T = T_i, 5\%) \) is the pseudo-spectral velocity, and the general expressions:

\[ \text{Cov}[aX, bY] = ab \text{Cov}[X, Y] = ab \rho_{X,Y} \sigma_X \sigma_Y \]

\[ \text{Var}[aX] = a^2 \text{Var}[X] = a^2 \sigma_X^2 \]

Then it follows that:

\[
\rho_{PSV_i,PSV_j} = \frac{\text{Cov}\left[\frac{1}{\omega_i} Sa_i, \frac{1}{\omega_j} Sa_j\right]}{\sqrt{\text{Var}\left[\frac{1}{\omega_i} Sa_i\right] \text{Var}\left[\frac{1}{\omega_j} Sa_j\right]}} \\
= \frac{1}{\omega_i \omega_j} \rho_{Sa_i, Sa_j} \sigma_{Sa_i} \sigma_{Sa_j} \\
= \rho_{Sa_i, Sa_j}
\]

(A1)

Secondly, the following expressions provide relationships between the moments of the normal and lognormal univariate distributions (Ang and Tang, 1975) (where the substitutions \( Y = \ln Sa \) and \( X = Sa \) have been made for brevity):

\[ \mu_X = \exp\left(\mu_Y + \frac{1}{2} \sigma_Y^2\right) \quad \text{(A2)} \]

\[ \sigma_X^2 = \exp\left(2 \mu_Y + \sigma_Y^2\right) \left(\exp(\sigma_Y^2) - 1\right) \quad \text{(A3)} \]

Equations (A2) and (A3) can be easily generalised for multivariate distributions to
(Johnson and Kotz, 1972):

\[ \mu_{X_i} = \exp \left( \mu_{Y_i} + \frac{1}{2} \sigma_{Y_i}^2 \right) \]  \hspace{1cm} (A4)

\[ \sigma_{X_i}^2 = \exp \left( 2 \mu_{Y_i} + \sigma_{Y_i}^2 \right) \left( \exp \left( \sigma_{Y_i}^2 \right) - 1 \right) \]  \hspace{1cm} (A5)

\[ \sigma_{X_i, X_j} = \exp \left( \mu_{Y_i} + \mu_{Y_j} + \frac{1}{2} \left( \sigma_{Y_i}^2 + \sigma_{Y_j}^2 \right) \right) \left( \exp \left( \rho_{Y_i, Y_j} \sigma_{Y_i} \sigma_{Y_j} \right) - 1 \right) \]  \hspace{1cm} (A6)

Making use of Equation (A4), and that \( \sigma_{X_i, X_j} = \rho_{X_i, X_j} \sigma_{X_i} \sigma_{X_j} \), Equation (A6) can be rewritten as:

\[ \rho_{X_i, X_j} = \frac{\mu_{X_i} \mu_{X_j}}{\sigma_{X_i} \sigma_{X_j}} \left( \exp \left( \rho_{Y_i, Y_j} \sigma_{Y_i} \sigma_{Y_j} \right) - 1 \right) \]  \hspace{1cm} (A7)

The first terms in Equation (A7) are the reciprocal of the coefficient of variation of \( X_i \) and \( X_j \), respectively, and can be expressed as a function of \( Y_i \) and \( Y_j \) using Equations (A4) and (A5):

\[ \frac{\sigma_{X_i}}{\mu_{X_i}} = \frac{\exp \left( 2 \mu_{Y_i} + \sigma_{Y_i}^2 \right) \left( \exp \left( \sigma_{Y_i}^2 \right) - 1 \right)}{\exp \left( \mu_{Y_i} + \frac{1}{2} \sigma_{Y_i}^2 \right)} = \sqrt{\exp \left( \sigma_{Y_i}^2 \right) - 1} \]  \hspace{1cm} (A8)

Substituting Equation (A8) into Equation (A7) gives:

\[ \rho_{X_i, X_j} = \frac{\exp \left( \rho_{Y_i, Y_j} \sigma_{Y_i} \sigma_{Y_j} \right) - 1}{\sqrt{\exp \left( \sigma_{Y_i}^2 \right) - 1} \sqrt{\exp \left( \sigma_{Y_j}^2 \right) - 1}} \]  \hspace{1cm} (A9)

Further, making the first order Taylor Series approximation \( \exp(z) \approx 1 + z + O(z^2) \) Equation (A9) becomes:

\[ \rho_{X_i, X_j} \approx \rho_{Y_i, Y_j} \]  \hspace{1cm} (A10)

Thus by substituting \( Y = \ln Sa \) and \( X = Sa \), Equation (A11) is obtained, as presented in Equation (10) in the manuscript.
\[ \rho_{PSV,PSV} = \rho_{Sa_i, Sa_j} = \frac{\exp(\rho_{ln Sa_i, ln Sa_j} \sigma_{ln Sa_i} \sigma_{ln Sa_j}) - 1}{\sqrt{\exp(\sigma_{ln Sa_i}^2) - 1}} \frac{1}{\sqrt{\exp(\sigma_{ln Sa_j}^2) - 1}} \approx \rho_{ln Sa_i, ln Sa_j} \] (A11)