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Abstract

Demand for capacity in wireless communication systems has been rapidly growing worldwide. This has been driven by increasing data rate requirements of cellular mobile systems, and demand for wireless Internet and multimedia services. As the available radio spectrum is limited, higher data rates can only be achieved by designing more efficient signaling techniques.

In this thesis, we propose a new transmission scheme, which benefits from the advantages of conventional space-time trellis codes (CSTTCs) but does not have the disadvantages, especially for larger signal constellations. We achieve this by developing a new class of codes, called Multilevel Space-Time Trellis Codes (IMLSTTC). The new scheme provides a scalable and promising alternative to CSTTCs, by providing the system designer with the flexibility to choose any desired balance between code performance, complexity and throughput. The proposed scheme outperforms layered schemes at high SNRs, using a smaller number of antennas.
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Chapter 1

Introduction

Wireless communication is the communication industry’s fastest growing segment [1, 2, 3]. Its wide applicability and relatively low cost infrastructure have helped it capture the attention of the media and the imagination of the public in recent years. The main driving force behind the rapid development of wireless communication is the promise of portability, mobility, and accessibility. In other words, wireless offers freedom, from being confined to a certain location or a bounded environment. While, this freedom is the main driving force for users, the penalty for this freedom is often lower quality, higher risk of disconnection, or lower throughput compared to the equivalent wired solution [5, 11]. The enormous number of challenges to achieve reliable wireless systems with high spectral efficiency, low complexity and good error performance results in the need for continued research in this field.

In this chapter, we summarize the history of wireless communication and highlight some of the recent advances in the area. A brief background is also presented followed by the motivation, main focus and the scope of this thesis. A summary of our main results and an overview of the thesis structure are also presented in this chapter. Key references are provided for further reading.
1.1 Wireless Channels

The pioneering work of James Clerk Maxwell, in 1864, who formulated a theory of electromagnetic propagation that predicted the existence of radio waves, can be considered to be the basis of the field of wireless communication. In 1873, Heinrich Hertz clarified and expanded the electromagnetic theory that had been developed by Maxwell and demonstrated the existence of radio waves. Through experimentation, he proved that transverse free space electromagnetic waves can travel over some distance. Hertz measured Maxwell’s waves and demonstrated that the velocity of radio waves was equal to the velocity of light and that they possess many other properties of light. The electric field intensity and polarity was also measured by Hertz. In bulk, his work explained reflection, refraction, polarization, interference, and velocity of electric waves [10, 12, 13]. However, to him it was more a matter of theoretical curiosity, as he saw no practical use for radio waves. Speaking of his discovery, he once said [12]:

*It’s of no use whatsoever ... this is just an experiment that proves Maestro Maxwell was right - we just have these mysterious electromagnetic waves that we cannot see with the naked eye. But they are there.*

He argued that since audio frequencies were low, where propagation was poor, radio waves could never carry voice; asked about the ramifications of his discoveries, Hertz replied, “Nothing, I guess”! Nonetheless, the work of Maxwell and Hertz ignited the era of wireless communication.

The first communication system based on these principles, was built in 1894 by Oliver Lodge. The transmission distance of this system was only 150 meters [14]. By 1901, electrical engineer and Nobel laureate Guglielmo Marconi [15] had managed to build arguably the first practical wireless system, that used telegraph signals to communicate the information over the Atlantic Ocean. In 1906, Reginald Fessenden used a form of amplitude modulation,
similar to what is used today, to translate signals to a higher frequency and thus circumvent the propagation limitations observed by Hertz at low frequencies. He managed to build the first system that could transmit voice and music [2].

Electromagnetic waves propagate through environments where they are reflected, scattered, and diffracted by walls, terrain, buildings, and other objects. The ultimate details of this propagation can be obtained by solving Maxwell’s equations with boundary conditions that express the physical characteristics of these obstructions. Most often though, the difficulty of these calculations, the lack of knowledge of the necessary parameters and the complexity and variability of the radio channel make it difficult to obtain an accurate deterministic channel model. As a result, statistical models are often employed and used to characterize the signal propagation without resorting to Maxwell’s equations. These channel models, in the context of developing transmission systems, allow for designs that work in the “average” environment.

Here we review two of the most commonly used channel models, namely the additive white Gaussian noise (AWGN) and Rayleigh fading channel models. A more comprehensive study of different channel and propagation models can be found in the literature [4, 6, 7].

1.1.1 AWGN Channel Model

The AWGN channel has only one impairment created by the linear addition of white noise with a constant spectral density and a Gaussian amplitude distribution. The model may be described mathematically by considering signal transmission as

$$ r(t) = x(t) + n(t) \quad (1.1.1) $$

where, at time $t$, $r(t)$ and $x(t)$ are the received and transmitted signals respectively and $n(t)$ is the noise, represented as a sample function from a Gaussian random process with zero mean and variance $N$. The noise $n(t)$ is assumed to be independent of the signal $r(t)$. The model is presented in Figure 1.1.
The AWGN channel is a suitable model for many satellite and deep space communication links. However, the fact that it does not take into account the phenomena of fading, frequency selectivity, interference or non-linearity makes it a rather poor model for most terrestrial links. Nonetheless, due to the simplicity of the mathematical model, an AWGN channel is often used for gaining insight into the underlying behaviour of a system before other phenomena are considered [8].

1.1.2 Rayleigh Fading Channel Model

The Rayleigh fading channel is a channel in which the received signal is corrupted by multipath fading as well as AWGN. Multipath propagation results in more than one version of the transmitted signal being received; each version typically having a different delay, Doppler shift, attenuation and phase. This leads to constructive and destructive interference and phase shifting of the signal, commonly regarded as Rayleigh fading [60]. Generally, Rayleigh fading corresponds to the case, where there is no line of sight (LOS) path between transmitter and receiver. When there is a LOS path, then a Rician model [2] is more appropriate.

Rayleigh fading channels can be divided into two models based on the coherence bandwidth of the channel in comparison with the bandwidth of the transmitted signal. In narrowband systems, the transmitted signals usually occupy a bandwidth smaller than the channel’s coherence bandwidth, which is defined as the frequency range over which the
channel fading process is correlated. This type of fading is referred to as frequency flat or frequency nonselective and all frequency components of a signal are faded equally.

In wideband systems, the transmitted signals usually undergo frequency selective fading. This occurs when the transmitted signal bandwidth is greater than the channel coherence bandwidth, and the spectral components of the transmitted signal with a frequency separation larger than the coherence bandwidth are then faded independently. [18]

Relative motion between the transmitter and receiver, can cause each multipath wave to undergo a shift in frequency. The frequency shift of the received signal caused by the relative motion is called the Doppler frequency. The rate of fading in Rayleigh fading channels is indicated by the normalized Doppler frequency, denoted by $f_D T$, where $f_D$ represents the maximum value of a continuum of Doppler frequencies Doppler frequency and $1/T$ is the symbol rate. Values of $f_D T$ ranging from 0.0001 to 0.1 are understood to mean very slow to very fast fading respectively. Figures 1.2 and 1.3, show simulated Rayleigh fading envelopes, $h(t)$, for values of $f_D T = 0.01$ and 0.1, respectively. The typical behaviour of the amplitude of the Rayleigh fading process is quasi-oscillatory with sudden rapid deep fades occurring at almost regular intervals. The depth of the fades can easily be more than 20 dB and are the cause of most error events in wireless communication systems.

When flat or frequency non-selective fading is present, the received signal in complex baseband form can be expressed as

$$r(t) = h(t)x(t) + n(t)$$  \hspace{1cm} (1.1.2)

where $x(t)$ and $r(t)$ are the transmitted and received complex baseband signals, respectively, and $h(t)$ is the complex baseband equivalent of the fading process. $h(t)$ is modeled as a complex Gaussian random process, the instantaneous value of which, is referred to as the channel state. $h(t)$, introduces random phase rotations and random amplitude fluctuations to the transmitted signal. In most cases we require this information at the receiver in
order to successfully detect the received data. Channel state information (CSI)\(^1\) may be estimated through pilot tones, pilot symbols or the need to obtain them can be avoided through differential detection [9]. Often for the purpose of analysis, perfect CSI is assumed to be available at the receiver.

Throughout this work, we shall assume a quasi-static Rayleigh flat fading channel, where the channel coefficients are constant during each transmission frame and vary from one frame to another, resulting in the received signal model of (1.1.2). We assume perfect CSI is available at the receiver throughout the design stage, however the effects of imperfect channel estimation are investigated later via simulation.

\(^1\)Here CSI is merely the complex gain factor for the channel or a Matrix of gain factors for the multi-antenna case.
1.2 Capacity

The system capacity for a given channel is defined as the maximum achievable data rate for which an arbitrarily low probability of error can be achieved, provided the signal can be encoded over an arbitrarily long code word. For digital transmission on a continuous AWGN channel, the capacity is given by the celebrated Shannon formula [52]

$$C = B \log_2(1 + \rho)$$

(1.2.1)

where $C$ represents the Shannon capacity (measured in units of bits/sec), $B$ represents the channel bandwidth and $\rho$ is the signal-to-noise ratio (SNR). Shannon’s coding theorem proves that codes exist, which achieve data rates arbitrarily close to capacity with arbitrarily
small probability of error. $C$ in the above equation is a form of the so-called ergodic capacity, which is one of the parameters often used to provide basis for the comparison of different transmission schemes.

Demand for capacity in wireless communication systems has been rapidly growing worldwide. This is being driven by the demand for enhanced cellular mobile, Internet and multimedia services. As the available radio spectrum is limited, higher data rates can only be achieved by designing more efficient signaling techniques.

Advances in error control coding, such as the invention of turbo codes [44] and low density parity check codes [45, 51] have made it feasible to approach the Shannon limit in systems with a single antenna link on AWGN channels. Turbo codes and low density parity check codes (LDPCs), for example, have come within a fraction of a decibel of the Shannon capacity on AWGN radio channels [25, 22].

The Shannon capacity of fading channels, with receiver CSI only, can be shown to be less than that of an AWGN channel with the same average SNR [20, 21]. In other words, fading reduces the Shannon capacity when CSI is only available at the receiver. It has also been noted in the literature [2] that capacity-achieving codes for fading channels must be sufficiently long so that a received codeword is affected by all possible fading states. This can result in very long codewords and consequently long delays.

Recent research in information theory has shown that large gains in available channel capacity are possible for wireless channels by using multiple-input multiple-output (MIMO) systems [103, 105]. MIMO channels result when multiple antennas are employed at both ends of the wireless link. In [102, 103], theoretical and experimental evidence demonstrates that the available channel capacity grows linearly when the number of transmit and receive antennas grow simultaneously. This provides added capacity with no increase in bandwidth. MIMO systems are often regarded as one of the most significant technical breakthrough in
modern communication [17].

1.3 MIMO Systems

MIMO wireless communication systems are important due to their potential to achieve very high spectral efficiency. The idea behind these systems is to exploit the de-correlation of multiple received signals in the presence of multi-path propagation. This allows the separation of data streams occupying the same bandwidth. Unlike traditional radio systems that try to directly combat the effects of multi-path propagation, MIMO systems exploit it thus providing an increase in throughput and reliability with reduced error rates. Since training sequences are typically available in a practical system, MIMO schemes that assume the channel knowledge is only available at the receiver, have in particular attracted a lot of research attention [102].

Practical MIMO modulation schemes with receive-only channel knowledge are principally of two types, diversity systems and spatial multiplexing systems [108]. Diversity modulation, or space-time coding [16, 109, 18], uses codewords designed to maximize the diversity advantage of the transmitted information. Such codes tend to maximize diversity gain at the expense of some loss in available capacity. Spatial multiplexing [48] or Bell Labs Layered Space Time (BLAST) type systems [102], on the other hand, transmit independent data streams from each transmitting antenna, allowing spectral efficiency to be achieved at the expense of a loss in diversity advantage for a fixed number of receive antennas.

The space-time coding work, can be dated back to a 1994 paper by Wittenben [28], which proposes a system using transmit diversity and coding techniques. This paper sparked a lot of research in this area, most significantly that of Tarkoh, Seshadri and Calderbank in 1998 [16]. In their landmark paper, they state the fundamental theory of space-time coding and introduce the first true space-time codes, namely space-time trellis codes (STTCs). This paper was followed by Alamouti’s paper [109], which led to the development of what are
now known as space-time block codes (STBCs) [27, 91, 114, 24]. STTCs and STBCs are the two main classes of space-time codes (STCs). STCs are the main focus of this research project and are introduced in more detail in Section 1.4.

The original BLAST structure was developed by Foschini, at Bell labs, in the mid 1990’s [102]. It uses a multi-element antenna array at both the transmitter and receiver, where every antenna transmits an independent substream of data. Advanced signal processing at the receiver is used to estimate and decode the received signal blocks. A BLAST system requires more receive than transmit antennas and a rich scattering environment, which often occurs indoors. Vertical-BLAST(V-BLAST) and Diagonal-BLAST (D-BLAST) [111, 110, 30, 29] are the two major classes of BLAST transmission formats.

In V-BLAST [29], the data stream is multiplexed into \( N_t \) independent substreams. Each is passed through an optional temporal encoder, interleaved, mapped to a signal constellation point and transmitted over its corresponding transmit antenna. This process can be considered to be the encoding of the serial data into a vertical vector and is thus referred to as vertical coding or V-BLAST. D-BLAST [102] is somewhat more complex and uses a diagonal coding structure. The data stream is first parallel encoded but then, rather than transmitting each codeword from one antenna, the codeword symbols are staggered across antennas. As such, a codeword is transmitted by all \( N_t \) transmit antennas. If the frame sizes are not chosen properly, a D-BLAST based system may suffer a significant efficiency loss due to the wasted space-time dimension introduced by the staggering effect [2].

At rates of tens of bits/sec/Hz, V-BLAST has been shown [29] to have good performance and relatively simple encoding and decoding. Due to the (successive) interference cancelation techniques employed in the decoding process of V-BLASTs, their decoding complexity increases linearly with the number of transmit antennas. However, BLAST schemes
are unable to work with fewer receive antennas than transmit antennas. This deficiency is especially important for modern cellular systems where a base-station typically has more antennas than the mobile handsets. Furthermore, because BLAST transmits independent data streams from each antenna there is no built-in spatial coding to guard against deep fades suffered by a given transmitted signal.

The initial application of MIMO was proposed for indoor WLANs and fixed wireless access networks. However, it has since found wider applications and some practical MIMO systems have been built and experimentally tested in industry [98, 99]. There is an ongoing effort to standardize a MIMO approach under the name IEEE 802.11n [11]. It will offer up to eight times coverage and about six times the data rates, of current 802.11g [11] networks.

1.4 Space-Time Coding

Space-time coding (STC) [18, 24, 16] is a set of practical signal design techniques that offers an efficient means for providing diversity over fading channels with multiple transmit antennas. STC is performed in both the spatial and temporal domains to introduce correlation between signals transmitted from various antennas in different time periods. The spatial-temporal correlation is then used to exploit the scattering environment and minimize transmission errors at the receiver. STC can achieve transmit diversity and coding gain compared to spatially uncoded systems without sacrificing bandwidth [18]. Since their introduction in 1998 [16], STC and the corresponding MIMO signal processing have engendered one of the most vibrant research areas in wireless communications. Many variants of these coding structures have been developed [18, 24, 43].

STBCs and STTCs can be considered to be the two main classes of space-time codes. In this thesis we focus on STTCs, which have been developed to simultaneously provide coding gain and diversity in MIMO systems [16]. Similar to convolutional codes, STTCs use a trellis encoder to introduce redundancy into the transmitted symbol stream, and to
achieve coding gain. The coding gain is dependent on the construction criteria of the code, and on the length of the memory in the encoder. A number of different structures have been proposed for STTCs [112, 118, 119, 120]. In this thesis, we focus on the STTCs originally proposed by Tarokh et. al. [16] and later improved by others, most notably Baro et. al. [117] and Vucetic et. al. [54, 55, 18]. We refer to these STTCs as conventional STTCs (CSTTCs), though the names are sometimes used interchangeably throughout. These codes are discussed in more detail in Chapter 2.

1.5 Thesis Focus

The focus of this thesis is on the development of new STTC structures. As discussed in previous sections, STTCs are an important class of space-time codes which can simultaneously offer coding gain, spectral efficiency, and transmit diversity on fading channels.

To improve the spectral efficiency of communication systems for high data rate transmission, it is desirable to construct STTCs using high order signal constellations. However, the design of CSTTCs normally involves the use of a computer search, with the search space increasing exponentially with constellation size, the number of transmit antennas and the number of states in the code trellis. Similarly the number of states, and thus the decoding complexity of the CSTTCs grows exponentially with rate and consequently with the constellation size. Therefore, despite their many benefits, the development of systems based on CSTTCs is still faced with reluctance from system designers when it comes to implementation, especially for systems employing large signal constellations or numbers of transmit antennas.

1.5.1 Proposed System Structure

In this thesis, we design and develop a new transmission scheme, which benefits from the advantages of STTCs, but does not have some of the disadvantages, especially for larger
signal constellations. Specifically, we make use of multilevel coding (MLC) [67, 68, 87] concepts in our proposed design to obtain new codes known as multilevel space-time trellis codes (MLSTTCs).

MLC techniques have recently been used in MIMO systems, however most work so far has focused on combinations of STBCs, BLAST and MLC [69, 77, 86]. In this work the focus is placed on STTCs. Our proposed design offers the system designer with flexibility, scalability, versatility and reasonable complexity. More details of this are described in Chapters 3 and 4.

1.5.2 Research Objectives

The objective of this research is to investigate combining MLC and STTCs. In addition, appropriate decoding algorithms are proposed and investigated. Ultimately, the goal is to develop a transmission scheme that benefits from the performance of STTCs, but is not as computationally expensive, especially when used with larger signal constellations.

1.6 Structure of the Thesis

Chapter 2 provides background information on CSTTCs and their corresponding design criteria. The complexity problems of these codes, as well as an example space-time trellis coded system are also highlighted. MLC techniques are described in Chapter 3, along with an overview of some of existing MIMO-MLC designs. The proposed MLSTTC scheme and its corresponding decoding algorithms are discussed in Chapter 4. Simulation results for the proposed system are presented in Chapter 5 and some of the design tradeoffs are explored. The thesis is concluded in Chapter 6, with a summary of the main results and a list of suggestions for further research.
Chapter 2

Space-Time Trellis Codes

This chapter presents an overview of some of the most commonly used design criteria for STCs. In particular the focus is on the original criteria proposed by Tarokh et. al. in 1998 [16] and those later proposed by Vucetic et. al. [18]. A brief outline of the derivations is included to provide an insight into these design criteria. A number of performance bounds involved in designing STCs are also highlighted in this chapter followed by a discussion of the design of CSTTCs, and their corresponding encoding and decoding algorithms. The space-time system model used throughout the work as well as an example CSTTC system (which will be used in later chapters as a component code of the proposed scheme) are presented in this chapter and some of the problems of CSTTCs are discussed. The analysis provided in this chapter is primarily based on the materials presented in [16, 18, 54].

2.1 Introduction

Many different STC schemes have been proposed in the literature [18, 24, 43]. Space time block codes and STTCs are two of the major classes of STCs. So-called orthogonal STBCs (OSTBCs) [109, 114] can achieve a maximum possible diversity advantage with a simple decoding algorithm. This simplicity has made them very attractive to researchers and system developers in recent years [101, 27, 24, 98]. However, in general, they cannot provide
coding gain. In addition, for more than two transmit antennas, these codes cannot achieve full rate and thus suffer a throughput penalty. STTCs provide an effective alternative signalling technique. By having a convolutional or trellis code embedded into their design (as opposed to being merely a constellation design), they can simultaneously offer coding gain, spectral efficiency, and diversity improvement on flat Rayleigh fading channels.

2.2 System Model

Throughout this work, we consider a base-band, flat-fading, multi-antenna communication system model, where the channel is assumed to be constant for at least $L > 1$ channel uses. Assuming $N_t$ transmit and $N_r$ receive antennas, the relationship between the transmitted and received signals, for each channel instant $H_k$, can be represented in MIMO vector form as

$$r_k = \sqrt{\frac{\rho}{N_t}} X_k H_k + n_k$$  \hspace{1cm} (2.2.1)

where $r_k \in \mathbb{C}(L \times N_r)$ and $X_k \in \mathbb{C}(L \times N_t)$ are the received and transmitted matrices of complex values, and $n_k \in \mathbb{C}(T \times N_r)$ and $H_k \in \mathbb{C}(N_t \times N_r)$ with independent $\mathcal{CN}(0,1)$ are the additive noise and the channel matrix respectively. In $X_k$, $r_k$ and $n_k$, time runs horizontally and space runs vertically. $H_k$ is assumed to be known to the receiver but not to the transmitter. Since $H$, $X$ and $n$ are assumed to be independent, the normalization $\sqrt{\frac{\rho}{N_t}}$ in (2.2.1), ensures that $\rho$ is the average SNR at each receive antenna, regardless of $N_t$. A typical system of this kind, with $N_t$ transmit and $N_r$ receive antennas, where the transmitted data is encoded by a space-time encoder, is depicted in Figure 2.1. At each time instant $t$, a block of $B$ binary information symbols, denoted $b_t = (b^1_t, b^2_t, ..., b^B_t)$, is fed into the space-time encoder. The encoder maps the block of $B$ binary input data into $N_t$ modulation symbols from a signal set of $M = 2^m$ points, for an $M$-ary signal
constellation. The coded data, called the *space-time symbol*, can then be represented by the column vector $\mathbf{x}_t = (x_1^t, x_2^t, ..., x_{N_t}^t)^T$, where $T$ denotes the transpose of the matrix. The $N_t$ parallel outputs are simultaneously transmitted by $N_t$ transmit antennas, whereby symbol $x_j^t$, $1 \leq j \leq N_t$, is transmitted by antenna $j$, with all transmitted symbols having the same duration. Assuming the transmitted data frame length is $L$ symbols for each antenna, the *space-time codeword matrix*, can be defined as $\mathbf{X} = [\mathbf{x}_2, \mathbf{x}_3, ..., \mathbf{x}_L]$.

The signal is received after being distorted by the channel fading and AWGN. Similarly, the received space-time symbol can be represented as $\mathbf{r}_t = (r_1^t, r_2^t, ..., r_{N_r}^t)^T$ or in matrix form as $\mathbf{r} = [\mathbf{r}_2, \mathbf{r}_3, ..., \mathbf{r}_L]$, where $r_j^t$ is the received signal at receive antenna $j \in \{1, 2, ..., N_r\}$ at time $t$.

We define the spectral efficiency, to be the number of information bits transmitted per time slot, in this case $B$ bits/sec/Hz. This is equivalent to the spectral efficiency of a reference uncoded system with one transmit antenna. The rate of the code is defined as the number of information bits over the total number of bits transmitted per interval. In this case, assuming a $M$-ary signal constellation, for each $B$ information bits, $N_t \times m$ bits are transmitted. The rate of the code is then defined as $\frac{B}{N_t \times m}$. 

Figure 2.1: MIMO system model.
2.3 STC Design Criteria and Performance Bounds

A number of design criteria have been proposed for STCs, since their introduction in 1998. The most commonly used techniques are the \textit{rank and determinant} criteria originally proposed by Tarokh et. al. [16] and the \textit{trace criterion} proposed by Vucetic et. al. [54, 18]. Here we provide a summary of these methods, and discuss the conditions under which each criteria is deemed suitable. Throughout, we consider a baseband MIMO communication system with \( N_t \) transmit and \( N_r \) receive antennas, as described in Section 2.2.

2.3.1 Pairwise Probability of Error (PEP)

Assuming the transmitted data frame length is \( L \) symbols for each antenna, the \( L \times N_t \) space-time code word matrix can be represented as

\[
X = [x_2, x_2, \ldots, x_L] = \begin{bmatrix}
  x_1^1 & x_1^2 & \cdots & x_1^{N_t} \\
  x_2^1 & x_2^2 & \cdots & x_2^{N_t} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_L^1 & x_L^2 & \cdots & x_L^{N_t}
\end{bmatrix}
\]  

(2.3.1)

The PEP is defined as the probability that a maximum likelihood decoder erroneously selects a sequence \( e_t = (e_1^1, e_1^2, \ldots, e_1^{N_t}, e_2^1, \ldots, e_2^{N_t}, e_L^1, \ldots, e_L^{N_t}) \) as its estimate, when the signal transmitted was in fact \( x_t = (x_1^1, x_1^2, \ldots, x_1^{N_t}, x_2^1, \ldots, x_2^{N_t}, x_L^1, \ldots, x_L^{N_t}) \). Considering the received signal of (2.2.1), and ML concepts, this can happen if and only if,

\[
\sum_{t=1}^{L} \sum_{i=1}^{N_r} \left| r_t^i - \sum_{j=1}^{N_t} h_{j,i}^t x_t^j \right|^2 \geq \sum_{t=1}^{L} \sum_{i=1}^{N_r} \left| r_t^i - \sum_{j=1}^{N_t} h_{j,i}^t e_t^j \right|^2
\]  

(2.3.2)

This inequality is equivalent to

\[
\sum_{t=1}^{L} \sum_{i=1}^{N_r} 2Re \left\{ \sum_{j=1}^{N_t} h_{j,i}^t (e_t^j - x_t^j) \right\} \geq \sum_{t=1}^{L} \sum_{i=1}^{N_r} \sum_{j=1}^{N_t} h_{j,i}^t (e_t^j - x_t^j)^2
\]  

(2.3.3)

where \( Re\{.\} \) takes the real part of the argument.
Assuming that ideal CSI is available at the receiver, for a given realization of the fading channel matrix \( H \), the term on the right hand side of (2.3.3) becomes a constant that represents a modified Euclidean distance between the two space-time code word matrices \( x \) and \( e \). Denoting this constant by \( d^2(x, e) \), the conditional pairwise error probability (PEP) can be represented by

\[
P(x, e \mid H) = Q \left( \sqrt{\frac{E_s}{2N_0}} d^2(x, e) \right) \tag{2.3.4}
\]

where \( N_0/2 \) is the noise variance per dimension and \( Q(x) \) is the Gaussian Q-function defined by

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} dt \tag{2.3.5}
\]

By using the inequality

\[
Q(x) \leq \frac{1}{2} e^{-x^2/2} dt \tag{2.3.6}
\]

the conditional PEP shown in (2.3.3) can be upper bounded by

\[
P(x, e \mid H) \leq \frac{1}{2} \exp \left(-d^2(x, e) \frac{E_s}{4N_0} \right) \tag{2.3.7}
\]

### 2.3.2 Rank and Determinant Criterion

This criterion was the first criterion used for designing STCs, introduced by Tarokh et. al. [16] in 1998. As the name suggests the criterion is based on the rank and determinant of the codeword difference matrix. Consider a codeword difference matrix defined as

\[
B(x, e) = \begin{bmatrix}
e_1^1 - x_1^1 & \cdots & e_1^{N_t} - x_1^{N_t} \\
e_2^1 - x_2^1 & \cdots & e_2^{N_t} - x_2^{N_t} \\
\vdots & \ddots & \vdots \\
e_L^1 - x_L^1 & \cdots & e_L^{N_t} - x_L^{N_t}
\end{bmatrix} \tag{2.3.8}
\]
and a distance matrix defined as

\[ A(x, e) = B(x, e)B^H(x, e) \]  

(2.3.9)

where \((.)^H\) denotes the Hermitian transpose.

Assuming the number of independent subchannels \(rN_r\) is small, then for high SNR, the upper bound on the pairwise error probability of (2.3.3) can be simplified to [16]

\[ P(x, e) \leq \left( \prod_{i=1}^{r} \lambda_i \right)^{-N_r} \left( \frac{E_s}{4N_0} \right)^{-rN_r} \]  

(2.3.10)

where \(r\) is the rank of matrix \(A(x, e)\), and \(\lambda_1, \lambda_2, ..., \lambda_r\) denote its non-zero eigenvalues.

Using a union bound technique [16], an upper bound for the code frame error probability can be derived which sums the contributions of the PEPs over all error events. As can be seen, the PEP decreases exponentially as we increase the SNR. Thus, at high SNRs, the frame error probability is dominated by the PEP with the minimum product \(rN_r\) over all possible codeword pairs. In order to achieve good performing codes, it is therefore desirable to maximize the minimum rank, \(r\). The product of the minimum rank and the number of receive antennas, \(rN_r\), is called the minimum diversity. The maximum possible value of \(rN_r\) is \(N_tN_r\), however this is often not achievable due to restrictions on code structure [18].

Looking at the (2.3.10), in order to minimize the error probability, one also needs to maximize the non-zero eigenvalues, \(\prod_{i=1}^{r} \lambda_i\), of matrix \(A(x, e)\) along the pairs of codewords with the minimum rank. Note that, \(\prod_{i=1}^{r} \lambda_i\), is the absolute value of the sum of determinants of all the principal \(r \times r\) cofactors of matrix \(A(x, e)\) [16].
Thus for small $rN_r(< 4)$ the design criteria for STCs over quasi-static Rayleigh fading channel can be summarized as:

- Maximize the minimum rank $r$ of matrix $A(x, e)$ over all pairs of distinct codewords
- Maximize the minimum product, $\prod_{i=1}^{r} \lambda_i$, of matrix $A(x, e)$ among the pairs of distinct codewords with the minimum rank.

These criteria are known as rank and determinant criteria [16].

It is worthy to note that the exponent $(rN_r)$ of the SNR term in (??), known as diversity gain, determines the slope of the error rate curve plotted as a function of the SNR and that the coding gain is directly related to $(\lambda_1\lambda_2...\lambda_r)^{1/r}$. Coding gain is what determines the horizontal shift of the uncoded system error rate to the STC error rate curve obtained for any given diversity order. Thus by using the criteria above, we are in effect maximizing both the diversity and the coding gain of the system. Notice also that since the diversity gain is an exponent in the error probability upper bound, achieving a large diversity gain is more important than achieving a high coding gain for systems with small $rN_r$.

Tarkoh et. al. [116], developed a number of codes by hand based on this criteria and presented the corresponding performance curves for the flat Rayleigh fading channel. The codes developed by Tarokh were improved by Baro et. al. [117], using the rank and determinant criteria but performing a computer search over all possible codes. They consider a two Transmit antenna model and choose the code which has the maximum rank ($= 2$) and highest determinant. They obtain codes with better performance in comparison.
2.3.3 Trace Criterion

For large diversity values, corresponding to a large number of independent subchannels, the PEP for high SNR’s can be approximated by [18]

$$P(x, e) \leq \frac{1}{4} \exp \left( - N_r \frac{E_s}{N_0} \sum_{i=1}^{r} \lambda_i \right)$$

(2.3.11)

Thus, to minimize the error probability, one should maximize the minimum sum of all eigenvalues of matrix $A(x, e)$ among all pairs of distinct codewords. Since $A(x, e)$ is a square matrix, this can be referred to as maximizing the minimum trace of the matrix among all pairs of distinct codewords. This can be expressed as

$$\text{tr}(A(x, e)) = \sum_{i=1}^{r} \lambda_i = \sum_{i=1}^{N_t} A_{i,i}$$

(2.3.12)

where $A_{i,i}$ are the elements on the main diagonal of matrix $A(x, e)$. $A_{i,i}$ can be expressed as

$$A_{i,i} = \sum_{t=1}^{L} (x_i^t - e_i^t)(x_i^t - e_i^t)^*$$

(2.3.13)

where $(.)^*$ represents the complex conjugate operation. Based on (2.3.12) and (2.3.13), we can write

$$\text{tr}(A(x, e)) = \sum_{i=1}^{N_t} \sum_{t=1}^{L} |x_i^t - e_i^t|^2$$

(2.3.14)

Thus, it can be seen that the trace of matrix $A(x, e)$ is equivalent to the squared minimum Euclidean distance between the codewords $x$ and $e$. As such, maximizing the minimum sum of all eigenvalues of the difference matrix among the pairs of distinct codewords, or maximizing the minimum trace of that matrix, is equivalent to maximizing the minimum Euclidean distance between all pairs of distinct codewords. Therefore, this design criterion is referred to as the trace criterion.

The Trace criterion was introduced by Vucetic et. al. [54, 18]. As the authors explain in their work, it is suitable for cases where $r N_r \geq 4$, which is consistent with what had
been proposed earlier for trellis codes over fading channels with a large number of diversity branches [56]. The large number of diversity branches reduces the effect of fading and consequently, the channel approaches an AWGN model. In AWGN models, maximizing the minimum Euclidean distance had been proposed [34] in 1982 and been in wide use ever since. Similarly for space-time codes, when the number of independent co-channels is sufficiently large, \( rN_r \geq 4 \), the channel converges to an AWGN model, making the trace criterion more suitable.

Therefore, designing STCs in quasi-static fading channels, either the rank and determinant or the trace criterion can be used depending on the boundary value of \( rN_r \). The boundary value is chosen to be 4 in the literature and the reasoning is provided both analytically and based on simulation results. It has been shown that so long as \( rN_r \geq 4 \), the best codes based on trace criterion outperform those based on the rank and determinant criteria [54, 55]. The trace criterion is considered in this work.

### 2.4 CSTTC Encoder Structure

In CSTTCs, the encoder maps binary data to modulation symbols, where the mapping function is described by a trellis diagram. Consider a CSTTC system with \( M \)-PSK modulation, \( N_t \) transmit antennas and \( N_r \) receive antennas. At time \( t \), the encoded \( M \)-PSK symbols \( x_t^1, x_t^2, ..., x_t^{N_t} \) are simultaneously transmitted over \( N_t \) antennas.

The signal is received after being distorted by the channel fading and AWGN. From (2.2.1), at time \( t \), the received signal \( r_t^j \) at receive antenna \( j \in \{1, 2, ..., N_r\} \), is given by

\[
r_t^j = \sqrt{\rho} \frac{N_t}{N_t} \sum_{i=1}^{N_t} h_{i,j}^t x_t^i + n_t^i
\]

where \( h_{i,j}^t \) is the fading coefficient between transmit antenna \( i \) and receive antenna \( j \) at time \( t \).
An $M$-PSK STTC encoder with memory order $v$ and $N_t$ transmit antennas is presented in Figure 2.2. This encoder can achieve a bandwidth efficiency of $m = \log_2 M$ b/s/Hz and consists of $m$ branches of shift registers with total memory order $v$. At time $t$, $m$ binary inputs $c_t^k$, $k \in \{1, 2, ..., m\}$, are fed into the $m$ branches. The memory order of the $k$-th branch is given by

$$v_k = \left\lfloor \frac{v + k - 1}{\log_2 M} \right\rfloor$$

where $\left\lfloor X \right\rfloor$ denotes the maximum integer not larger than $X$.

The $m$ streams of input bits are simultaneously passed through their corresponding shift register branches and multiplied by the coefficient vectors

$$g^1 = [(g_{0,1}^1, g_{0,2}^1, ..., g_{0,N_t}^1), (g_{1,1}^1, g_{1,2}^1, ..., g_{1,N_t}^1), ..., (g_{v_1,1}^1, g_{v_1,2}^1, ..., g_{v_1,N_t}^1)]$$
$$g^2 = [(g_{0,1}^2, g_{0,2}^2, ..., g_{0,N_t}^2), (g_{1,1}^2, g_{1,2}^2, ..., g_{1,N_t}^2), ..., (g_{v_2,1}^2, g_{v_2,2}^2, ..., g_{v_2,N_t}^2)]$$
$$...$$
$$g^m = [(g_{0,1}^m, g_{0,2}^m, ..., g_{0,N_t}^m), (g_{1,1}^m, g_{1,2}^m, ..., g_{1,N_t}^m), ..., (g_{v_m,1}^m, g_{v_m,2}^m, ..., g_{v_m,N_t}^m)],$$

Figure 2.2: General STTC encoder structure for $N_t$ transmit antennas [18].
where $g^k_{j_k,i}$ is an $M$-PSK symbol, for $k \in [1,m]$, $j_k \in [0,v_k]$ and $i \in [1,N_t]$.

The encoder output at time $t$ for transmit antenna $i$, can be computed as

$$x^i_t = \sum_{k=1}^{m} \sum_{j_k=0}^{v_k} g^k_{j_k,i} b^k_{t-j_k} \pmod{M} \quad (2.4.4)$$

These outputs are elements of an $M$-ary signal set.

This encoder can also be described in generator polynomial format. The $k$th binary input stream $b^k$ can be represented as

$$b^k(D) = b^k_0 + b^k_1 D + b^k_2 D^2 + ... , \quad k = 1, \ldots, m \quad (2.4.5)$$

where $b^k_t \in [0,1]$ and $D$ represents a unit delay operator. The generator polynomial for the $i$th transmit antenna can be represented as

$$G^k_i(D) = g^k_{0,i} + g^k_{1,i} D + ... + g^k_{v_k,i} D^{v_k}, \quad i = 1, 2, \ldots, N_t \quad (2.4.6)$$

The coded symbol sequence transmitted from antenna $i$ is given by

$$x^i(D) = \sum_{k=1}^{m} b^k(D) G^k_i(D) \pmod{M} \quad (2.4.7)$$

This can also be written as

$$x^i(D) = [b^1(D) \ldots b^m(D)] \begin{bmatrix} G^1_i(D) \\ G^2_i(D) \\ \vdots \\ G^m_i(D) \end{bmatrix} \pmod{M} \quad (2.4.8)$$
where
\[
G_i(D) = \begin{bmatrix}
G_1^i(D) \\
G_2^i(D) \\
\vdots \\
G_m^i(D)
\end{bmatrix}
\tag{2.4.9}
\]

is the generator matrix for antenna \(i\). The generator matrices are designed based on the criteria discussed in Section 2.3.

### 2.5 CSTTC Decoder Structure

For STTCs, the decoder normally employs the Viterbi algorithm to perform maximum likelihood decoding. It is assumed that perfect channel state information (CSI) is available at the receiver. For a branch labelled by the symbol \(x_t\), the branch metric is computed as the squared Euclidean distance between the hypothesized received symbols and the actual received signals as
\[
\sum_{j=1}^{N_r} |r_{jt}^i - \sum_{i=1}^{N_t} h_{t,j}^i x_{t}^i|^2
\tag{2.5.1}
\]

The Viterbi algorithm selects the path with the minimum path metric as the decoded sequence [121].
2.6 An Example

In this example [54], we consider a 4-state STTC with an underlying constellation of 4 QAM with two transmit antennas. The generator matrix, for the chosen code, designed using the trace criterion is given by

\[
G^T = \begin{pmatrix}
0 & 2 & 1 & 2 \\
2 & 3 & 2 & 0
\end{pmatrix}
\] (2.6.1)

The trellis structure for the code is depicted in Figure 2.3. The trellis consists of \(2^v = 4\) states represented by the nodes in this Figure. The encoder takes \(m = 2\) input bits at each time. There are \(2^m = 4\) branches, corresponding to four different input patterns, leaving each state. The branches are labelled by \(b_1^t / b_2^t / x_1^t / x_2^t\), where \(b_1^t\) and \(b_2^t\) are a pair of encoder input bits, and \(x_1^t\) and \(x_2^t\) represent two coded QPSK symbols transmitted through antennas 1 and 2, respectively.

Figure 2.3: An example trellis structure, 2 transmit antennas, QPSK.
The performance of this code is shown in Figure 2.4\textsuperscript{1}. This code is used in Chapter 4 as one of the component codes of the proposed scheme. The published results on STTCs, suggest that as the number of states available in the trellis is increased, the coding gain of the system also increases. This is expected as, in general, longer trellis codes have a larger determinant. Furthermore, it has been shown that the constraint length of the code does not affect the diversity.

The minimum number of states in a given CSTTC, can be shown to be equal to \( M = 2^m \). We represent the complexity of a CSTTC, designed for an \( M \)-ary constellation by being in the order of number of states \( \times \) number of branches per state, which in this case is equal to \( 4 \times 4 \). This measure is directly related to the size of the trellis code, which in turn affects the code search complexity, the encoding and the decoding complexity. The larger this

\textsuperscript{1}Notice that the system parameters (e.g. SNR) are set up as described in Section 2.2.
measure, the more complex the system will be.

In order to design high data rate systems, it is highly desirable to design CSTTCs with high spectral efficiency. However, the exponential growth in the complexity has so far been a major obstacle to the use of CSTTCs, for systems with high spectral efficiency or a larger number of antennas.

2.7 Summary

In this Chapter different design criteria for STCs were reviewed. As suggested, the design criteria for quasi-static Rayleigh flat fading channels depends on the code parameter, the rank of the codeword difference matrix $r$, and the number of receive antennas in the system, $N_r$. If $rN_r < 4$, the rank & determinant criterion are applicable, while the trace criterion is more appropriate when $rN_r \geq 4$.

CSTTCs and their corresponding encoding and decoding algorithms were discussed. In the next chapter we shall discuss multi-level codes (MLCs). These will be used in Chapter 4 to design a new system. The example CSTTC code presented in this chapter, will be used in Chapter 4 as a component code of the proposed scheme.
Chapter 3
Multilevel Coded Modulation

Multilevel coding [67, 68, 87] is a powerful coded modulation technique that provides means of constructing a high complexity code structure using simple component codes. The technique works by partitioning the signal constellation into a multilevel hierarchy and defining a code over each level. These codes are generally decoded in a sequential manner using a multistage decoder (MSD), since decoding the overall multilevel code is usually prohibitively complex. Multilevel codes were originally designed for the AWGN channel. Multilevel codes developed for multiple antenna systems have primarily used block component codes [70, 71, 77, 78].

In this chapter, we provide a brief introduction to multilevel codes and their encoding and decoding. In addition, some of the most commonly used multilevel code structures used for MIMO systems are outlined. The techniques highlighted in this chapter, are later used in Chapter 4 to propose a new scheme which makes use of the multilevel coded modulation concepts and STTCs.

3.1 Introduction

During the first few decades after the publication of Shannon’s paper on capacity [52], research in coding theory concentrated almost exclusively on designing good codes and
efficient algebraic decoding algorithms for binary input channels, where the encoded bits were mapped to one-dimensional BPSK or QPSK signals. Up until the late 1970s, it was widely believed that coding gain could only be achieved through bandwidth expansion and that coding could serve no useful purpose at high spectral efficiencies. Therefore, in applications such as data transmission over dial-up telephone networks, where bandwidth was limited and large modulation alphabets were needed to achieve high spectral efficiencies, coding was thought to be a non-viable option. As a result, the modulation system design was almost entirely focused on constructing large signal sets with the largest possible minimum Euclidean distance between signal points, given constraints on average/peak signal energy [26].

Coded modulation refers to a class of techniques in which coding and modulation are combined and jointly optimized in order to improve the performance of a given digital transmission scheme, usually without incurring bandwidth expansion. Thus, coded modulation is referred to as a bandwidth efficient signaling technique. In the late 1970s, Ungerboeck [33] and Imai and Hirakawa [67] independently presented two of the most powerful applicable coded modulation techniques to date, namely trellis coded modulation (TCM) and multilevel coded modulation (MLC), respectively. The common core in these two techniques is that, unlike classical coding schemes that dealt with Hamming distances, these schemes optimize the code and hence the coded modulation in Euclidean space.

The concept of TCM was originally introduced by Ungerboeck and Csajka [33] in June 1976 and was later developed in more detail by Ungerboeck in [34, 35, 36]. Other early contributions to the development of TCM include papers by Anderson and Taylor [39], Forney et. al. [40] and Calderbank et. al. [79, 80]. Ungerboeck’s TCM is based on mapping by binary set partitioning, whereby the signal set, with an underlying signal constellation of \( M = 2^m \) points, is successively binary partitioned in \( m \) or fewer steps to define a mapping of binary addresses to signal points. Most coded modulation schemes use Ungerboeck’s set
partitioning. It maximizes the minimum intra-subset Euclidean distance. In the encoder, the binary addresses are usually divided into least significant binary symbols, which are convolutionally encoded, and most significant binary symbols, which -if present- are left uncoded. An exhaustive computer search is usually used to find the corresponding code parameters, in order to maximize the minimum distance between coded sequences in Euclidean space. A lot of work has been done on TCM designs since this early work. For a summary of some of the more recent work refer to [38, 37, 26, 87] and the references therein. It is worth noting that the STTCs, described in Chapter 2, can in fact be thought of as an extension of TCM to MIMO channels.

MLC [67, 68, 42, 87] efficiently splits the transmission channel into several logical subchannels, with the number of such subchannels depending on the size of the signal constellation of the underlying modulation scheme. Due to the separated subchannels, a MSD can be used. It decodes the component codes sequentially. Generally the MSD starts by decoding the most powerful component code. As each component code is decoded, its output decisions are assumed to be correct and are employed in the decoding of the subsequent and weaker code sequences. A MSD can potentially achieve the performance of a very large and complex code, but requires considerably lower decoding complexity [87]. The idea behind MLC, as originally described by Imai and Hirakawa [67], was to protect each bit in the label of a signal point with an independent binary code. This sort of protection implicitly assumes that some form of partitioning is being employed. Originally these codes were proposed for one-dimensional signaling combined with labeling by binary counting of the signal levels. The partitioning strategy was to maximize the minimum intra-subset Euclidean distance, in a similar manner to the TCM schemes developed by Ungerboeck. Pottie and Taylor later generalized this idea in [68], by using $q$-ary, $q \geq 2$, component codes based on a binary or nonbinary partitioning of a two-dimensional signal set. In this context, TCM can be thought of as a special case of MLC using a single convolutional code with a nonbinary
output alphabet while higher levels may remain uncoded. Unlike TCM, however, the MLC approach provides flexible transmission rates, through the use of multiple component codes that may have different rates. Furthermore, any code, can be used as a component code.

3.2 Multilevel Encoder

In a generalised multilevel construction [68, 42, 26, 59, 82], a signal constellation $S_L$ is partitioned into a partition chain written as $S_L/S_{L-1}/.../S_0$. Each set or sub-constellation $S_{i-1}$ is a subset of the set directly above it, $S_i$, whereby it divides $S_i$ exactly into $S_{i-1}$ and its cosubsets. The elements of the set formed by the partitioning of $S_i$ into $S_{i-1}$ and its cosubsets may be labelled by a set of labels $x_i$, whereby $S_{i-1}$ and its cosubsets map onto the elements of $x_i$ and we can write $S_i/S_{i-1} \leftrightarrow x_i$. The labels $x_i$, are elements of a discrete alphabet over which a component code $C_i$ can be defined. The combination consisting of the partition chain $S_L/S_{L-1}/.../S_0$, the label sets $x_1, x_2, ..., x_L$ and the set of codes $C_1, C_2, ..., C_L$ form a multilevel code. The general structure of a multilevel encoder is shown in Figure 3.1.

![General encoder structure for a multilevel code.](image)

Each code, $C_i$, accepts $b_i$ input bits and outputs $|S_i|/|S_{i-1}|$ bits for each time slot. The output of the encoder for $C_L$ selects a cosubset of $S_L/S_{L-1}$. The next encoder for $C_{L-1}$
selects a cosubset of $S_{L-1}/S_{L-2}$, and so forth, until finally the code $C_1$ narrows down the selection to a single point on the underlying constellation, $x$, which will be transmitted. An overall code $C$, may be associated with the $L$-level multilevel code. This code is referred to as the *multilevel* code associated with the partition chain $S_L/S_{L-1}/.../S_0$ and the $L$ independent component codes $C_1, C_2, ..., C_L$.

Several different criteria have been proposed for designing multilevel codes, in particular with respect to selecting the component codes. These include distance based criteria [67, 68, 42], capacity based designs [87, 122, 123], those based on the cutoff rate [87] and the coding exponent [87]. The first two have been the most popular, and have been shown to have good performance in a variety of different scenarios.

The capacity based design rule, proposed by Huber et. al. in the late 1990s [122, 123, 87], chooses the rates of the component codes to be equal to the equivalent capacity of the corresponding equivalent subchannels at that partitioning level for the desired SNR. Although this method has been shown to have good performance, calculating the capacities of equivalent channels, in practical scenarios, can be cumbersome. Furthermore, this design rule was derived assuming infinite length codes, which is impractical.

In this thesis, we use the *balanced distance* design rule, which was the original design rule proposed by Imai et. al. [67] and has been used in the majority of the multilevel designs [68, 42, 82, 71]. This criterion is based on the minimum Euclidean distance. More specifically it aims to maximize the minimum distance of the Euclidean space code by choosing component codes that result in equal minimum squared Euclidean distances on all levels. This then provides equal protection for all bits in each sequence of constellation points.

A variety of different partitioning strategies have been suggested [87, 106, 124, 59, 81]. In this work, we consider a partitioning scheme based on multi-resolution modulation (MRM),
originally introduced in the context of broadcast channels by Cover [88]. In our proposed scheme, we consider MRM in a multi-antenna scenario and propose a method for distributing the data over transmit antennas, space, and time. This is described in detail in Chapter 4.

In contrast to TCM, the design of good multilevel codes is not a straight-forward exhaustive code search. Multilevel codes offer the designer more degrees of freedom. There are a number of potential design tradeoffs involving the underlying signal constellation with respect to the number of points in it and their spacing, the partitioning strategy for the signal constellation, the number of levels in the partition chain, and the codes and code rates at each level. The main tradeoff of interest when designing multilevel codes, is often that of the error performance versus decoding complexity.

### 3.3 Multistage Decoder

Multilevel codes are usually decoded by a staged decoder as shown in Figure 3.2. The decoder, on level $i$ in the figure decodes the component code $C_i$. The staged decoder operates in a sequential manner. First the decoder at level $L$ makes a decision on the code $C_L$ and outputs the corresponding data bits, $b_L$. This decision information is then passed on from stage $L$ to stage $L - 1$ and the decoder at level $L - 1$ operates in a similar way, outputting $b_{L-1}$ and the corresponding cosubset information. The process continues down the partition chain until the received sequence is completely decoded.

The fact that the decision at each level assumes a correct decision from the previous level, means there can be error propagation through a MSD. Techniques such as interleaving and iterative multi-stage decoding have been used in the literature to combat these effects [63, 82, 64, 89]. Addressing these issues is beyond the scope of this thesis.

Although interleaving and iterative decoding can potentially improve the performance,
there are also drawbacks that need to be considered. In the case of interleavers, for example, the main penalty is the additional delay and in the case of iterative decoding, it is also the added complexity. Consequently, the tradeoffs must be considered carefully, to make sure the additional gain is worth the penalty.

### 3.4 MIMO Multilevel Codes

Tarokh et. al. briefly mentioned the idea of using multilevel concepts within space-time codes in their 1998 paper [16], where they introduced STCs. They suggested that multilevel coding would be a good way of producing powerful space-time codes for various high-bit-rate applications. They also presented a simple example for an 8 PSK system using set partitioning and short (length = \(N_t\)) block codes on each level. Since then, there have been many publications on space-time codes, but very few have considered using multilevel codes in a space-time environment. The few papers which have discussed this topic, have mainly focused on a combination of STBCs, BLAST and MLC [69, 71, 75, 78]. In this section we briefly highlight some of these structures.

In Lampe et al’s papers [69, 70], the authors discuss several multilevel code structures for
multi-antenna systems in fast\(^1\) Rayleigh fading channels. They follow the capacity design rules of [87] and argue that any mapping function is optimum in terms of capacity. Under the heading of *multilevel coding*, they make use of a pragmatic mapping approach and map blocks of \(\log_2(M)\) bits to one constituent \(M\)-PSK/\(M\)-QAM symbol transmitted from each antenna, as shown in Figure 3.3. They consider using Ungerboeck and Gray labelling for their MLC structure and use binary block codes as component codes.

![Diagram of MIMO MLC structure](image)

**Figure 3.3:** A MIMO MLC structure from [69].

The advantage of this method is that it is relatively simple to implement and is somewhat intuitive. It is also optimum in terms of capacity. However, the design leads to a relatively large number of levels \(= N_t \log_2(M)\), where each component code in the MLC spans only a single transmit antenna. The design approach results in independent signaling on each transmit antenna.

Another approach discussed in [69, 70] is *hybrid coded modulation* (HCM), see Figure 3.4. In this approach, each group of \(\log_2(M)\) levels corresponding to one constituent \(M\)-ary symbol are merged leading to only \(N_t\) levels. MLC and multi-stage decoding are applied with respect to these \(N_t\) levels, but within each level bit-interleaved coded modulation (BICM) is performed. HCM is similar to V-BLAST, in that it entails separate coding for each stream

\(^1\)with respect to one coding frame.
(layer) associated with each transmit antenna. Levels of HCM thus correspond to layers in V-BLAST and MSD effectively corresponds to successive interference cancellation. The major difference is that HCM is designed based on MLC capacity design rules.

![Diagram of Hybrid Coded Modulation Scheme](image)

**Figure 3.4:** Hybrid coded modulation scheme of [69].

HCM is not optimum in terms of capacity. For it to be efficient in terms of capacity, the user is restricted to applying Gray labelling with respect to the constituent signal constellation. On the other hand, HCM has lower implementation complexity than the MLC approach proposed by [69, 70] and has reduced transmission delay. Although not as computationally simple as BICM, it provides better performance. The authors compare the performance of this scheme to that of STBCs, and conclude that independent signalling over two transmit antennas and MLC (HCM) is inferior to STBC transmission. This is explained to be due to the different constituent signal constellations applied, but is considered to be a fair comparison as the number of transmit symbols per modulation interval is equal in all cases.

Another capacity approaching scheme is proposed in [77] and [78], where the authors use a multi-dimensional partitioning scheme based on [106] and make use of binary irregular LDPC component codes on each level. They also propose the corresponding MSD that
makes use of a bank of sphere decoders [179] for detection on each level, with a separate sphere decoder for each coset. After detection, the component decoder (an iterative decoder in this case) is used to make a decision on the transmitted coset. This decision is then passed on to the next level and the decoding proceeds in a multi-stage fashion. In [78], an alternative partitioning strategy based on [83, 84] is also discussed.

Yuan et. al. consider the subject of MLC for multi-antenna systems in a number of papers including [71, 75, 76]. They consider different partitioning schemes, primarily the Ungerboeck partitioning [34] and block partitioning [87], and consider QAM and PSK as the underlying constellations. In different papers they consider both distance-based [75] and capacity-based [76] approaches for choosing their component codes. In order to achieve space-diversity, the authors concatenate their MLC system (which is designed for a single antenna system) with an orthogonal STBC, as shown in Figure 3.5.

![Figure 3.5: The concatenated STBC-MLC system of [75].](image)

At the receiver [75], the STBC is decoded and then the results are passed to a MSD to decode the multilevel codes. The addition of the STBC block in this structure, although providing diversity, can be seen to limit the rate of the overall system.

As can be seen, these works have mostly focused on block codes in their designs and the combination of STBCs, BLAST and MLC. In Chapter 4, we propose a new transmission scheme which makes use of concepts from MLC and STTCs.
3.5 Summary

This chapter has presented background on MLC and highlighted the encoding and decoding structure of a multilevel coded system. Some of the MLC structures most commonly used with MIMO systems were also outlined. It was noted that despite their many advantages, to date, there has been little work done on multilevel codes in a space-time environment and the majority of the work done has focused on a combination of block codes, BLAST and STBCs in conjunction with MLC.

In the next chapter, we make use of the techniques highlighted in Chapter 2 and 3 to propose a new transmission scheme which makes use of multilevel coding concepts and STTCs in order to achieve good performance, high throughput and low complexity. Our system offers a more integrated design, which spans both space and time.
Chapter 4

Multilevel Space-Time Trellis Codes

In Chapter 2 we studied conventional space-time trellis codes (CSTTCs) [91, 54, 55], which can simultaneously provide substantial coding gain, spectral efficiency and diversity improvement. However, as discussed, the exponential increase in decoding complexity with the number of antennas and the size of the modulation set is a major hurdle to them being widely adopted in practice, for larger constellations and higher throughputs. In Chapter 3, we discussed multilevel coded (MLC) modulation [67, 68, 87], where a higher complexity coded signal constellation can be constructed using simple component codes.

In this chapter we combine the techniques of Chapter 2 and 3 to develop multilevel space-time trellis codes (MLSTTC’s), capable of simultaneously providing bandwidth efficiency, diversity improvement and coding gain with significantly reduced decoding complexity, especially for larger constellations and higher throughputs. The general structure of MLSTTC’s is flexible and can easily be tuned to achieve the required balance between spectral efficiency, error performance and decoding complexity. We describe the overall structure and analytical model in this chapter. Performance evaluations and trade-offs are studied in Chapter 5.
4.1 Introduction

To enable high spectral efficiency for future high data rate transmissions, it is desirable to construct CSTTC’s using high order signal constellations. However, the design of CSTTC’s normally involves a computer search, with the size of the search space increasing exponentially with constellation size, number of transmit antennas and number of states in the code trellis. The decoding complexity of the CSTTC’s also increases exponentially with the size of the underlying constellation. To the best of the author’s knowledge, there are currently no CSTTC’s designed for 64 QAM, which would allow 6 bits/sec/Hz. Due to these complexity problems, and despite their many benefits, CSTTC’s are still viewed with reluctance from system designers when it comes to implementation.

In this chapter we propose a new class of codes that benefit from many of the advantages of CSTTC’s without some of the disadvantages. MLSTTC’s present a promising alternative to currently available CSTTC’s, by simultaneously offering diversity improvement, coding gain and bandwidth efficiency at significantly lower decoding complexity than CSTTC’s. Furthermore, the proposed MLSTTC’s provide flexible transmission rates by partially decoupling the dimensionality of the signal constellation from the code rate. Examples of higher rate MLSTTC’s are presented in Chapter 5.

In designing MLSTTC’s, we make use of the multilevel coding techniques, described in Chapter 3. To date, little work has been done on multilevel ST coded MIMO systems and most of that has been focused on block codes [71, 75, 76, 77, 78]. In the proposed MLSTTC’s, the focus is placed on using CSTTC’s [54, 55] as component codes. Unlike some of the multilevel MIMO structures in the literature [71, 75, 76], the MLSTTC structure is more integrated as it does not require having a separate ST encoder. Furthermore, we depart from the BLAST-based multilevel [70, 69] and multi-layered systems [85, 73, 199] by making better use of both spatial and temporal dimensions. In this chapter, we describe
the overall design strategy. System performance and some of the trade-offs are considered in the next chapter.

4.2 System Model

We consider a MIMO wireless link, with $N_t$ transmit antennas and $N_r$ receive antennas. The symbol transmitted at time $t$ by the $j$th transmit antenna is denoted by $Q_{tj}$, for $1 \leq j \leq N_t$. We follow [16, 54, 55, 73], in assuming that the channel exhibits quasi-static frequency flat Rayleigh fading over a frame duration. Thus, it is constant over one frame and varies independently between frames. We assume that perfect CSI is available at the receiver, but that no knowledge of the channel is available at the transmitter.

The received signal at time $t$, at the $i$th receive antenna is a noisy superposition of independently Rayleigh faded versions of the $N_t$ transmitted signals and is denoted $r_{it}$ for $1 \leq i \leq N_r$. The discrete complex baseband output of the $i$th receive antenna at time $t$ is given by

$$r_{it} = \sum_{j=1}^{N_t} h_{ij} Q_{jt}^i + n_{it}$$

(4.2.1)

where $h_{ij}$ is the path gain between the $j$th transmit and $i$th receive antennas and $n_{it}$ is the noise associated with the $i$th receive antenna at time $t$. The path gains, $h_{ij}$, are modeled as samples of independent complex Gaussian random variables with zero mean and variance of $1/2$ per dimension, implicitly assuming that the signals transmitted from different antennas undergo independent fading. The noise quantities are samples of independent complex Gaussian random variables with zero mean and variance of $N_0/2$ per dimension.
In matrix form, (4.2.1) can be represented as

\[
\begin{bmatrix}
  r_1^t \\
r_2^t \\
  \vdots \\
r_N^t
\end{bmatrix} =
\begin{bmatrix}
  h_{11} & h_{12} & \cdots & h_{1N_t} \\
h_{21} & h_{22} & \cdots & h_{2N_t} \\
  \vdots & \vdots & \ddots & \vdots \\
h_{N_t,1} & h_{N_t,2} & \cdots & h_{N_t,N_t}
\end{bmatrix}
\begin{bmatrix}
  Q_1^t \\
  Q_2^t \\
  \vdots \\
  Q_N^t
\end{bmatrix}
+ 
\begin{bmatrix}
  n_1^t \\
n_2^t \\
  \vdots \\
n_N^t
\end{bmatrix}
\]

or in compact form as

\[
\mathbf{r}_t = \mathbf{H}_t \mathbf{Q}_t + \mathbf{n}_t \tag{4.2.3}
\]

where, \( \mathbf{Q}_t = (Q_1^t, Q_2^t, \ldots, Q_N^t)^T \), \( \mathbf{r}_t = (r_1^t, r_2^t, \ldots, r_N^t)^T \), \( \mathbf{n}_t = (n_1^t, n_2^t, \ldots, n_N^t)^T \) and \( \mathbf{H}_t \) is the \( N_r \times N_t \) channel matrix whose \((i,j)\)th entry is represented by \( h_{ij} \) and \((.)^T \) denotes the transpose operation.

As will be described in detail in Section 4.3.1, the MLSTTC system works by partitioning the underlying signal constellation into a hierarchy of subsets or clusters using the multi-resolution modulation (MRM) approach, originally introduced by Cover in 1972 [88] and later used by others including [200]. Each cluster may itself have sub-clusters and so on. The incoming bits are encoded and mapped to the \( 2^m \) point MRM constellation; with the most significant coded bits being mapped to the clusters and the least significant bits to the subclusters and so forth. Ultimately, the last bits choose a signal point within the underlying constellation.
This clusterization provides up to $L$ resolutions for an underlying $M$-QAM constellation, with $M = 4^L$, where each resolution can be considered as a 4-QAM constellation\(^2\). Up to $L$ component codes can be used to encode the incoming bits. A simplified block diagram of a MLSTTC system is presented in Figure 4.1. The component codes are denoted as $C(1), C(2), ..., C(L)$ in this figure. Each of these component codes is designed for their corresponding cluster size. The output of each encoder is mapped to its corresponding cluster.

In the designs presented in this thesis, CSTTC’s [54, 55] are used as component codes in the MLSTTC’s. Potentially, any code (including block codes) can be used as a component code. The encoding is over both space and time. Throughout we assume $rN_r \geq 4$, where $r$ is the rank of the code difference matrix. As discussed in Chapter 2, this results in the minimum Euclidean distance dominating performance and thus we design codes for large Euclidean distances, following the trace criterion [54].

The receiver applies a modified version of a CSTTC decoder in each stage. This is discussed in Section 4.4, where we derive branch metrics for the detection and decoding process to take the effect of the MRM partitioning and multi-stage decoding into account. In the remainder of this chapter we will review each block in the system and investigate their designs.

### 4.3 Encoder Design

We now discuss the encoder design. In particular, we highlight the partitioning strategy and constellation design, and provide an overview of the component codes used. The design is carried out in general terms with specific examples provided in Chapter 5.

\(^2\)The hierarchy of clusters is analogous to partitioning levels in standard multilevel codes. In the present work, we use 4-point or 4-QAM clusters as the lowest level or base cluster. This is discussed in detail in Section 4.3
4.3.1 Partitioning and constellation mapping

The partitioning scheme we use on each of the $N_t$ transmit antennas is based on MRM, which was originally introduced in the context of broadcast channels [88]. The idea is to divide the underlying signal constellation into a hierarchy of clusters, where each cluster can have its own subclusters. The distance between clusters is greater than the distance between subclusters.

Figure 4.2 shows the application of MRM to a 64-QAM constellation. As can be seen, the 64 points in the underlying constellation are divided into 4 clusters, and each cluster into 4 subclusters and so forth. Thus, we use a 4-cluster as the basic unit of resolution. We partition [68] the multi-resolution constellation by treating each cluster as a 4-QAM constellation. This enables us to directly use CSTTCs designed for 4-QAM in our mapping process. The labelling of the signal constellation points based on the partitioning is also shown in Figure 4.2, where we have 3 clusters, each having 4 subclusters. The circles in the figure denote one subcluster of each cluster.

This clusterization allows us to have $L$ resolutions for a $M$-QAM constellation, with $M = 4^L$. We then map the output of the first component code, $C(1)$, to the clusters and the output of the next component code $C(2)$ to the subclusters and so forth with the output of $C(L)$ selecting the actual constellation points to be transmitted. For the 64-QAM constellation of Figure 4.2, this results in $L = 3$ levels.

The output of $C(L)$, denoted as $x_t(L)$, gets mapped to the actual constellation points, while the outputs generated by $C(1)$ to $C(L-1)$, denoted $x_t(1), ..., x_t(L-1)$ respectively, get mapped to the virtual cluster centre points (centroids) as shown in Figure 4.2, and thus label the corresponding clusters. These component codes are all designed for a 4-QAM constellation and their coded output symbols, $x_t(1)$ to $x_t(L)$, are all drawn from 4-QAM constellations and can be represented either in complex form as $x_t(l) = a + jb$ —
$a, b \in \{1, -1\}$ or mapped to a ring of integers $s_t(l) = \mu(x_t(l)) | s_t(l) \in \{0, 1, 2, 3\}$. Each point in the underlying $M$-QAM constellation can be represented in complex form as

$$Q = d_{x(1)}x(1) + d_{x(2)}x(2) + \ldots + d_{x(L)}x(L)$$

where $d_{x(1)}$, ..., $d_{x(L)}$ are the cluster distances corresponding to $x_t(1), \ldots, x_t(L)$, as shown in Figure 4.2. Note that if the free distances, $d_{\text{free}}$, of the codes on different levels are not equal but the designer wishes to have equal error protection, or alternatively if the $d_{\text{free}}$ values of all codes are equal but the designer prefers unequal error protection, the distances $d_{x(1)}$ to $d_{x(L)}$ can be adjusted to achieve the desired performance. For equal error protection we want $d_{x(1)}^2 d_{\text{free}}^{C(1)} = d_{x(2)}^2 d_{\text{free}}^{C(2)} = \ldots = d_{x(L)}^2 d_{\text{free}}^{C(L)}$, where $d_{\text{free}}^{C(l)}$ is the free distance of the $l$th component code. An example will be presented in Chapter 5.
4.3.2 Component Codes

For the MLSTTC systems discussed in this thesis, we focus primarily on CSTTC’s as component codes. However, any codes (including block codes) can potentially be used as component codes.

We consider here the generic case, where an $M$-QAM constellation has been partitioned into $L$ levels of nested clusters, each being representable as a 4-QAM constellation\(^3\). We initially use $L$ identical CSTTC’s as component codes. These are denoted by $\mathcal{C}(1), \ldots, \mathcal{C}(L)$, as shown in Figure 4.1.

As explained in Chapter 2, the output of a CSTTC encoder for an $M$-ary signal constellation can, in general, be represented as

$$s_j(D) = \sum_{k=1}^{m} b^k_j(D) g^k_j(D) \pmod{M}$$

(4.3.2)

where $s_j(D)$ denotes the $M$-ary coded symbol sequence transmitted from antenna $j$ and $D$ represents a unit delay operator. The $k$th binary input sequence is represented by

$$b^k(D) = b^k_0 + b^k_1 D + b^k_2 D^2 + \ldots, \quad k = 1, \ldots, m$$

(4.3.3)

where $b^k_t \in [0,1]$, $m = \log_2 M$. The generator polynomial for the $j$th transmit antenna is represented by [18]

$$g^k_j(D) = g^k_{0,j} + g^k_{1,j} D + \ldots + g^k_{v_k,j} D^{v_k}, \quad j = 1, 2, \ldots N_t$$

(4.3.4)

where $v_k$ is the memory order of the $k$-th branch as defined in Chapter 2. The generator polynomials are designed based on the criteria discussed in Section 2.3. We assume that design of the component codes is based on the trace criterion [54] for quasi-static Rayleigh fading channels.

---

\(^3\)This case is generic in terms of 4-clusters. In principle, one could use 16-clusters, etc.
The CSTTC used has been designed for \( N_t \) antennas and a 4-QAM constellation. It is \textit{not} necessary to use identical component codes in an MLSTTC system. Other variations are possible as will be presented in Chapter 5.

Using 4-QAM clusters, we input two bits into the encoder of each component code at each time \( t \). These generate \( N_t \) 4-QAM symbols per time slot per component code. Hence, the \textit{rate of each component code} is \( \frac{2}{2N_t} \). In a general CSTTC structure [16, 54, 55], or in multi-layered systems\(^4\) [73, 199, 72], these \( N_t \) 4-QAM symbols are transmitted from \( N_t \) separate antennas in each time slot. In a MLSTTC system, the \( LN_t \) 4-QAM symbols generated by the \( L \) component codes over \( N_t \) symbol periods jointly define \( N_t \) new QAM symbols from an enlarged constellation. More specifically, the blocks of \( N_t \) symbols generated by \( C(1) \), namely, \( x_t(1)^1, x_t(1)^2, ..., x_t(1)^{N_t} \), would be used to determine the most significant bits of the new QAM symbols. Similarly the \( N_t \) symbols generated by \( C(L) \), namely, \( x_t(L)^1, x_t(L)^2, ..., x_t(L)^{N_t} \), determine the least significant bits. Collectively, the outputs from all \( L \) encoders, \( C(1), ..., C(L) \), generate \( N_t \) new symbols from the enlarged constellation. These \( N_t \) new QAM symbols are denoted by \((x_t(1)^1x_t(2)^1...x_t(L)^1), (x_t(1)^2x_t(2)^2...x_t(L)^2), ..., (x_t(1)^{N_t}x_t(2)^{N_t}...x_t(L)^{N_t})\). They are mapped to the underlying \( M \)-QAM constellation through the partitioning process. For ease of presentation, this multiplexing process is shown as a separate block called “symbol multiplexing” in Figure 4.1.

Note that due to the multilevel nature of the overall code, using identical codes on all levels, will result in a different level of error protection at each level. This, \textit{unequal error protection}, can be useful in some applications. To obtain \textit{equal error protection} on each level, we have three degrees of freedom to exploit:

1. The number of states used by each component code can be varied; using more states will result in a stronger code.

\(^4\)These systems are discussed in more detail in Chapter 5.
2. The constellation distance can be varied as described in Section 4.3.1.

3. The rate of each component code can be varied to change its equivalent minimum distance.

We can use these three degrees of freedom to balance the codes at each level, using the balanced distance design rule [87]. Examples will be discussed in Chapter 5.

4.3.3 Mapping Symbols to Antennas

Considering the constellation shown Figure 4.2. At time $t$, the symbol transmitted from the $j$th transmit antenna can be represented by

$$Q_t^j = d_x(1)x_t(1)^j + d_x(2)x_t(2)^j + \ldots + d_x(L)x_t(L)^j \quad j = 1, \ldots, N_t$$  \hspace{1cm} (4.3.5)

where $x_t(l)^j$ is the 4-QAM symbol generated by the $l$th component code.

A CSTTC designed for an $M$-ary constellation, where $M = 2^m$, has a throughput of $m$ bits/sec/Hz [16]. If $N_t$ transmit antennas are used, then the overall rate is $\frac{m}{N_t}$. In MLSTTC, if we use $L$ identical $M$-QAM CSTTC’s designed for $N_t$ transmit antennas as our component codes, and use $N_t$ transmit antennas to transmit the information, then we will end up with an overall rate of $\frac{Lm}{N_tLm}$. However, it is possible to increase the throughput by changing the rate of the component codes. An example is provided in chapter 5, where we consider subgroups of the antennas and use higher rate CSTTC’s to encode some of the clusters.

4.4 Detection/Decoding

We use a multi-stage decoder with $L$ stages to decode the received data, encoded by an $L$-level MLSTTC, as shown in Figure 4.1. In the following, we describe the decoding process
where the decoder starts by decoding the output of the $L$th component code. The estimated values of $x(L)$, $\hat{x}(L)$, are then passed to the next decoding stage and are used to decode the values of $x(L-1)$ and so forth. The final stage of the decoder uses the estimates obtained from levels $L$ to 2, namely $\hat{x}(L)$, $\hat{x}(L-1)$, ..., $\hat{x}(2)$ to obtain $\hat{x}(1)$.

In this section, we derive decoding metrics for the proposed multi-stage decoder. The derivation is carried out for an arbitrary number of transmit and receive antennas. We start by looking at the form of the received signal. Based on (4.2.1) and (4.3.5), the received signal at the $i$th receive antenna at time $t$ is given by

$$r^i_t = \sum_{l=1}^{L} \sum_{j=1}^{N} h_{i,j}^l d_{x(l)} x^l_j + n^i_t$$  \hspace{1cm} (4.4.1)

The conditional probability density function (pdf), of $r_t$ conditioned on the channel matrix and all $L$ encoder outputs, may then be written as

$$f(r_t | x_t(1), x_t(2), ..., x_t(L), H_t)$$  \hspace{1cm} (4.4.2)

where $x_t(l) = (x_t(l)^1, x_t(l)^2, ..., x_t(l)^{N_t})$, for $l \in \{1, 2, ..., L\}$. As will be described later, this in fact turns out to be a Gaussian pdf.

Assuming that the component codes are independent of the AWGN and of each other, we apply a multi-stage decoder, where $x_t(L)$ is decoded first and is passed to the next stage, where $x_t(L-1)$ is decoded and so forth (as described above).

### 4.4.1 Stage L

In the $L$th stage, the aim is to decode $x_t(L)$. We make use of the Viterbi algorithm, and thus hypothesize the value of vector $x_t(L)$. The decoder in Stage $L$, performs a search to maximize the likelihood function over the hypnotized values of $x_t(L)$. The values of $x_t(1)$ to $x_t(L-1)$ are unknown at this stage and thus we treat them as “nuisance” variables and
average them out.

Based on (4.4.2), we can then write the conditional pdf as

\[ f(r_t|x_t(L), H_t) = \sum_{x_t(l)_{i=1}}^{L-1} Pr(x_t(1), ..., x_t(L-1)|x_t(L), H_t) f(r_t|x_t(1), ..., x_t(L-1), H_t) \]

(4.4.3)

Since the component encoders are assumed to be independent of each other, we consider \( x_t(1), ..., x_t(L-1), x_t(L) \) to be mutually independent. Considering that the channel is also assumed to be independent of the component codes, and that different values of \( x_t(l) \) have the same probability of being transmitted, the probability \( Pr(x_t(1), ..., x_t(L-1)|x_t(L), H_t) \) in the expression on the right hand side of (4.4.3) reduces to a constant and can be ignored when maximizing the likelihood function. Now focusing on the second term, on the right hand side of (4.4.3) and using (4.4.1), we can write

\[
f(r_t|x_t(1), ..., x_t(L-1), x_t(L), H_t) = \prod_{i=1}^{N_r} \frac{1}{(\sqrt{2\pi\sigma_n})^2} \exp \left[ \frac{\left| r_i^t - \sum_{l=1}^{L} \sum_{j=1}^{N_t} h^t_{i,j} d_{x(l)} x_t(l)^j \right|^2}{2\sigma_n^2} \right] \]

(4.4.4)

Substituting (4.4.4) into (4.4.3) and ignoring the constant term, we obtain the likelihood function in the form
\[ L(\mathbf{x}_t(L)) = f(\mathbf{r}_t|x_t(L), \mathbf{H}_t) \propto \sum_{\mathbf{x}_t(l), t = 1, \ldots, L - 1} \exp \left[ \sum_{i=1}^{N_r} \frac{r_i^t - L \sum_{l=1}^{L} \sum_{j=1}^{N_t} h_{i,j}^t d_{x(l)} x_t(l)^j}{2\sigma_n^2} \right] \]  \tag{4.4.5}

Taking the logarithm of (4.4.5) and ignoring the terms that are not dependent on \( x_t(l) \), we obtain

\[
\log \left( \sum_{\mathbf{x}_t(l), t = 1, \ldots, L - 1} \exp \left[ \sum_{i=1}^{N_r} \frac{r_i^t - L \sum_{l=1}^{L} \sum_{j=1}^{N_t} h_{i,j}^t d_{x(l)} x_t(l)^j}{2\sigma_n^2} \right] \right)
\]

as the corresponding branch metric. As mentioned previously, Stage \( L \) decodes the subset labels \( \mathbf{x}(L) \) using the Viterbi algorithm. More specifically, assuming that \( r_i^t \) is the received signal at the \( i \)th receive antenna at time \( t \), the branch metric for a transition labelled \( x_t(L)^1, x_t(L)^2, \ldots, x_t(L)^j \) is given by (4.4.6). The Viterbi algorithm is used to compute the path with the largest accumulated metric over the duration of a data frame.

Notice that while taking the logarithm is not strictly necessary in calculating the branch metric, we perform it to obtain path metrics as the sum of branch metrics. In Section 4.6 and in Chapter 6, we discuss ways to reduce its complexity.

The decoded values of \( \mathbf{x}(L) \), denoted \( \hat{\mathbf{x}}(L) \), are assumed to be correct and are passed on to the decoder of Stage \( L - 1 \) and used in decoding \( \mathbf{x}(L - 1) \) and so forth. In the next section we will look at stage \( k \) of decoding for \( 1 < k < L \).

### 4.4.2 Stage \( k \)

The decoding of the \( k \)th stage is similar to the decoding of stage \( L \). Now the aim is to decode \( \mathbf{x}_t(k) \). We make use of the Viterbi algorithm and hypothesize the value of vector \( \mathbf{x}_t(k) \). Similar to what we had before, the decoder performs a search to maximize the
likelihood function over the hypothesized values of $x_t(k)$. This time however, assuming the decoding starts from stage $L$, and $1 < k < L$, the outputs of the stage $L$ to $k + 1$ decoders (i.e. $\hat{x}(L), ..., \hat{x}(k+1)$) are available. Therefore, we can take these decisions into account. The values of $x_t(1), ..., x_t(k-1)$ are still unknown at this stage and thus are treated as “nuisance” variables and averaged out.

The branch metric is derived using the same procedure as before. For a transition labelled $x_t(k)^1, x_t(k)^2, ..., x_t(k)^j$ the branch metric at stage $k$, where $1 < k < L$, can be calculated as

$$
\log \left( \sum_{x_t(l), \ l:1 \ldots k-1} \exp \left[ \sum_{i=1}^{N_e} \left( \frac{r_i^k - \sum_{l=1}^{N_t} \sum_{j=1}^{N_t} h_{i,j}^l d_x(l) x_t(l)^j - \sum_{p=k+1}^{L} \sum_{j=1}^{N_t} h_{i,j}^p d_x(p) \hat{x}_t(p)^j}{2\sigma_n^2} \right)^2 \right] \right)
$$

(4.4.7)

Note the appearance of the decisions $\hat{x}_t(p); \ p = k+1, ..., L$ in the third term of the exponent.

We next look at the final stage of decoding where the estimated values of $x(L), ..., x(2)$ are available to the decoder.

4.4.3 Stage 1

Stage 1 is the final stage of decoding, where we use the Viterbi algorithm to decode the component code generated by the $x(1)$ encoder. Following the same procedure as in Section 4.4.1, for a transition labelled $x_t(1)^1, x_t(1)^2, ..., x_t(1)^j$, we obtain the branch metric

$$
\log \left( \sum_{x_t(l), \ l:2 \ldots L} \exp \left[ \sum_{i=1}^{N_e} \left( \frac{r_i^1 - \sum_{l=1}^{N_t} \sum_{j=1}^{N_t} h_{i,j}^l d_x(l) x_t(l)^j}{2\sigma_n^2} \right)^2 \right] \right)
$$

(4.4.8)

The decoded (estimated) values of $x(L), ..., x(2)$, denoted by $\hat{x}(L), ..., \hat{x}(2)$, are now available and are passed to the Stage 1 decoder, as shown in Figure 4.1. Therefore, we no longer
average over $x(L), \ldots, x(2)$ but instead insert the corresponding decisions $\hat{x}(L), \ldots, \hat{x}(2)$, denoted by $\hat{x}_t(l)^j$, directly into the above expression. Doing so eliminates the summation over $\hat{x}_t(l)$ and allows (4.4.6) to be reduced to

$$\sum_{i=1}^{N_r} r_i^t - \sum_{j=1}^{N_l} h_{i,j}^t \left( d_{x(1)} x_t(1)^j - \sum_{l=2}^{L} d_{x(l)} \hat{x}_t(l)^j \right)^2$$

(4.4.9)

This expression is used as the branch metric in Stage 1. Notice that there are no longer any nuisance variables. As can be seen, the metric used in the final stage of decoding is almost identical to the branch metric used in a CSTTC (2.5.1), reproduced here for the reader’s convenience:

$$\sum_{i=1}^{N_r} r_i^t - \sum_{j=1}^{N_l} h_{i,j}^t x_t^j \right)^2$$

(4.4.10)

However, the branch metrics used in previous stages are more complex. In the next section, we consider the complexity implications of MLSTTC’s and propose a method for reducing the branch complexity for MLSTTC decoding.

### 4.5 Complexity Considerations

An attractive property of the MLSTTC scheme is its low overall complexity compared to CSTTCs, [16, 54, 55], with the same signalling parameters. The scheme makes use of a multilevel structure. The underlying constellation is partitioned and the encoding is done in stages using simpler component codes. A multi-stage decoder is then used to decode the succession of component codes. The overall structure results in reduced complexity, especially for larger signal constellations and larger numbers of states. In general, complexity of the MLSTTC system increases linearly with the size of the underlying constellation, while that of a CSTTC grows exponentially.

Consider a CSTTC transmitting $b$ bits/sec/Hz with diversity $rN_r$. It has been shown [16], that the constraint length of such a code must be at least $r - 1$. Since the transmission
rate is \( b \) bits/sec/Hz, the number of branches leaving each state of the trellis diagram is \( 2^b \). For CSTTCs, this is also the modulation set size. At time instance \( r - 1 \), there are \( 2^{b(r-1)} \) branches that have diverged from the zero state of the trellis at time zero. Since the constraint length is \( r - 1 \), none of these paths can merge at the same time. Therefore, there are at least \( 2^{b(r-1)} \) states in the trellis, and the complexity of the trellis grows exponentially with throughput.

To study the complexity of the decoder, assume a CSTTC with \( N_s \) states, and \( N_b \) branches per state. Each state stores information on hypothesized previously transmitted data (history). Each branch corresponds to \( N_t \) symbols, which are calculated from both the history, and the current received symbol. Assuming perfect channel knowledge, the complexity for a single trellis step is calculated by looking at the number of complex Multiply and Accumulate (MAC) instructions required. Looking at the metric of equation (4.4.10), it can be seen that calculating the metric per branch requires approximately \( (N_t + 1) \times N_r \) complex MAC instructions. Therefore, the total complexity is approximately \( N_s \times N_b \times (N_t + 1) \times N_r \) per time step. For the purpose of comparisons in this thesis, we shall use \( N_s \times N_b \), which appear for both code types in an identical manner, as a measure of complexity.

For 16 QAM, the upperbound on transmission rate for a CSTTC is 4 bits/sec/Hz and the lower bound on trellis complexity is 16 states with 16 branches leaving each state \((= 16 \times 16) \) [16]. As can be seen the complexity grows prohibitively large with throughput. For a throughput of 6 bits/sec/Hz for example, the minimum value of the complexity measure would be \( 64 \times 64 \).

A MLSTTC tackles the problem of complexity by making use of the MLC concept to break the complexity into parts. The system thus has the potential to reduce decoding complexity, especially for higher order constellations and larger numbers of states. As an example, for a constellation size of \( 2^b \), where \( b \geq 4 \), the MLSTTC can partition the
underlying QAM constellation into $L$ 4-QAM subsets, with $2^b = 4^L$. Multilevel encoding will then result in an overall minimum number of states equal to $4L$ where 4 branches leave each state due to the 4-QAM subsets. Therefore, the complexity grows linearly with the size of constellation, giving a minimum complexity of $L \times 4 \times 4 = \frac{2^b}{4} \times 4 \times 4$ as opposed to $2^b \times 2^b$.

Thus, the complexity of MLSTTC is manageable and can easily be extended to higher order constellations and higher throughputs. Using a smaller number of states than the equivalent CSTTC, would result in a coding gain loss. However, two points must be noted: First, if we use the same number of states, we can achieve comparable performance to a CSTTC but at a reduced complexity of $L \times 2^b \times 4$ as opposed to $2^b \times 2^b$ due to the reduced number of branches. Second, since the MLSTTC decouples the dimensionality of the underlying constellation from the code rate, we can achieve the same throughput as a CSTTC, using a smaller constellation\(^5\). Therefore, we will have better distance properties than the equivalent CSTTC (which will be using a larger constellation) and can potentially achieve the same performance as a CSTTC using fewer states.

Considering the example constellation of 16-QAM partitioned into $L = 2$ levels, a ML-STTC can transmit 4 bits/sec/Hz with a minimum complexity of $2 \times 4 \times 4$, thereby offering the same throughput with a complexity saving of about 8 times, compared to the equivalent minimum complexity CSTTC with the same throughput. Furthermore, MLSTTC’s can offer higher throughput for the same constellation. If we transmit 6 bits/sec/Hz for example\(^6\), the minimum trellis complexity of a MLSTTC would be a mere 48 versus 4096 for the comparable CSTTC, a complexity saving of over 85 times. In Chapter 5, we provide an example of a MLSTTC system transmitting 6 bits/sec/Hz using a 16-QAM constellation. As can be seen the complexity reduction of MLSTTC compared to a CSTTC becomes more

\(^5\) An example of this is presented in Chapter 5, where we achieve a throughput of 6 bits/sec/Hz using a MLSTTC design for a 16-QAM constellation, as opposed to a 64 QAM.

\(^6\) An example is shown in Chapter 5.
pronounced for higher throughputs and larger constellation sizes. Since we are transmitting at the same throughput using a smaller constellation, the MLSTTC is not only less complex in terms of receiver structure, but it has better distance properties than the comparable CSTTC. Therefore, we can achieve the same performance as a 64-QAM CSTTC using a smaller number of states.

As discussed, the trellis complexity of the MLSTTC is smaller than that of a CSTTC. Let us now look at the branch metric complexity for the proposed MLSTTC decoder. In the final stage of decoding (Stage 1), the complexity of the branch metric (4.4.8) is almost equivalent to that of (4.4.10), except for some extra additions and multiplications that are relatively insignificant. The branch metrics used in earlier stages of decoding (e.g. (4.4.6)) are, however, more complex than those of a CSTTC. This extra complexity does not grow exponentially with an increase in the constellation size or the number of states; and as discussed we are using fewer branches than in an equivalent CSTTC. Nonetheless, it is still desirable to reduce this complexity. In the remainder of this section, we discuss a method for reducing the complexity of the branch metric.

4.5.1 Branch Metric Complexity Reduction

One method to reduce the complexity of the branch metric is to use a Max-log approximation. Simulation results in Chapter 5 will show that this method suffers almost no penalty in terms of error performance across the range of SNRs considered.

For the reader’s convenience, here we repeat the general form of the metric equation derived in Section 4.4. For an $L$ level MLSTTC system, if the decoding starts from stage $L$, the branch metric at stage $k$, where $1 < k \leq L$, for a transition labelled $x_t(k)^1, x_t(k)^2, ..., x_t(k)^j$ can be calculated as
Note that the $\hat{x}_t(p)^j$ term in (4.5.1) disappears when $k = L$. Because of the exponential operation in the branch metric equation (4.5.1), the difference between individual terms tends to be enhanced, and one term normally dominates the metric [197]. Mathematically, we can then use the following approximation to reduce complexity

$$\log \sum_j \exp a_j \simeq \max_j a_j \quad (4.5.2)$$

Applying this approximation to the branch metric of (4.5.1), and ignoring the constant term in the denominator, for a received signal $r_i^t$, and a transition labelled $x_t(k)^1, x_t(k)^2, ..., x_t(k)^j$, the approximate branch metric is then given by

$$\max_{x_t(0), \ 1 \leq l \leq k-1} \left[ \sum_{i=1}^{N_r} \left( r_i^t - \sum_{l=1}^k \sum_{j=1}^{N_t} h_{i,j}^t d_{x_t(l)} x_t(l)^j - \sum_{p=k+1}^L \sum_{j=1}^{N_t} h_{i,j}^t d_{x_t(p)} \hat{x}_t(p)^j \right) \right]^2 (4.5.3)$$

The Viterbi algorithm is then used to decode the path with the lowest accumulated metric.

The complexity of level $k$ of the MLSTTC, using (4.5.3) as branch metric, can be written as $N_b \times N_s \times N_r \times [1 + N_t(L - k + 1 + 2^{k-1}(k - 1))]$. Throughout we have used the trellis complexity (i.e. number of states and branches $N_s \times N_b$) as our measure of complexity comparison, however it must be noted that the branch metric in (4.5.3), as it stands, requires more calculations per branch than a CSTTC owing to the maximization operation. Specific examples are discussed in Chapter 5. In Chapter 6 we discuss other methods to further reduce the branch metric complexity.
4.6 Summary

It is desirable to construct STTCs employing high order constellations to meet the ever increasing demand for high data rate transmission. However, to the author’s knowledge, there has been no CSTTC published for 64-QAM or larger constellations.

In this Chapter, we have combined the techniques of MLC modulation and STTC to propose a new scheme, MLSTTC, capable of simultaneously providing bandwidth efficiency, diversity improvement and coding gain with reduced decoding complexity, especially for larger constellations and higher throughputs. The exhaustive code search problem is also largely eliminated in designing MLSTTCs in that we can use the existing CSTTC’s (designed for smaller constellations) as component codes to construct a code for larger constellations, without having to go through the code search.

The general structure of MLSTTC’s is very flexible and can easily be tuned to achieve the required balance between spectral efficiency, error performance and decoding complexity. We have described the overall structure and analytical model in this chapter. Performance evaluations and trade-offs are studied in Chapter 5.
Chapter 5

System Performance

In Chapter 4 we proposed a transmission scheme, MLSTTC, capable of simultaneously providing bandwidth efficiency, diversity improvement and coding gain with reduced decoding complexity, especially for larger constellations and higher throughputs. We mentioned that the structure of MLSTTCs is flexible and can easily be tuned to achieve the required balance between spectral efficiency, error performance and decoding complexity. We will explore examples in this chapter. The overall structure and analytical model was described in Chapter 4.

In this chapter we evaluate the system and its performance through simulating examples of the design for an underlying 16-QAM constellation, using up to 4 transmit and 4 receive antennas and achieving a throughput of up to 6 bits/sec/Hz. Concluding remarks and suggestions for future research are presented in Chapter 6.

5.1 Introduction

Throughout this chapter, we consider examples of MLSTTC systems designed for an underlying 16-QAM constellation. The model described in Chapter 4 was derived for an arbitrary number of antennas. Here we simulate performance with up to 4 transmit and
receive antennas and consider transmitting up to 6 bits/sec/Hz. We use CSTTC’s as component codes. We evaluate system performance, discuss the effects of imperfect CSI, correlation, and transmit and receive diversity on this performance and present example systems offering equal and unequal error protection.

For performance comparison, we consider multi-layered schemes, in Section 5.10.4, which have similar complexity to that of a MLSTTC and similar throughput. We show that MLSTTC’s offer performance improvement, through being more integrated. Furthermore, we demonstrate that MLSTTC’s provide a more economical design, as they can offer a better performance using fewer transmit antennas, when compared with the multi-layered schemes.

\section{An example MLSTTC system}

In this section we describe an example MLSTTC system, designed for 16-QAM, using two component codes. A simplified block diagram of the system is shown in Figure 5.1. The setup is based on the model described in Section 4.2.

As described in Chapter 4, the underlying signal constellation is partitioned into a hierarchy of clusters using the MRM approach. This clusterization provides two resolutions for the 16-QAM constellation, where each resolution can be considered as a 4-QAM constellation. This application of MRM to a 16-QAM constellation is shown in Figure 5.2.
As shown in Figure 5.2, the 16 points of the underlying constellation are divided into four clusters, and each cluster consists of 4 effective points\(^1\). We thus partition [68] the multi-resolution constellation by treating each cluster as a 4-QAM. This enables us to use CSTTCs designed for QPSK directly in our mapping. Figure 5.3, shows the labelling of the signal constellation points.

Having two cluster levels, we use two component codes to encode the incoming bits. The outputs of the first and second encoder, namely \(C(1)\) and \(C(2)\) in Figure 5.1, are mapped to the clusters of the two levels respectively.

In the designs presented in this thesis, CSTTC’s [54, 55] are used as component codes in the MLSTTC’s. Potentially, any code (including a block codes) could be used as a component code. The encoding is over both space and time. Throughout we assume \(rN_r \geq 4\), where \(r\) is the rank of the codeword difference matrix. As discussed in Chapter 2, this results in the minimum Euclidean distance dominating performance and thus we design

\(^{1}\)Note that \(X(1)\) points are virtual points.
codes for large Euclidean distances, following the trace criterion \[54\].

A CSTTC designed for an \(M\)-ary constellation, where \(2^m = M\), has a throughput of \(m\) bits/sec/Hz \[16\]. When employing \(N_t\) antennas it results in an overall rate of \(\frac{m}{N_t m}\). In an MLSTTC, if we use two identical \(M\)-QAM CSTTC’s designed for \(N_t\) transmit antennas (with a rate of \(\frac{1}{N_t}\)) as our component codes, and then use \(N_t\) transmit antennas to transmit information, we obtain an overall rate of \(\frac{m + m}{N_t(m + m)}\). The MLSTTC employs an overall \(4^L\)-QAM constellation, meaning \(M^2\)-QAM in this case.

For the 16-QAM constellation, we employ two 4-QAM CSTTC’s. In each \(T\)-sec time interval, each antenna transmits one 16-QAM symbol resulting in an overall rate of \(4/8\), for two antennas. This is equivalent to an overall throughput of 4 bits/sec/Hz. Higher throughputs are possible by using larger constellations or component codes with different rates. An example system that transmits 6 bits/sec/Hz is discussed in Section 5.10.

In the simulations of this chapter, unless otherwise stated, we consider a frame size of 130 symbols. We also assume that max-log decoding is used and that the system model follows that described in Chapter 4.
5.3 Unequal Error protection

The performance of MLSTTC’s, for two transmit and two receive antennas is shown in Figure 5.4. The system model is shown in Figure 5.1, where we have used two identical 4-state CSTTC’s as component codes. The spectral efficiency is 4 bits/sec/Hz and the underlying constellation is 16 QAM. The plot shows the frame error rate (FER) and the symbol error rate (SER) for the two levels \( C(1) \) and \( C(2) \). The overall error performance is dominated by \( C(2) \) and is indeed virtually the same as that of \( C(2) \) in this case. In the simulations of this section we assume perfect CSI at the receiver and no correlation between subchannels. The component codes used are those described in detail in Chapter 2.

![Figure 5.4: Error performance of a MLSTTC, with \( N_t = N_r = 2 \), and \( C(1) = C(2) \) with 4 states.](image)

Due to the multilevel nature of MLSTTC, we can achieve different levels of protections at the different levels. This could be an advantage in scenarios where unequal error protection is desired. This might arise, for example, in voice and data systems where voice is typically more tolerant to errors than data (data received in error must generally be
Another example would be for certain types of compression. For example, in image compression, the bits corresponding to the low-resolution reproduction of the image are required, whereas high-resolution bits simply refine the image. Therefore, with our system when the channel is in deep fades, high-priority bits will be received correctly with a higher probability. It is however also possible to achieve equal error protection using MLSTTC, and an example of how to do so is presented in Section 5.10.

### 5.4 Imperfect Channel State Information

Elsewhere in this thesis we assume that perfect CSI is available at the receiver. In a practical system though, this is normally not the case. In Figure 5.5, we show the performance of the system for an arbitrary 10% error in the channel state estimate in the receiver. This has been simulated by adding random Gaussian noise with variance of 0.1 to the CSI that is passed to the receiver. As can be seen 1 – 2 dB is lost due to imperfect CSI.

![Figure 5.5: Effect of imperfect CSI, with $N_t = N_r = 2$, and $C(1) = C(2)$ with 4 states.](image)

Figure 5.5: Effect of imperfect CSI, with $N_t = N_r = 2$, and $C(1) = C(2)$ with 4 states.
Figure 5.6: Effect of channel correlation, with $N_t = N_r = 2$, and $C(1) = C(2)$ with 4 states.

5.5 Effect of Channel Correlation

Elsewhere in the thesis we assume the channels are uncorrelated. Figure 5.6 illustrates the effect of channel correlation on code performance for an arbitrary correlation factor of 0.5, where 0.5 is the correlation factor between the receive antennas as defined in [18]. It can be seen that the coder performance is only slightly degraded in the presence of this level of correlation between subchannels.

5.6 Receive Diversity

Thus far, we have considered a 2 by 2 system. Here we consider the effect of receive diversity on the error performance of the code. Figure 5.7 shows the error performance of a MLSTTC system, similar to that used in Section 5.3, but using 4 receive antennas. Figures 5.8 and 5.9 present an error performance comparison for the MLSTTC system operating with different numbers of receive antennas. The simulation results show that increasing the number of receive antennas yields a significant performance gain.
Figure 5.7: Error performance for $N_t = 2$, $N_r = 4$, and $C(1) = C(2)$ with 4 states.

Figure 5.8: FER performance for different number of receive antennas, with $N_t = 2$, and $C(1) = C(2)$ with 4 states.
Figure 5.9: SER performance for different number of receive antennas, with $N_t = 2$, and $\mathcal{C}(1) = \mathcal{C}(2)$ with 4 states.

5.7 Transmit Diversity

In this section we look at the effects of transmit diversity on error performance. To achieve increased transmit diversity, here we use the same overall design as used in Figure 5.1, but we use component codes designed for 4 transmit antennas [54] in a $N_t = N_r = 4$ configuration.

Figure 5.10 illustrates the error performance of the 4 by 4 system and Figure 5.11 presents an error performance comparison between an MLSTTC system using 2 and 4 transmit antennas. The number of receive antennas has been kept constant at 4 in both cases. As can be seen increasing the number of transmit antennas provides a slight improvement in error performance. The trellis diagram of the component codes is shown in Figure 5.12.
Figure 5.10: MLSTTC performance with $N_t = N_r = 4$, and $C(1) = C(2)$ with 4 states.

Figure 5.11: Error performance for different number of transmit antennas, $N_r = 4$, $C(1) = C(2)$ with 4 states.
5.8 Reduced Complexity Decoding

In Section 4.5.1, we discussed a method for reducing the branch complexity of the proposed MLSTTC decoder by using a max-log approximation. In this section, we compare the error performance of the system using the full complexity metric versus the reduced complexity metric. As we can see, in Figure 5.13 the performance degradation due to the use of the reduced complexity metric is negligible. Therefore, throughout this chapter we use the reduced complexity metric in the simulations.

5.9 Comparison with CSTTC’s

Figure 5.14 shows the overall FER performance of an MLSTTC system for two transmit and four receive antennas. Two identical 4-state CSTTC’s have been used as component codes, resulting in an overall 16-QAM constellation. The performance of this code is shown compared to that of a CSTTC [16] designed for a 16-QAM constellation and two transmit antennas. Clearly, the overall performance of MLSTTC is on average about 1 dB worse.
than that of CSTTC. We are, however, obtaining, similar diversity, suggesting that the loss is in coding gain. Moreover, the MLSTTC presented in this Figure, achieves the same spectral efficiency (4 bits/sec/Hz) as a CSTTC with a factor of 4 reduction in the overall complexity. The trellis complexity of the MLSTTC is about 8 times less complex than that of the CSTTC. In chapter 6 we suggest a possible approach for further reducing the branch metric calculation, which can further reduce the overall complexity.

Comparing a MLSTTC with a CSTTC, another point to consider is that of the code search problem. Specifically, as previously mentioned, the design of CSTTC’s normally involves a computer search, with the size of the search space increasing exponentially with constellation size, number of transmit antennas and number of states in the code trellis. In MLSTTCs, however, we can use existing CSTTC’s (designed for smaller signal constellations) as component codes to construct codes for larger constellations, without having to conduct the code search. Although, we note that a complete search may result in better
performance.

Figure 5.14: Error performance of MLSTTC vs CSTTC, $N_t = 2$, $N_r = 4$, MLSTTC: $\mathcal{C}(1) = \mathcal{C}(2)$ with 4 states, CSTTC: 16 states.

Figures 5.15 and 5.16 show the trellis diagrams of the CSTTC and a component code of the MLSTTC. This provides a visual comparison for the relative complexity of the two codes.

5.10 Higher Throughput MLSTTC’s

In this section we present a MLSTTC system that achieves a throughput of 6 bits/sec/Hz using an underlying 16-QAM constellation. To the best of the author's knowledge, at the time of writing, no comparable CSTTC has been developed for a 64 QAM constellation (which is required to give a throughput of 6 bits/Sec/Hz). We will, therefore, use layered space-time codes [198, 199] as a basis for performance comparison.

The design is carried out for 4 transmit antennas and follows the procedure explained in Chapter 4. The constellation is partitioned as shown in Figure 5.2. The design has two
Figure 5.15: The trellis diagram of a 16 state CSTTC [16].

Figure 5.16: Trellis diagram of the MLSTTC component codes.
levels, whereby level 2 employs a CSTTC [54], \( C(2) \), designed for four transmit antennas and an underlying constellation of 4-QAM. On level 1 however, we use two component codes, \( C_a(1) \) and \( C_b(1) \), each being a CSTTC designed for two transmit antennas and an underlying constellation of 4-QAM. Therefore, the codewords transmitted from transmit antenna 1 and 2 consist of the encoded output of \( C_a(1) \) and \( C(2) \), arranged as explained in Section 4.3.3. Similarly, the codewords transmitted from transmit antenna 3 and 4 consist of the encoded output of \( C_b(1) \) and \( C(2) \). Notice that a CSTTC designed for an underlying constellation of 4-QAM provides a throughput of 2 bits/sec/Hz. Therefore, this design provides us with an overall throughput of 6 bits/sec/Hz. A block diagram of the system is presented in Figure 5.17.

![MLSTTC System Diagram](image)

**Figure 5.17: MLSTTC system diagram, \( N_t = 4 \), 16-QAM, 6 bits/sec/Hz.**

The decoding methodology described in Chapter 4 is employed in the decoder. Let \( r_i^t \) be the received signal at receive antenna \( i \) at time \( t \), considering the system model (depicted in Figure 5.17), we can write:

\[
r_i^t = \sum_{j=1}^{N_t(a)} h_{i,j}^t d_{x(2)}^a x(t)^j + \sum_{j=1}^{N_t(b)+N_t(a)} h_{i,j}^t d_{x(1)}^b x(t)^j + n_i^t \quad (5.10.1)
\]

where, \( d_{x(1)}^a = d_{x(1)}^b = d_{x(1)} \) (as depicted in Figure 5.2) and \( n_i^t \) is the noise associated with the \( i \)th receive antenna at time \( t \). For the system presented in Figure 5.17, \( N_t(a) = N_t(b) = 6 \).
2, represent the number of transmit antennas over which the sub-component codes (a) and (b) are defined and thus the number of transmit antennas spanned by those codes. Note that $N_t(a) + N_t(b) = N_t$. As before, we assume perfect CSI is available at the receiver.

As described in Chapter 4, a MSD is used. We start by decoding $C(2)$. A Viterbi algorithm is used, where the corresponding branch metric, for a received signal $r_i$ and a transition labelled $x_t(2)^1x_t(2)^2...x_t(2)^j$ is given by

$$\max_{x_t(1)} \sum_{i=1}^{N_r} \left| r_i - \sum_{j=1}^{N_t} h_{i,j}^t d_{x(2)} x_t(2)^j - \sum_{j=1}^{N_t} h_{i,j}^t d_{x(1)} x_t(1)^j \right|^2$$

(5.10.2)

Similarly, in the next stage, we use two Viterbi decoders in parallel to decode $C_a(1)$ and $C_b(1)$. The corresponding branch metrics are:

$$\max_{x_t(1)} \sum_{i=1}^{N_r} \left| r_i - \sum_{j=1}^{N_t(a)} h_{i,j}^t d_{x(1)^a} x_t(1)^j - \sum_{j=1}^{N_t(b)+N_t(a)} h_{i,j}^t d_{x(1)^b} x_t(1)^j - \sum_{j=1}^{N_t} h_{i,j}^t d_{x(2)} \hat{x}_t(2)^j \right|^2$$

(5.10.3)

$$\max_{x_t(1)} \sum_{i=1}^{N_r} \left| r_i - \sum_{j=1}^{N_t(b)+N_t(a)} h_{i,j}^t d_{x(1)^b} x_t(1)^j - \sum_{j=1}^{N_t(a)} h_{i,j}^t d_{x(1)^a} x_t(1)^j - \sum_{j=1}^{N_t} h_{i,j}^t d_{x(2)} \hat{x}_t(2)^j \right|^2$$

(5.10.4)

where $\hat{x}_t(2)$ denotes the decision from the $C(2)$ decoder.
5.10.1 Error Performance

The overall error performance of the MLSTTC, at a throughput of 6 bits/sec/Hz, is presented in Figure 5.18.

![Figure 5.18: MLSTTC error performance, $N_t = N_r = 4$, $C_a(1) = C_b(1)$ with 4 states, $C(2)$ with 16 states, 6 bits/sec/Hz.](image)

On level 2, we have used a 16 state CSTTC designed for a 4-QAM constellation and 4 transmit antennas. This code has an equivalent rate of 2/8 and will offer a squared Euclidean distance, $d_E^2$, of 32. On levels 1a and 1b, we have used two identical 4 state CSTTCs, designed for 4-QAM and 2 transmit antennas. These codes have an equivalent rate of 2/4 and offer a $d_E^2$ of 10. This leads to an equivalent distance of 32 on level 2 and 40 on level 1. As expected this leads to unequal error protection on the two levels. In the next section, we use the balanced distance rule [87] to achieve equal error protection on the two levels.
5.10.2 Equal Error Performance

As discussed in the previous section, using a 16 state code on level 2 and two 4 state codes on level 1, results in an equivalent distance of 40 on level 1 and 32 on level 2. To achieve equal error protection, using the balanced distance rule, we want these two equivalent distances to be almost equal. We can achieve that by using a code with a larger number of states on level 2. For example, if we use a 64 state code on level 2, the equivalent distance becomes 40 instead of 38, achieving almost equal error protection on the two levels. FER performance for this scenario is shown in Figure 5.19.

Figure 5.19: Equal error protection on the two levels in MLSTTC, by using a 64 state CSTTC on level 1 and two 4-state codes on level 2.

\(^2\)Distances are calculated according to [18].
5.10.3 Effect of Number of States

Figure 5.20 shows the effect of increasing the number of states on the error performance of the MLSTTC. One of the curves shows the performance of MLSTTC with two 4 states CSTTC’s on level 1 and a 64 state CSTTC on level 2. The other curve shows performance of a MLSTTC with two 4 states CSTTC’s on level 1 and a 16 state CSTTC on level 2. Both show the overall performance, use 4 transmit antennas, 4 receive antennas and transmit 6 bits/sec/Hz. As can be seen, increasing the number of states on level 2 improves the performance. This improvement is more pronounced at higher SNRs.

Figure 5.20: Effect of number of states on MLSTTC performance, $N_t = N_r = 4$, $C_a = C_b$ with 4 states, 6 bits/sec/Hz.
Comparison with Layered STTC’s

As discussed, previous work on MIMO-MLC has mostly been focused on block codes and the combination of STBCs, BLAST and MLC [71, 75, 76, 77, 78]. To the author’s knowledge, at the time of writing, there have been no CSTTC’s proposed for a 64-QAM constellation, which would have the same throughput as the MLSTTC system discussed in the last section.

There have however been multi-layered designs, whereby STTCs have been used in conjunction with a BLAST structure to design high-throughput codes. Here, we compare our system with one such system [199], proposed recently, which uses similar component codes to ours and offers the same throughput. First though, a brief background on these codes is presented for the readers convenience.

In [198], Tarokh et. al. discuss the problems of complexity in STTCs with large number of antennas and/or when a high throughput is required. To address the problem, they propose a system that partitions the antennas at the transmitter into small groups, and uses individual CSTTCs, called component codes, to transmit information from each group of antennas. At the receiver, they use a linear processing technique that suppresses signals transmitted by other groups of antennas by treating them as interference. More recently, in [199], Han et. al. suggest a modified decoder which outperforms that of Tarokh et. al.. Here we provide a brief description of the system. We then compare performance to that of a MLSTTC with the same throughput and spectral efficiency.

The system is designed based on a combination of BLAST and STTCs, as shown in Figure 5.21, where space-time trellis coding is introduced into each layer of a V-BLAST structure. At the receiver, the STTCs are decoded individually using a STTC decoder, along with a group interference suppression method to suppress signals from other component codes. In the examples presented in these papers, CSTTCs with an underlying constellation of 4-QAM designed for two transmit antennas are used as component codes. At each time slot, the encoded symbols of the first CSTTC encoder are transmitted by antennas one and
two, and the encoded symbols of the second STTC are transmitted with antenna three and four and so forth. The group interference suppression is used before decoding the CSTTCs. The decoding algorithm proposed in [198] is based on zero-forcing, and therefore ignores the influence of the additive noise. The authors of [199] derive a decoding algorithm based on MMSE concepts, where they use group interference cancellation combined with interference cancelation and the simulation results show that their system outperforms that of [198].

In an example in their paper [199], Hans et. al. transmit 6 bits/sec/Hz using their multi-layered approach. They use 6 transmit and 6 receive antennas. The 6 transmit antennas are divided into three layers, where each layer is composed of two antennas. The transmission power is equally allocated among the three layers. They use 32-state, 8-state and 4-state 4-QAM modulated CSTTCs as their component codes. The decoding starts by decoding the strongest code (32 state) first and then proceeding to the 8-state and 4-state. The performance is shown to be 1 dB better than that of Tarokh et. al’s system. Here we compare the performance of the system of [199], with that of the multi-level system, shown in Figure 5.17, which offers the same throughput (6 bits/sec/Hz). We use a 32 state and two 4-state CSTTCs as component codes, with 4 transmit, and 4 receive antennas.
Figure 5.22: Error performance of MLSTTC vs layered STTC’s. MLSTTC: $N_t = N_r = 4$, $C_a(1) = C_b(1)$ with 4 states, $C(2)$ with 32 states, 6 bits/sec/Hz, layered STTC [198, 199]: $N_t = N_r = 6$, $C(1)$ with 4 states, $C(2)$ with 8 states, $C(3)$ with 32 states, 6 bits/sec/Hz.

As can be seen, although the multi-layered system performs better at low SNR, the MLSTTC is better at high SNR. It is also worth noting that MLSTTC uses fewer antennas than the layered approach, while achieving greater diversity (as evident from the slope of the FER curves presented). The adverse effect of using a larger number of antennas, so far as system complexity and cost is concerned, has been addressed in the literature and different approaches have been suggested to reduce the number of antennas, in particular in the transmitter where costly linearized power amplifiers are required [174]. Therefore, a major advantage of MLSTTC over the layered approach is the fact that it uses fewer antennas to achieve the same throughput.

The other problem faced by the layered system of [199] and [198] is that, as with BLAST systems, it cannot work for one receive antenna. A MLSTTC, however can work with any number of receive antennas, as shown in the next section.
5.10.5 Receive Diversity

BLAST systems, although having good performance and simple encoding and decoding, cannot work with fewer receive antennas than transmit antennas [2]. This deficiency is especially important for modern cellular systems where a base-station typically has more antennas than the mobile handsets. Multi-layered systems, based on the BLAST structure, also suffer from this problem. MLSTTC does not have this deficiency. Figure 5.23 illustrates the performance of the MLSTTC system for different number of receive antennas. In this figure, we are using 4 transmit antennas, and are transmitting 6 bits/sec/Hz. As component codes, we are using a 16 state CSTTC on level 2 and two 4 state CSTTCs on level 1. As expected, a good performance improvement is achieved through adding extra receive antennas.

Figure 5.23: Receive diversity effect for a higher throughput MLSTTC, with $N_t = 4$, $C_a(1) = C_b(1)$ with 4 states, $C(2)$ with 16 states, 6 bits/sec/Hz.
5.11 Summary

In Chapter 4 we proposed a novel transmission scheme, MLSTTC, capable of simultaneously providing bandwidth efficiency, diversity improvement and coding gain with significantly reduced decoding complexity, especially for larger constellations and higher throughputs. The structure of MLSTTC’s is flexible and can be tuned to achieve the required balance between spectral efficiency, error performance and decoding complexity. The overall structure and analytical model was described in Chapter 4. In this chapter we have evaluated the system and its performance through simulating examples of the design for an underlying constellation of 16-QAM, with up to 4 transmit and 4 receive antennas and a throughput of up to 6 bits/sec/Hz.

We observed the performance of the system with sub-channel correlation and imperfect channel estimation and have observed the effect of transmit and receive diversity on the performance. The error performance of MLSTTC, transmitting 4 bits/sec/Hz, was compared with that of a CSTTC. For the example investigated, it was shown that MLSTTC experiences about 1 dB degradation in performance for a trellis complexity saving of about 8 times. The MLSTTC structure is more flexible and is particularly attractive for higher order constellations.

An example of a higher throughput MLSTTC system was presented, transmitting 6 bits/sec/Hz. Using a 16 state code at one level and two identical 4 state codes at the other level, the MLSTTC system is more than 40 times less complex than its equivalent CSTTC for the same throughput (which must be designed for an underlying 64 QAM constellation). More specifically the CSTTC complexity, based on the measure introduced, is $64 \times 64$, while that of MLSTTC is $24 \times 4$ and can go as low as $12 \times 4$ (by using a 4 state code instead of 16), i.e. 85 times less complex. To the authors knowledge, no one has so far implemented an CSTTC on 64 QAM but since we have better distance properties (considering we are
working on 16 QAM), we conjecture that our performance is potentially the same (if not better), depending on the number of states we use.

MLSTTC’s offer flexibility: The system designer can choose the balance between complexity, error performance and throughput depending on their particular application. It is also worth mentioning that so far as other parts of the system are concerned, dealing with a 16 QAM constellation is more desirable than a 64 QAM.

The same is true if we go up to higher order constellations. For example, we can use an underlying constellation of 64 QAM to transmit 8 bits/sec/Hz in MLSTTC and if we compare our performance to an equivalent 256 QAM CSTTC, not only can our system be about 1024 times less complex but we also have better distance properties (because of using 64 QAM instead of 256 QAM). Another way to scale the system, in terms of throughput, is to use higher rate codes on the two levels, thus increasing the throughput and perhaps losing some performance. Notice we can also achieve 8 bits/sec/Hz using a 16-QAM constellation with MLSTTC, by using more antennas or higher rate component codes. The system is in general very scalable.

The performance of the high throughput MLSTTC was compared with layered STTC’s and it was shown that at higher SNRs, MLSTTC outperforms layered STTC’s - while using fewer antennas at both the transmitter and receiver. Furthermore, unlike layered systems, MLSTTC can work with any number of receive antennas.

In summary, MLSTTC can offer equal or unequal error protection and provides a scalable and flexible alternative to the already available codes and provides the system designer with the flexibility of choosing their desired balance between code performance, complexity and throughput.
Chapter 6

Conclusion

Demand for capacity in wireless communication systems has been rapidly growing worldwide. This has been driven by the increasing data rate requirements of cellular mobile systems, and increasing demand for wireless Internet and multimedia services. As the available radio spectrum is limited, higher data rates can only be achieved by designing more efficient signaling techniques.

To improve spectral efficiency for future high data rate transmissions, it is desirable to construct STTCs with high order signal constellations. However, the design of a STTC normally involves the use of computer search, with the search space increasing exponentially with constellation size, the number of transmit antennas and the number of states in the code trellis. A similar increase occurs in the decoding complexity of STTCs. Therefore, despite their many benefits, STTCs are still faced with reluctance from system designers when it comes to implementation, especially when for systems which require the use of larger signal constellations or a larger number of antennas.

This project develops a new transmission scheme to benefit from the advantages of STTCs but without the complexity disadvantages, especially for large signal constellations. We achieve this aim by developing a new class of codes, called Multilevel Space-Time Trellis
Codes (IMLSTTC). The new scheme presents a promising alternative to currently available STTCs, by offering the flexibility of having a higher spectral efficiency (if desired) and lower decoding complexity (especially for larger constellations and large number of states).

6.1 Design considerations

The proposed system makes use of MLC concepts, which are summarized in Chapter 3. The partitioning scheme used is based on MRM (originally introduced in [10], in the context of broadcast channels). Throughout the present work, we use CSTTCs as component codes, although it is possible to use other component codes (including block codes). We design and develop a MSD that employs a modified version of a CSTTC decoder in each stage. We derive new branch metrics for our detection and decoding process to take the effect of the MRM partitioning and MSD into account. The derivation has been carried out for a general case. To design the codes, we use the trace criterion [18] which aims to maximize the minimum Euclidean distance between distinct codewords. The partitioning scheme is well suited to the overall design structure and fits naturally with the STTC structure, thus preserving the coding advantages of STTCs, when they are used as component codes, and with a MLC structure in that it lends itself neatly to the idea of having different protection levels on each stage.

Furthermore, we have considered the effects of multi-dimensionality introduced by using multiple antennas in the design and detection/decoding stage. Our system performs the encoding over both time and space, thus fully exploiting the dimensions available (as opposed to a BLAST type system, whereby the encoding is done separately for each level). Performance of the system is demonstrated by simulation for up to 4 antennas and up to 6 bits/sec/Hz using an underlying 16 QAM signal constellation.
6.2 Coding implications

One of the attractive features of the proposed coding scheme is that it allows the user to implement this coding scheme for large constellations and a larger number of transmit antennas using existing codes designed for smaller constellations and/or fewer antennas, thus eliminating the need to conduct an exhaustive computer search - which can be prohibitively expensive for larger systems (e.g. with search space growing exponentially with the size of the underlying constellation for CSTTCs). The simulation results have suggested that at lower spectral efficiencies, it provides a lower complexity alternative to CSTTCs while suffering a slight performance degradation, but providing the advantage of being scalable as well as having a lower decoding complexity. At higher spectral efficiencies and high SNRs, it is shown to outperform layered systems in both cost (using fewer antennas) and error performance.

6.3 Throughput Improvement

MLSTTCs can be designed to achieve higher throughputs for a given constellation, compared to their CSTTCs counterparts. In Chapter 4, we presented an example MLSTTC system that achieved a throughput of 6 bits/sec/Hz using an underlying 16-QAM constellation. To the author's knowledge, at the time of writing, no comparable CSTTC has been developed for a 64 QAM constellation (which is required to give a throughput of 6 bits/Sec/Hz). We, therefore, used layered space-time codes [198, 199] as a basis for comparison and found out that MLSTTC used fewer antennas (4 transmit and 4 receive antennas - as opposed to 6) and achieved the same throughput, while outperforming the layered designs in higher SNR regimes. Another way to achieve a higher throughput, would be to use higher rate codes as component codes.
6.4 Complexity Considerations

MLSTTC uses simple component codes and multi-stage decoding. It thereby achieves a lower complexity compared to an equivalent CSTTC, designed for the same throughput. As discussed in Chapter 5, the complexity saving becomes more pronounced for higher throughputs and larger constellations.

6.5 Scalability and Flexibility

MLSTTC provide a flexible and scalable design alternative to CSTTC, in that it allows the system designer to choose the balance between complexity, error performance and throughput depending on their particular application. It can provide a higher throughput for a given constellation compared to a CSTTC and, unlike BLAST-based systems, can work with any number of transmit and receive antennas. It was explained in Chapter 4 and 5 that the system can be scaled in terms of size of the constellation, throughput, and number of antennas.

6.6 Future Research Direction

There are many possible directions for future research on this topic. Here we highlight a few suggestions.

One area to investigate is the decoding. It appears possible to use an estimation method (e.g., MMSE) to obtain a rough estimate of the cluster centroids and then to use those estimates in decoding of the subsequent level. The advantage of this technique is that it significantly reduces the branch metric complexity, in that we would not need to average over all possible values.

Another possible extension would be to consider having access to channel information
in the transmitter. If that assumption is made, one can use the information to improve the FER performance by setting the signal power on different antennas differently (based on the channel), helping them be easier to detect in the receiver. It has however been shown in the literature that if channel knowledge is not available in the transmitter the best approach is to spread the power equally among all antennas, which is what we are doing at the moment. Notice that space-time coded structures, in general, can benefit from having CSI at the transmitter.

Investigating the performance of the system under alternative channel models, and component codes, extension to frequency selective channels, studying the effect of feedback, interleavers and iterative decoding would be other areas that could be looked into. Additional areas to consider would be using higher level codes (for example to achieve 8 bits/sec/Hz with a 16-QAM signal constellation) or using larger signal constellations (e.g. a 64-QAM signal constellation). CSTTCs are not necessarily a magic bullet for this application. Studying out other code combinations (such as conventional trellis codes) could yield interesting results. Implementing the system on hardware and further investigating the corresponding complexity issues provide another direction for future research.
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