I. INTRODUCTION

Research over the last half century has demonstrated the multimodal nature of speech production, primarily focusing on the auditory and visual modalities. Evidence for the importance of the visual mode is found in visual enhancement of speech perception (Sumby and Pollack, 1954), as well as the well-known perceptual speech illusion, the McGurk effect (McGurk and MacDonald, 1976), where the presentation of incongruent auditory and visual speech stimuli results in an integrated percept. The effect of multimodal integration is robust; unlike many other illusions it is still maintained even when the perceiver is aware of what is happening. Further, it does not require synchrony of stimuli to be effective (Munhall et al., 1996; van Wassenhove et al., 2007). Munhall et al. (1996) tested asynchronous stimuli ranging from −360 ms (where the audio stimulus precedes the visual stimuli) to 360 ms (where the visual precedes the audio) in increments of 60 ms and found that the effect is maintained across a range of temporal asynchronies ranging from synchronous to 180 ms. This range of asynchronies may be thought of as a window of multimodal integration. When the visual stimulus leads the audio by more than 180 ms, the rate of integration significantly declines. However, when the audio stimulus precedes the visual by just 60 ms, the rate of integration also significantly declines, demonstrating that the asynchronous durations over which the effect is maintained are asymmetric. This may be explained by appealing to properties of the natural world, i.e., as light travels faster than sound, people have experience perceiving events where the visual information is received before the audio. An extreme example of this is the perception of thunder and lightning. Although these are simultaneous events, the lightning is visible moments before the thunder is audible. Munhall et al. (1996) argue that people experience more subtle asynchronous events in daily life and through experience come to perceive the slightly asynchronous visual and auditory components of an event as being simultaneous.

A growing body of research (Alcorn, 1932; Fowler and Dekle, 1991), has shown that the tactile mode also contributes information to the speech stream. Gick and Derrick (2009) showed that when participants were presented with audio stimuli ambiguous between /pa/ and /ba/, they reported hearing more /pa/ stimuli when the audio stimulus was presented simultaneously with a puff of air to the neck or hand; the same effect has been replicated using puffs at the ankle (Derrick and Gick, 2013). When light taps, generated from a solenoid tapping system, were used instead of puffs of air,
the taps had no significant effect on speech perception (see supplementary materials in Gick and Derrick, 2009). This difference in results demonstrates that the participants were not simply responding to general tactile cues, nor was the result generated from increased attention. Instead, these results suggest that speakers integrate the aero-tactile information normally produced during speech.

Following on the question of temporal asynchrony, Gick et al. (2010) found that, similar to audio-visual speech events, participants integrate audio-tactile speech over a range of asynchronies. When presented with stimulus asynchronies ranging from $-300$ ms (tactile stimulus preceding audio stimulus) to $300$ ms (audio stimulus preceding tactile stimulus) participants exhibited a window of multimodal integration between $-50$ and $200$ ms. Again the effect is asymmetric in a direction that suggests adherence to the relative speeds of physical signals; as sound travels faster than the pressure front of airflow in speech, integration is more likely to occur when the audio precedes the tactile stimulus.

Despite the substantial literature on multimodal integration in speech, there remains a lack of research into visual-aero-tactile integration in speech perception, which is not surprising considering that auditory information is usually treated as primary in speech (see Diehl et al., 2004). Gick et al. (2008) examined the influence of tactile information on visual speech perception using the Tadoma method (Alcorn, 1932), a speech comprehension technique whereby perceivers place a hand in a specified position over the mouth and jaw of a speaker in order to perceive tactile speech information. They found that some untrained perceivers’ perception of VCV syllables improved by around ten per cent when they felt the speaker’s face whilst watching them silently speak, as opposed to when they had access to only the visual speech information. Research into multimodal speech perception thus shows that perceptual integration can occur with audio-visual, audio-aero-tactile, and visual-tactile modality combinations. For audio-visual and audio-aero-tactile speech integration, it also reveals that there is a general temporal window over which this integration is likely to occur and that this window of multimodal integration is asymmetric in a direction which reflects the relative speeds of certain physical properties. Currently unexplored is the potential for individuals to integrate speech information from the visual and aero-tactile modes in the absence of the original auditory speech signal. If integration involving this modality combination does occur, it is as yet unclear whether visual-aero-tactile speech perception obeys the same principles in terms of temporal window properties as observed for audio-visual and audio-aero-tactile combinations of speech information. We would expect a similar asymmetric window of integration, but with longer tails as the visual cues for stop release (cheeks puffing, lips opening) are less abrupt than the auditory cues. Since both the airflow at any distance and the visual cues are less abrupt, we expect the window of integration to be similarly less abrupt. If visual-aero-tactile speech integration were to take place, this finding would contribute new knowledge to our understanding of multimodal speech perception. It would lend support to the idea that speech is not perceived as an audio signal, which is supplemented by information from other modes, but rather that primitives of speech perception are, in principle, modality neutral (Fowler, 2004; Rosenblum et al., 2005; Rosenblum, 2008). Such results would provide behavioral corroboration for neuroimaging results that have long supported a more deeply multimodal view of speech perception (e.g., Calvert et al., 1997). In contrast, Bernstein and Liebenthal (2014) argue that there are visual system specific representations of speech. They argue that these are not just representations of facial motions, but representations of such motion acting in the capacity of speech, and that these can be found within higher-level vision brain areas.

Note that when we here speak of speech as modality neutral, we are not denying the existence of such brain structures. Behavioural research alone cannot tell us when or how multimodal integration operates. Instead, research like that of Sumby and Pollack (1954) shows that in audiovisual speech perception, the two signals provide information, and that if the audio signal-to-noise ratio (SNR) is below about $-12$ db, the visual signal will provide more information about speech than the audio signal will—and so it massively improves speech perception. By this understanding, no mode is necessarily primary, but instead context and signal strength always apply. Similarly, Auer and Bernstein (1997) and other speech-reading studies show that while lip/face reading is difficult and prone to allowing more signal ambiguity, it alone can be used for highly accurate speech perception. We seek to strengthen this argument from behavioral evidence by showing that cross-modal speech perception integration can occur without an audio signal at all.

The present study investigates the effects of aero-tactile information on visual speech perception of syllables with labial onsets, in the absence of audible speech information. Previous research has shown that English bilabial stops can be considered instances of a single viseme (Fisher, 1968), therefore without the addition of any other speech information, they should not be distinguishable solely through the visual modality (though see an alternative analysis presented in Abel et al., 2011). Nevertheless, there are possible reasons why this might not be the case. In all of the previous audio-aero-tactile research, there was a bias toward /ba/ perception in the audio-only condition (Gick and Derrick, 2009; Gick et al., 2010; Derrick and Gick, 2013). On the other hand, /p/ (2.25% of phones) is more common than /b/ (1.65%) in American English speech (Hayden, 1950).

Based on prior research into multimodal integration, and extending these findings to visual-tactile modality combinations, we make the following hypotheses and predictions:

We hypothesize that tactile speech information contributes to the speech signal in a comparable manner to that of auditory and visual speech information, such that the available information from any modality combination is integrated as part of an overall speech percept. The temporal relationship between tactile stimuli and stimuli from other modalities need not be completely synchronous for this integration to occur, with integration commonly occurring over a temporal window of asynchronies. We expect this window of multimodal integration to be asymmetric because of the differing speeds of ambient physical signals in the world. Considering visual and tactile stimuli, the speed of light is...
faster than the speed of airflow, therefore visual-tactile speech stimuli in which the visual stimulus precedes the tactile stimulus is more likely to be integrated than when the tactile stimulus precedes the visual. Light travels faster than sound, and airflow slower, so that we should expect an effect between light and airflow to be substantial. Regarding the current experimental study, the following predictions are made based on these hypotheses:

Following the notion that /b/ and /p/ are considered to be instances of a single viseme (Fisher, 1968), it is first predicted that:

Prediction 1: Participants will perform at chance levels when presented with visual-only /pa/ and /ba/ stimuli.

Previous research into audio-visual (McGurk and MacDonald, 1976) and audio-tactile (Gick and Derrick, 2009) speech perception has demonstrated perceptual integration of speech information from each modality. Assuming that this is evidence for multimodal speech rather than bimodal speech specific to audio-visual and audio-tactile combinations, a second and primary prediction is the following:

Prediction 2: Participants will give more /pa/ responses when presented with synchronous visual and tactile (in the form of air puffs on the skin) than when visual-only stimuli are presented. Increased /pa/ responses would indicate that participants are integrating the tactile stimulus as perceived aspiration.

Further, previous research into both audio-visual (Munhall et al., 1996; van Wassenhove et al., 2007) and audio-tactile (Gick et al., 2010) speech perception has found that there is a window of asynchronies over which integration is maintained, with stimuli more likely to be integrated when the asynchrony is closer to 0 ms (synchronous). A third prediction is therefore:

Prediction 3 a: Participants will give more /pa/ responses when the stimulus onset asynchrony (SOA) is smaller (closer to synchronous in either direction). Increased /pa/ responses would again indicate that participants are integrating the tactile stimulus as perceived aspiration.

Based on findings related to the physical properties of the natural world in which the relative speeds of various modes of sensory information differ (Munhall et al., 1996; Gick et al., 2010), a addendum to the previous prediction (3 a) is:

Prediction 3 b: There will be an asymmetry in responses in that increased /pa/ responses to visual-lead stimuli will be sustained over greater SOAs than increased /pa/ responses to tactile-lead stimuli. This is because the speed of light is faster than the speed of airflow during speech.

II. METHODS

Fifty-five University of British Columbia (UBC) students took part in the study and received course credit for their participation. As a result of UBC’s policies on participant recruitment for course credit, no restrictions could be placed on native speaker requirements, or whether participants had prior knowledge of the study. Due to the focus of the main task being dependent on a phonological contrast found in English but not necessarily present in other languages, the results from 23 non-native English speakers’ data were not analysed in the present study. Of the 32 remaining native English speakers, one was excluded due to experimenter error (forgetting to turn on the babble audio) and five were excluded because they had prior knowledge of the study’s purpose. Of the remaining 26 participants, the age range was 18–40 years, $M = 21.23$, $SD = 4.67$ years, with 19 females. Participants gave informed consent and reported no history of speech or hearing issues.

Each participant completed a visual-tactile integration task and a language background questionnaire. The visual-tactile integration task was a two-alternative forced-choice response task administered using Psychopy (Peirce, 2007) experimental software. Participants watched silent videos of a person saying /pa/ or /ba/. While watching the videos, they received gentle puffs of air to their skin in some trials (in all but one condition) and heard English, multi-talker babble. Participants were seated in a sound-attenuated booth, with their heads positioned against a headrest to prevent excessive movement. An air tube which released the puff of air was positioned ~7 cm from the suprasternal notch (front of neck) of each participant. During pre-task instructions, they were told they would feel puffs of air on their skin at some points during the experiment. Participants wore direct sound extreme isolation headphones through which they heard continuous English, multi-talker babble. This was to mask any sound coming from the air tube when the air puff was released and to create a more natural speech environment in which the utterances seemed to be inaudible due to the babble, rather than because they were silent speech.

Participants were instructed to watch the person on the screen speaking and respond via keyboard as to what he had said. The two response key options were the z and slash keys, which were labelled “pa” and “ba.” Response keys were counterbalanced across participants. Participants’ responses triggered the next trial to appear automatically on screen. Participants completed four practice trials before the task began and no feedback was given. During the task, ten conditions were presented: a visual-only condition and the following SOA conditions: 6 ms (synchronous), ±50 ms, ±100 ms, ±200 ms, ±300 ms, where “+” means that the visual stimulus precedes the tactile stimulus and “−” means the tactile stimulus precedes the visual. Each condition was presented ten times with both /pa/ and /ba/ visual stimuli for a total of 200 tokens which were completely randomized. The task took less than 15 min to complete.

The presentation and timing of the silent videos and puff stimuli were coordinated via a specially designed switchbox, which caused the release of the air puffs when a 10 kHz, 1 db sinewave of 30 ms duration was detected. This sine wave was added as an audio track to the video file and when the video file was played this audio signal was directed via audio cable to the switchbox. It was therefore inaudible to the participant.

To create the visual stimuli, a 28 year old male native speaker of Vancouver English was instructed to produce eight repetitions of /pa/ and /ba/ in isolation, speaking naturally. The productions were recorded on a JVC camcorder (model GZ-E300AU), 48 kHz stereo PCM audio, 24 frames/s video, and 1280 × 720 pixel resolution. Editing proceeded...
in Adobe Premiere ProCC. Five productions of each syllable (/pa/ and /ba/) were chosen based on neutral facial expression, naturalness and consistency of production (as judged by the researcher, a native speaker of Australian English). Each spoken syllable was extracted from the original recording, saved as its own video and trimmed to 1800 ms so that the duration of each video was consistent.

The audio track from each video was extracted for analysis in Praat (version 5.4.08; Boersma and Weenink, 2015) and removed from the video files. In preparation for creating the tactile stimulus (air puff), the moment of the vowel onset for each production of /pa/ and /ba/ and the burst only for each /pa/ production were determined in Praat. The vowel onset was judged as the onset of the periodic portion of the waveform following the release of the stop. The burst for /pa/ productions was determined as the first spike in the waveform after the initial period of silence. The vowel onset was then subtracted from the burst for each production to determine the average voice onset time (VOT) for the speaker’s voiceless bilabial stop \((M = 98.97\, \text{ms}, \text{SD} = 3.69)\). Average VOT for /ba/ syllables was \(~10\, \text{ms} \quad (M = 9.83\, \text{ms}, \text{SD} = 0.54\, \text{ms})\), but the VOT for /ba/ was not considered in the creation of the tactile stimuli as the air puff was intended to be modelled on the speaker’s aspiration in voiceless stops, simulating as closely as possible the same duration, and timing with respect to the vowel onset (for the synchronous condition).

Tactile stimuli were similar to those used by Gick and Derrick (2009), but with an updated switchbox and updated control software. A Jobmate air compressor set to ~6 psi was connected via a 1/4 in. vinyl tube to a custom-made switchbox which housed a solenoid valve. This equipment was situated outside the sound-attenuated booth in which the tasks took place. A second 1/4 in. vinyl tube ran from the switchbox, through the wall of the sound booth and was attached at the other end to a microphone stand with a flexible head. This end released the puff of air, which was directed towards the participant. The microphone stand was placed to the left of the participant and the end of the vinyl tube was positioned ~7 cm from the suprasternal notch of each participant. An audio cable ran from the computer, which played the visual stimuli to the switchbox. When each stimulus was presented, the sine wave from the video file was detected by the switchbox and triggered the switch, which in turn triggered the solenoid valve to open. This process took \(~45\, \text{ms}\) and resulted in a gentle puff of air being released towards the suprasternal notch of the participant. These compressor settings produce an impact peak of \(~3\, \text{cm} \quad \text{H}_2\text{O}\), or \(~1/3\) typical air pressure, from conversational speech. Due to the time it took for the solenoid valve to close again after opening, a 30 ms sine wave caused an air puff of 100 ms duration.

To create the stimuli for the synchronous (0 ms) condition, the sine wave was positioned so that its onset occurred 100 ms prior to the vowel onset (determined from the original speech audio) of each production, both /pa/ and /ba/. It was then shifted another 45 ms to the left to account for the switchbox system latency, therefore in total the sine wave onset occurred 145 ms before the vowel onset in each production, as illustrated below in Fig. 1(b). This resulted in the onset of the air puff occurring 100 ms prior to the original vowel onset and ending at the vowel onset, which simulated the timing of the original period of aspiration in the speaker’s aspirated syllables. Due to the difference in VOT between /pa/ and /ba/, this meant that the puff was differentially aligned for the unaspirated syllables as compared to aspirated syllables. For example, when the sine wave was positioned for the 100 ms SOA condition, it was actually closer to being synchronous with the burst for /ba/ productions; the /ba/ bursts occurred \(~10\, \text{ms}\) before the vowel onset so the difference in alignment between the sine wave onset and /ba/ burst onset was only \(~10\, \text{ms}\), whereas in the synchronous condition, the sine wave onset occurred \(~90\, \text{ms}\) before the burst for /ba/. It should, however, be noted that visually the mouth is not always clearly open at the moment of the burst and so the visual cues may differ slightly from the (absent) audio cues. Nevertheless, it was important to maintain consistency of puff duration and onset position across syllables, therefore the voiceless, aspirated syllable was chosen as the model for simulating aspiration. Appropriate adjustments for the position of the sine wave were made for the various SOA conditions. For example, in the ~200 ms condition, the onset of the sine wave was positioned 345 ms prior to the vowel onset [see Fig. 1(a)], whereas the onset of the sine wave for the 200 ms condition was positioned 55 ms following the vowel onset [see Fig. 1(c)].

**III. RESULTS**

Prediction 1 was that participants would perform at chance levels in the visual-only condition. Figure 2 illustrates the percentage of /pa/ and /ba/ responses in this condition.

Performance at chance levels should show equal rates of /pa/ and /ba/ responses; as can be seen, the rate for /pa/ responses is lower \((34\%)\). This is a significant deviation from chance, as shown by a binomial test, \(p = <0.001, 95\% \text{ CI } [0.61, 0.70]\), thus demonstrating that participants exhibit a /ba/ bias in the visual-only condition.

**A. Synchronous condition**

The introduction of the tactile stimulus in the synchronous puff condition was predicted to produce an increase in /pa/ responses, as compared with the visual-only condition (prediction 2). Figure 3 illustrates the total percentage of /pa/ responses in the visual-only and synchronous puff (0 ms) conditions. The figure shows that in the visual-only condition, /pa/ responses to the stimuli are 34\%, whereas in the synchronous puff condition /pa/ responses increase to 59\%.

To investigate whether the percentage of /pa/ responses differs significantly between the visual-only and synchronous conditions, a logistic mixed effects model was fit using the glmer function (Bates et al., 2014) in R (R Core Team, 2014) with response as the dependent variable, visual stimulus type (/pa/ or /ba/) and puff condition (visual-only, synchronous) and their interaction as fixed effects, a random effect for participant and a by-participant random slope for the interaction of visual stimulus type and puff condition, and a second random slope for each visual token. The model
formula, as written in R (R core team, 2014), and in the shape of 

\[ \text{Response} \sim \text{Visual stimulus} \times \text{Puff condition} + (1 + (\text{Visual stimulus} \times \text{Puff condition})|\text{Participant}) + 1|\text{Token}). \]

Response refers to the dependent variable (either /ba/ or /pa/). Visual stimulus * Puff condition refers to the fixed-effects interactions visual stimulus (either video of /ba/ or /pa/) and puff condition (in this case either a puff at 0 ms, or no puff). These are the key variables for the analysis. The first random effect (1 + (Visual stimulus * Puff condition)|Participant) acts in similar ways to a repeated-measures analysis of variance, but without assumptions about normal
distribution or group size. The second random effect \((1/\text{Token})\) factors out idiosyncratic effects of individual video files unrelated to whether they are of /ba/ or /pa/.

Results (see Table I) show a significant main effect of puff condition \((\beta = 0.93, SE = 0.28, z = 3.32, p < 0.001)\), indicating that participants report significantly more /pa/ responses during trials where there is a puff of air presented synchronously with the visual stimulus. The interaction between the type of visual stimuli and puff condition also approached significance \((\beta = 0.54, SE = 0.28, z = 1.92, p = 0.054)\).

### B. Asynchronous conditions and asymmetry

Prediction 3a was that when the SOA was smaller (closer to synchronous), participants would report more /pa/ responses. Related to this, prediction 3b was that the /pa/ responses would be asymmetric; that is, participants would be more likely to perceive a token as /pa/ when the visual stimulus preceded the audio, than when the opposite order occurred. Figure 4 shows the locally weighted scatterplot smoothing (LOESS) mean and standard errors \((R\ Core\ Team,\ 2014)\) of /pa/ responses as a function of the SOA and visual stimulus. As illustrated, when the tactile stimulus leads the visual by 300 ms \((-300\ ms\ SOA)\) /pa/ responses are around 40\% for both /pa/ and /ba/ visual stimuli, with /pa/ visual stimuli having slightly higher percentage /pa/ responses (42\%) as compared to /ba/ visual stimuli (37\%). As the SOA progresses towards synchronous (0 ms SOA), there is a rise in /pa/ responses which reaches around 60\% at 0 ms SOA (64\% when the visual stimulus is /pa/ and 55\% when the visual stimulus is /ba/). As can be seen, there is a clear asymmetry in responses. Figure 4 also shows that the highest rate of /pa/ responses does not occur when the two stimuli are synchronously presented. When the visual stimulus is /pa/ , the highest /pa/ response (65\%) is at 50 ms SOA and when the visual stimulus is /ba/ the highest /pa/ response (67\%) is further rightwards, at 200 ms SOA. The rate of /pa/ responses can be seen to drop off after the respective peaks.

To investigate whether the degree of asynchrony of the SOAs significantly affects responses and whether this happens in a symmetrical fashion, a logistic mixed effect model was fit with response as the dependent variable, visual stimulus and SOA (0 ms, ±50 ms, ±100 ms, ±200 ms, ±300 ms) and their interaction as fixed effects (SOAs were converted from factors to a scale as the SOAs were varied along a continuum and were thus related), a random effect for participant and a by-participant random slope for the interaction of visual stimulus and SOA, with a second random slope accounting for each visual token. The model formula, as written in R, is as follows:

\[
\text{Response} \sim \text{Visual stimulus} \times \text{SOA} + (1 + (\text{Visual stimulus} \times \text{SOA})|\text{Participant}) + (1|\text{Token}).
\]

This model (see Table II) shows a significant main effect of SOA \((\beta = 0.43, SE = 0.10, z = 4.43, p < 0.001)\), indicating that as the SOA increases, there is also an increase in /pa/ responses. There is also an interaction between the visual stimulus and SOA \((\beta = -0.23, SE = 0.09, z = -2.58, p = 0.009)\) such that if the stimuli is a /pa/, the peak integration is closer to 0 ms, as visualized in Fig. 4 above.

A polynomial model, as written in R, with the structure described below was run to investigate whether the various SOAs significantly affected responses in symmetrical fashion,

\[
\text{Response} \sim \text{Visual stimulus} \times \text{Poly(SOA, degree = 2)} + (1|\text{Participant}) + (1|\text{Token}).
\]

Results are shown in Table III below.

The results show that like the linear model, the second order polynomial model demonstrates a significant main effect of the intercept and SOA. In addition, there was also a significant interaction between visual stimuli type and SOA.

### TABLE I. Results of mixed model with structure: Response ~ Visual stimulus + Puff condition + (1 + (Visual stimulus + Puff condition)|Participant) + (1|Token).

<table>
<thead>
<tr>
<th></th>
<th>(\beta)</th>
<th>(SE)</th>
<th>(z)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.71</td>
<td>0.28</td>
<td>-2.55</td>
<td>0.011*</td>
</tr>
<tr>
<td>Visual stimulus (pa)</td>
<td>-0.08</td>
<td>0.35</td>
<td>-0.24</td>
<td>0.808</td>
</tr>
<tr>
<td>Puff condition (0 ms)</td>
<td>0.93</td>
<td>0.28</td>
<td>3.32</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Visual stimulus (pa):</td>
<td>0.54</td>
<td>0.28</td>
<td>1.92</td>
<td>0.054</td>
</tr>
<tr>
<td>Puff condition (0 ms)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*\(p < 0.1\).

**\(p < 0.001\).

### TABLE II. Results of mixed model with structure: Response ~ Visual stimulus + SOA + (1 + Visual stimulus + SOA|Participant) + (1|Token).

<table>
<thead>
<tr>
<th></th>
<th>(\beta)</th>
<th>(SE)</th>
<th>(z)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.27</td>
<td>0.23</td>
<td>1.15</td>
<td>0.25</td>
</tr>
<tr>
<td>Visual stimulus (pa)</td>
<td>-0.05</td>
<td>0.32</td>
<td>-0.16</td>
<td>0.87</td>
</tr>
<tr>
<td>SOA</td>
<td>0.43</td>
<td>0.10</td>
<td>4.43</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Visual stimulus (pa):</td>
<td>-0.23</td>
<td>0.09</td>
<td>-2.58</td>
<td>0.009*</td>
</tr>
</tbody>
</table>

*\(p < 0.001\).

**\(p < 0.01\).*
To test whether responses at each individual SOA differ significantly from the visual-only condition a model was run with fixed effects for SOA, visual stimulus and their interaction, as well as a random variable for participant and token. SOAs were converted to factors as this allowed for significance testing at each SOA. That model failed to converge. The model was simplified until the only remaining random variable was the one for token, whereupon it converged. The model formula, as written in R, is as follows:

\[
\text{Response} \sim (\text{Visual Stimulus} \times \text{SOA}) + (1|\text{Token}).
\]

Results (see Table IV) show that the temporal window of visual-tactile integration is asymmetric, with significantly higher /pa/ responses from −200 ms to 300 ms, compared to the visual-only condition.

**IV. DISCUSSION**

This study examined the potential integration of aero-tactile speech information during visual-tactile speech perception. Based on previous research into audio-visual and audio-tactile speech perception, several predictions were made with respect to participants’ perceptual behaviour when presented with visual-tactile speech. Prediction 1 held that participants would perform at chance levels when presented with visual-only bilabial syllables, but found that when presented with visual-only /pa/ or /ba/, they were significantly more likely to report the unaspirated syllable /ba/, counter to the prediction. This might be a somewhat unexpected result as the speech sounds /b/ and /p/ are generally expected result as the speech sounds /b/ and /p/ are generally counter to the prediction. This might be a somewhat unexpected result as the speech sounds /b/ and /p/ are generally considered to be instances of a single viseme (Fisher, 1968). In addition, a similar perception study (Abel et al., 2011) found a response bias against /b/ (though a three-way versus two-way identification task may not be a legitimate comparison). However, as discussed in the introduction, the result fits the pattern seen in all of the previous research on audio-(aero)tactile integration (Gick and Derrick, 2009; Gick et al., 2010; Derrick and Gick, 2013). There is a bias towards /ba/ in two-way forced-choice experiments with /pa/ vs /ba/ for both unimodal auditory and visual perception. This result of a /ba/ bias in the visual-only condition is the baseline for comparison with all of the other conditions containing the tactile stimulus, somewhat limiting the statistical power of the subsequent analyses.

| TABLE III. Results of mixed model with structure: Response ~ Visual stimulus + Poly(SOA, degree = 2) + (1|Participant) + (1|Token). |
|-------------------|-------|------|---|---|
| Intercept         | 0.24  | 0.23 | 1.04 | 0.30 |
| Visual stimulus (pa) | −0.03 | 0.31 | −0.10 | 0.92 |
| Poly(SOA, degree = 2)1 | 26.21 | 3.14 | 8.35 | <0.001a |
| Poly(SOA, degree = 2)2 | −10.15 | 3.17 | −3.20 | 0.001b |
| Visual stimulus (pa): SOA = 50 ms | −13.02 | 4.35 | −3.03 | 0.002b |
| Poly(SOA, degree = 2) | −7.51 | 4.42 | −1.67 | 0.089 |

\(^a p < 0.001.\)

\(^b p < 0.1.\)

\(^c p < 0.001.\)

A major purpose of this study was to examine whether people integrate aero-tactile information during visual-tactile speech perception in such a way that it affects their categorization. A similar finding has been made for audio-visual (McGurk and MacDonald, 1976) and audio-tactile (Gick and Derrick, 2009) modality combinations. The results comparing the visual-only and synchronous conditions supported the major prediction (2). The results demonstrate that the puff of air significantly affected the perception of the visual stimulus so that in the synchronous puff condition, participants were more likely to perceive a voiceless stop /pa/ (phonetically a voiceless aspirated stop), as opposed to a voiced stop /ba/ (phonetically a voiceless unaspirated stop), than in the conditions where the visual stimulus was presented in isolation. As noted above, however, one limitation of this finding was that participants did not perform at chance levels in the visual-only condition. Nevertheless, these findings appear to show that people integrate this aero-tactile information as the sensation of aspiration. This suggests that, whether speakers are consciously aware of it or not, the aero-tactile mode provides a portion of the information that constitutes the speech stream and that this information is integrated with that received through other modalities to contribute to the overall perception of the speech signal. This result also shows that speech integration can occur without participants receiving any information at all from the audio signal. The findings from this study also show that combinations of visual and aero-tactile speech information contribute enough to the speech stream to affect perceivers’ categorization of speech segments. This is an informative result considering the audio signal is generally considered to be the primary source of speech information.
However, it is in line with the results of Sumby and Pollack (1954) results that show if the audio signal-to-noise ratio is lower than about −12 dB, the visual component contributes more to accurate speech perception than the audio component.

This study also examined whether the degree of asynchrony of the stimuli affected participants’ responses. Based on previous research (Munhall et al., 1996; Gick et al., 2010), it was predicted that the closer the SOA was to synchronous, the more likely participants would be to consider the visual and tactile stimulus combination as being part of the same event, and therefore the more likely they would be to integrate the tactile stimulus and report a /pa/ (prediction 3a). Figure 4 showed that at −300 ms where the tactile stimulus leads the visual stimulus, participants reported perceiving /pa/ at around 40% and this rate increased steadily as the SOA grew closer to synchronous, peaking at 50 ms when the visual stimulus was /pa/ and 200 ms when the visual stimulus was /ba/. The /pa/ responses declined again towards 300 ms, though they were noticeably higher at 300 ms than −300 ms. Participant responses at SOAs of −200 ms through to 300 ms showed a significant difference from responses in the visual-only condition, with the strength of the significance peaking at 100–200 ms. These findings showed that although /pa/ responses increased towards the synchronous condition, they peaked later, in partial validation of prediction 3a.

These findings also suggest a group window of visual-tactile integration of −200 to 300 ms, considerably wider than that found for audio-visual stimuli (0 to 180 ms for Munhall et al., 1996 and −30 to 170 ms for van Wassenhove et al., 2007) and audio-tactile stimuli (−50 to 200 ms for Gick et al., 2010). The results from all these studies share two qualities: The first is that they are same in terms of the direction of asymmetry, matching with what can happen in nature when a speaker is far enough away from the perceiver. The second is that windows of integration almost always extend beyond the boundaries of what can occur during natural speech production. We believe this is a by-product of signal ambiguity, and would be more pronounced the more ambiguous the combined signals. However, the cause is not yet known, and is a good object for future research.

The results also show that the window of integration, based on perceptions of the speaker in the present study, is significantly narrower for visual /pa/ stimuli. The difference in responses when the visual stimulus was /pa/ compared to /ba/ may have been due in part to the position and duration of the tactile stimulus, which as previously discussed was designed to be aligned with /pa/ visual stimuli, but not /ba/ stimuli, which has a shorter VOT. However, this result contradicts Fisher’s (1968) notion that labial /p/ and /b/ are instances of a single viseme, supporting the part of the research of Abel et al. (2011) that shows a visual distinction between the 2. More generally, the result also fits in with previous research showing people are not limited to perceiving viseme categories (Bernstein and Liebenthal, 2014; Auer and Bernstein, 1997). Those previous results show that there is subtle, dynamic information contained within visual speech that can help with accurate speech reading, and our results show that this information can influence the window of perceptual integration.

Perceivers do identify subtle cues within the visual signal; perceptual integration of visual /pa/ and aspiration was narrower than perceptual interference of visual /ba/ and aspiration. This result is the opposite of that obtained for audio-(aero)tactile integration (Gick et al., 2010), where the window of integration was longer than the window of interference. Note that this may be an appropriate pattern if one considers that for this experiment, the auditory stream contains more information than the aero-tactile stream, which contains more information than the visual stream. However, the cause is not yet known, and worthy of future research.

Prediction 3b was that participants would integrate speech information from the visual and tactile modalities over a greater range of SOAs when the visual stimulus preceded the tactile stimulus, as opposed to when the stimuli were presented in the opposite order. This prediction was based on previous research, which found asymmetry in the windows of multimodal integration (Munhall et al., 1996; Gick et al., 2010), as well as on knowledge of physical properties of the world such as speeds of light and speed of speech airflow. Results showed that in support of this prediction, participants were more likely to report the voiceless aspirated stop when presented with visual-leading tokens. These results were seen in Fig. 3 where the rate of /pa/ responses (to both /pa/ and /ba/ visual stimuli) was generally higher when the visual stimulus preceded the tactile stimulus. This suggests that, similarly to perception of audio-visual and audio-tactile speech stimuli, individuals perceive visual-tactile speech stimuli in a manner consistent with relative speeds of physical properties of the world. The range of integration on the right side was noticeably wider than was found for audio-visual and audio-tactile combinations, an observation that may be attributed to the very large difference in transmission speed of speech airflow as compared to the speed of light.

The perceptual behaviour observed for the asynchronous stimuli was apparent even though speakers could not have had experience perceiving aspiration from such a great distance, as measurable airflow from aspiration is known to dissipate by around 30–40 cm from the mouth (Derrick et al., 2009). Aspiration airflow is known to be delayed by 25 ms at 17 cm and by 100 ms at between 30 and 35 cm distance (Derrick et al., 2009). Thus, while participants may have had some experience perceiving slightly delayed aspiration with respect to the rest of the speech signal at 50 ms, and possibly even at 100 ms, two of the SOAs tested, their responses at 200 and 300 cm distance cannot be based on direct experience of speech. Perceivers may, however, have had analogous non-speech experiences that could underscore delays in perceiving aero-tactile stimuli as compared to visual stimuli of the same event, e.g., feeling the delayed air from an oscillating fan across a room when the fan has already turned in another direction. This more general airflow information may contribute to speakers’ knowledge of how airflow from aspiration behaves. Alternatively, the present results may be seen as adding a sufficient level of complexity to bring into question a learned-mapping approach to multisensory perception. It may instead favor a model that more naturally engenders rich multimodality in perception (e.g., Fowler, 1986).
Regarding the question of prior speaker knowledge of speech aspiration, speakers arguably do have considerable understanding of aspiration behaviour. Several communicative situations provide direct tactile stimuli in the form of aspiration. Whispering is one example; in this situation the listener may receive aspiration information to the ear or the side of the face. Simply speaking normally in close proximity to a conversation partner may also be a situation where aspiration can be felt. Other situations provide a visual representation of aero-tactile speech information which can be incorporated as general knowledge of aspiration, as was shown by Mayer et al. (2013) with the visible perturbation of a candle. Further examples include speaking in very cold temperatures, where speakers produce visible puffs of air, and speaking while smoking. The use of microphones is a situation in which aspiration is represented audibly. All of these experiences may contribute to speakers’ awareness of the behaviour of aspiration. Speakers may also receive aero-tactile feedback to their own lips when they speak. Results of the current study suggest that naive speakers can identify this aspiration information with particular speech segments in their language.

Findings from the present study have shown that perceivers have either conscious or unconscious awareness of aero-tactile speech information, an underexplored area in speech research. Perceivers have shown the ability, in the absence of an audible speech signal, to make use of information from the aero-tactile mode to distinguish speech sounds when they are presented with an ambiguous visual speech signal. This ability shows that aero-tactile speech information with particular speech segments may vary by perceiver or by sounds.
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