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ABSTRACT

In this thesis we focus on two different problems in the study of the formation and evolution of large scale structure using the Lagrangian perturbation approach.

First, we study the effects of velocity dispersion in Newtonian cosmology in an Einstein-de Sitter universe which contains two different dust continua. We implement the basic feature of the adhesion approach, considering the velocity dispersion as an effective dynamical pressure to avoid the problem of the formation of caustics in the dust model. This strengthens our ability to study the evolution of large scale structure beyond the linear regime. Furthermore, it has been suggested in a dark matter dominated universe the baryonic matter does not simply track the dark matter, i.e., the local baryon densities are not proportional to those of the dark matter and their velocities are not identical.

As a first step towards the relativistic Lagrangian perturbation description for such a two-component case, we have considered the corrections of the velocity dispersion up to second order, where the velocity dispersion with respect to each dust component is isotropic. The results show that the dynamics of mixture of two dust continuum can be described by a single dust continuum with an anisotropic effective pressure term as corrections. Such an effective term up to second-order will lead to a new decaying mode which is slower than the standard decaying mode in Eulerian linear perturbation theory. The evolution of each component can be derived by the dynamics of the eddfluid mixture. The second-order corrections will be affected by the spatial distribution of the density fields. For higher orders, the cosmic substructures can be subsequently added.

Second, as the major part of this thesis, we extend relativistic Lagrangian perturbation theory for a dust matter model to the case of perfect fluids, and also to cases that are relevant for the modelling of multistream regimes when the dust approximation breaks down. This will provide a framework not only to deal with a relativistic generalization of Newtonian Lagrangian perturbation theory with pressure at late epochs, but also to the fully relativistic situation of the early Universe.

By choosing a suitable set of coframes for the fluid matter model, we obtain the master partial differential equations for the evolution of the trace and traceless parts of the first-order deformation field that reduce to the corresponding
equations in the dust case. The trace part also matches the Newtonian limit of the corresponding Lagrangian perturbation problem. We generalize the procedure proposed in previous papers for finding solution for perturbations that propagate in the perturbed space. We apply this procedure to specific toy models, illustrating the mildly nonlinear evolution of the density contrast. We also discuss the limits of a first-order Lagrangian scheme, and propose ideas for a nonperturbative generalization, which is needed especially in application to cases where the pressure term is taken to model multistreaming beyond the mildly nonlinear regime. This part can be seen as a preparation for future work that accounts for two components in a relativistic universe.
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CHAPTER 1

Introduction: from homogeneity to inhomogeneity

The first and most important fact is that our observable Universe is inhomogeneous, and maybe anisotropic, on small enough scales, up to the scales of at least $100h^{-1}$ Mpc, where $h$ is the dimensionless parameter related to the Hubble constant by $H_0 = 100h$ km s$^{-1}$ Mpc$^{-1}$. It has been observed that the present Universe is dominated by voids in volume. Some of the present total volume of the Universe is in voids with a characteristic diameter $30h^{-1}$Mpc [Hoyle and Vogeley, 2002, 2004] and there are many smaller minivoids [Tikhonov and Karachentsev, 2006; Pan et al., 2012], and also rare large voids [Pan et al., 2012]. Once the statistics of voids of all sizes is included then the present Universe is void dominated. The exact fraction of the volume occupied by voids depends on how voids are defined, but could easily be of order 60% – 80%. Our present Universe displays a complex hierarchical structure of inhomogeneity. Clusters of galaxies, the largest bound structures, are strung in this filaments that thread the voids, and in sheets that surround them, giving rise to a gigantic cosmic web [Springel et al., 2006]. This raises a very important question: is our successful phenomenological description of the Universe based on the spatially homogeneous and isotropic Friedmann-Lemaître-Robertson-Walker (FLRW) geometry still a powerful tool to study our Universe?

Another important fact about our present Universe is its apparently accelerating expansion. Accounting for this by introduction of a cosmological constant, $\Lambda$, leads to a fine-tuning problem since the acceleration only begins at late epochs. This is known as the cosmic coincidence problem. Some researchers also note that this epoch coincides with the one in which the large nonlinear structures begin to dominate [Gott III et al., 2005]. This second cosmic coincidence shows that the inhomogeneities of universe maybe play a significant role in the appar-
ent acceleration of expansion. While our current extremely successful standard model of cosmology relies on the contributions from dark energy and dark matter, there are no direct laboratory evidences to show that they actually exist. If the inhomogeneities really relate to the present acceleration then our current FLRW model of universe needs to be reconsidered.

In this chapter we will briefly introduce the history of the research of cosmology from the introduction of the homogeneous universe model to the discovery of inhomogeneities of our observable Universe. We will not discuss all the details but will focus on the chronological order in which ideas were proposed.

1.1 An overview of modern cosmology: the homogeneous approximation

1.1.1 Early studies of homogeneous and isotropic cosmological models

In 1917 Einstein first applied his theory of General Relativity (GR) to cosmology. At that time astronomers did not know that those nebulae which we now call galaxies are actually at vast distances from us. Following the best knowledge of the day, Einstein assumed that the typical objects in the Universe were stars – which he assumed to be particles of dust – a pressureless fluid constituting the energy-momentum tensor in his field equations. To satisfy the Copernican Principle – that we do not live in a privileged position in space – Einstein assumed a stronger Cosmological Principle, namely that the cosmological fluid is spatially homogeneous and isotropic. Then no spatial position is privileged, as far as its average dynamics is concerned.

In 1917 it was also that prevailing world view that the Universe should not have a beginning in time. This posed a problem since gravity with pressureless dust is attractive. To obtain a static universe Einstein introduced the cosmological constant with an energy density half of the mean energy density of the dust and a finely tuned positive scalar curvature [Einstein, 1917; O’Raifeartaigh et al., 2017]. In the same year, W. H. de Sitter introduced another static model with a pure cosmological constant, trying to explain the recession velocities of
spiral nebulae as a simple consequence of the gravitational field [de Sitter, 1917]. This model was criticized by Einstein on the grounds that de Sitter’s universe is actually not an empty universe, but has matter concentrated in the “horizon” surface [Einstein, 1918]. To solve this problem, in 1922, Lanczos found a more physically satisfying interpretation of the de Sitter universe, by discarding the concept of a static three-dimensional space, and by assuming that space is expanding [Lanczos, 1922].

A few months before Lanczos’ paper was published, Friedmann first described the possibility of a universe with a time-dependent but spatially homogeneous positive spatial curvature, and then generalized to the case with time-dependent negative spatial curvature [Friedmann, 1922, 1924]. Although Friedmann did not consider his model relevant to the real universe, his work still made significant contributions to General Relativity. After introducing new non-static coordinate for the de Sitter universe [Lemaître, 1925], in 1927, a young PhD student, Lemaître, independently introduced the new non-stationary solution, with a positive spatial curvature and a scale factor depending on the time [Lemaître, 1927]. In this paper Lemaître derived the first statement that the outward speed of distant objects in our universe is proportional to their distance from us, which later became known as Hubble’s law. He also provided the first observational estimation of the Hubble constant. Furthermore, it was also in this paper that he considered the conservation of energy, and emphasized the importance of radiation pressure in the first stages of the cosmic expansion. Unfortunately, this work was virtually unknown at first since it was published in the little known journal, “Annales de la Société Scientifique de Bruxelles”.

Two years later, Hubble [1929] examined the relation between the distance and redshift of galaxies, and discovered a roughly linear relation between the distances of the galaxies and their redshifts. This effectively confirmed Lemaître’s prediction of an expanding universe and established the terminology “Hubble’s law”. However, at the time Hubble and other astronomers did not know about the work of Lemaître. In 1930 after reading a report by Arthur Eddington and de Sitter calling for new astronomical surveys to verify the cosmic expansion, Lemaître wrote to Eddington pointing out his prior work. After this Eddington

---

1 We have to mention that before this, other astronomers have published their radial velocity-distance relations. For example, see Lundmark [1924]; Stromberg [1925].
arranged for Lemaître’s theory to be translated and reprinted in the “Monthly Notices of the Royal Astronomical Society” in 1931, thus publicized this work [Lemaître and Eddington, 1931].

In the same year, Eddington and de Sitter separately published several influential papers. Eddington [1930] reexamined the Einstein static model and found it was unstable, while de Sitter [1930a] discussed the expansion of the Universe, quantitatively analyzed the redshift-distance relation [de Sitter, 1930b]. He also discussed the consequences of Lemaître’s solution [de Sitter, 1930c,d]. In the latter part of 1931, Lemaître [1931] first presented his proposal that the Universe might have an explosive beginning from an initial point, which he called the “primeval atom”, and which we now call the “Big Bang”.

Meanwhile, astronomers still paid a lot of attention to the static solution, trying to find an alternative explanation of recession velocities. Back in 1928 Robertson [1928] had discussed another coordinate transformation for the de Sitter universe, which is similar to the one Lemaître published in 1925 [Lemaître, 1925]. Without knowing about Lemaître’s articles, somewhat later Robertson [1929] published one of his most important papers, in which he discussed in detail all possible mathematical models satisfying spatial homogeneity and isotropy. He found that the only possible stationary cosmologies are those of Einstein and de Sitter, being particular cases of a class of non-stationary cosmologies.

Still working in the framework of a static solution, Tolman [1929] also sought an explanation of recession velocities. However, in 1930 he suggested a non-static line element must be required to account for the redshift of the light from distant objects. Using a non-static spherically symmetric line element Tolman estimated the relation between distance, luminosity, redshift and angular extension [Tolman, 1930].

The 1930s were a very important decade for the understanding of our Universe, not only for models with homogeneous and isotropic expansion, but also for the beginning of the study of inhomogeneous universes. In the opening years of this decade, the expanding universe had been firmly established. Einstein finally accepted this theory and published a discussion on the expanding universe and the cosmological constant [Nussbaumer, 2014]. In 1932 Einstein and de Sitter [1932] published their well-known cosmological model with zero cosmological constant, which is called the Einstein-de Sitter model, showing that it is pos-
sible to accounting for the observed facts (the Universe is non-static) without assuming a curvature of three dimensional space. Thus one could abandon the cosmological constant. A good review paper was published in 1933 by Robertson [1933a], who summarized the results obtained to that date in the field of relativistic cosmology.

A few months later, Milne [1932] suggested a new purely kinematic solution to the problem of the expansion of the Universe, which is effectively a non-static slicing of empty space. This theory soon attracted extensive attention from the physics community [Kermack and McCrea, 1933; Robertson, 1933b; Dingle, 1933; Walker, 1934; Walker and Milne, 1935]. It then motivated H. R. Robertson and W. C. Walker to publish their very important articles [Robertson, 1935, 1936a,b; Walker, 1937].

To summarize, by the 1930s the homogeneous and isotropic expanding universe was well understood, and is now generically known as the Friedmann-Lemaître-Robertson-Walker universe. For such a universe, the metric is given by

$$ds^2 = -c^2 dt^2 + a^2(t) \left[ \frac{1}{1 - kr^2} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\psi^2) \right] , \tag{1.1}$$

with the Friedmann equations

$$H^2 = \left( \frac{1}{a} \frac{da}{dt} \right)^2 = -\frac{c^2 k}{a^2} + \frac{8\pi G \varrho_H}{3} + \frac{\Lambda c^2}{3} , \tag{1.2}$$

$$\frac{1}{a} \frac{d^2 a}{dt^2} = -\frac{4\pi G}{3} \left( \varrho_H + \frac{3p_H}{c^2} \right) + \frac{\Lambda c^2}{3} , \tag{1.3}$$

where $c, k = -1, 0 + 1, \Lambda, a, \varrho_H, p_H$ are the light speed, the spatial curvature, the cosmological constant, the scale factor, the homogeneous and isotropic energy density and pressure density, respectively. $H(t)$ is the Hubble parameter. The deceleration parameter, $q$, describing the rate at which the expansion of the Universe is “slowing” due to self-gravitation, is historically defined as

$$q = -\frac{\frac{d^2 a}{dt^2}}{H^2} \frac{1}{a} \frac{1}{a^2} . \tag{1.4}$$

The homogeneous and isotropic model with above the cosmological parameters was widely adopted to fit observations and has achieved great success.
Although we have been recalling the history of the homogeneous and isotropic universe model, it should be mentioned that even at this early stage many astronomers and cosmologists were already aware of the inhomogeneities of our Universe.\textsuperscript{2} The uniformity of matter (and pressure) distributed over the Universe was seen as a basic simplifying assumption that might not apply to the actual Universe.

In 1933 Lemaître [1933] considered the formation of ‘nebulae’, trying to apply exact solutions of Einstein’s equation to particular cases of spherically symmetric inhomogeneities. One year later, Tolman [1934b] discussed the effect of inhomogeneities on the static Einstein and non-static Friedmann cosmological models, and predicted the development of condensations and rarefactions, while Sen [1934] also considered similar inhomogeneous effects by using different initial conditions to Tolman.

Bondi [1947] later discussed various properties of spherically symmetric pressure-free models, including geodesic equations, extending the work of McCrea, McVittie and Lemaître on the problem of condensation [McCrea and McVittie, 1931; McVittie, 1932, 1933; Lemaître and Eddington, 1931]. This spherically symmetric solution is most often known as the Lemaître-Tolman or the Lemaître-Tolman-Bondi universe models (LTB model hereafter).

Another inhomogeneous model known as the Swiss cheese universe, was first constructed by Einstein and Straus in 1945 by cutting and pasting spherically symmetric Schwarzschild vacuoles into a global FLRW geometry [Einstein and Straus, 1945]. It is widely used in studying lensing effects.

Other exact inhomogeneous solutions of Einstein’s equations are also important for improving our knowledge of the actual universe. These include the

\textsuperscript{2} Here we will not discuss the problem of anisotropic universe models in detail but give a very brief outline. The cosmological models which are spatially homogeneous but not necessarily isotropic are known as the Bianchi universes, named after Bianchi’s classification of Lie groups [Bianchi, 1898], with which they may be put in one-to-one correspondence. There are eight independent types, I, II, IV, V, VI\textsubscript{0}, VII\textsubscript{0}, VIII and IX. These types of universes have been extensively applied to studies of nonlinear dynamics, the early and late universe, general geometric and dynamics studies, and so on. For good research papers and reviews, see [Kantowski and Sachs, 1966; Kantowski, 1998; Misner, 1968; Ellis and Elst, 1999a; Ellis, 2006; Russell et al., 2014; Pradhan and Saha, 2015] and references therein. Though the Bianchi universe models have been widely studied, some observations have suggested that anisotropic expansion of the Universe is disfavoured even at a low level [Saadeh et al., 2016; Ade et al., 2014, 2016b].
Szekeres-Szafron family [Szekeres, 1975; Szafron, 1977] and the Stephani-Barnes family [Barnes, 1973; Stephani, 1987]. For very extensive and detailed reviews of inhomogeneous cosmological models, the reader is strongly recommended to check [Ellis, 2006; Krasiński, 1997; Ellis et al., 2012] and references therein.

The above history shows that as early as the 1930s-1940s most of the important cosmological models that astronomers and physicists still employ to describe the Universe had already been proposed and developed. Of course in this period some other significant developments also took place: for example, the prediction of the cosmic microwave background (CMB) [Gamow, 1948a,b; Alpher and Herman, 1948b] and the steady state cosmology (which was discovered to be inappropriate for describing the actual universe and so is not further discussed). Since then cosmology has became an active physical science.

1.1.2 Two significant observations: Cosmic Microwave Background (CMB) and cosmic acceleration

Just like the two sides of a coin, neither a pure theory unsubstantiated by observation nor an observable fact without theoretical support can be completely successful. While theoretical research was in full swing, new observations both validated the theoretical framework and stimulated new theoretical research. With the rapid development of computer systems and the advanced technologies of space and radio telescopes \(^3\), it became possible for cosmologists to reach previously unexplored territory with images produced by the telescopes in many different wavelengths, and to simulate the evolution of the Universe, the large-scale structure and galaxy formations using supercomputers. Here we will just discuss two major milestones.

The first significant achievement was the discovery of the CMB. In 1965, working with the 20-foot horn-reflector antenna, Penzias and Wilson [1965] measured a background temperature about 3.5 ± 1.0 K higher than the expected effective

\(^3\) It is very interesting to note that the world’s first working electromechanical programmable, fully automatic digital computer was built in 1941, at a time that modern cosmology began to be active. The invention of the integrated circuit in the end of 1950s has led to an explosion in the wide use of computers in a period during which some of the most important observations were leading to great developments in modern cosmology. Including modern cosmology, physics has always been deeply influenced by the development of new technologies.
zenith noise temperature of the antenna at a 7.35 cm wavelength. Within the limits of their observations they found the excess temperature was isotropic, unpolarized and free from seasonal variations. This excess temperature was then identified as the CMB radiation left over from the Big Bang by Dicke et al. [1965]. Such a relic radiation had been predicted by physicists who had studied physical processes in a high density expanding plasma and the origin of elements.

As early as in 1922, Tolman [1922] studied the thermodynamic treatment of the possible formation of helium from hydrogen, with the conclusion that it was not possible to understand the observed H/He abundance ratio at temperatures less than $10^6$ K and pressures above $10^{-100}$ atmospheres. Suzuki [1928] considered the thermal equilibrium of dissociation of atomic nuclei in stellar interiors in 1928, concluding that the H/He abundance ratio might be understood only at temperatures of about $10^9$ K. Urey and Bradley [1931] later showed that the observed relative isotopic abundances would not result from thermodynamic equilibrium at any single temperatures.

In 1934, Tolman [1934a] introduced the idea of the thermodynamic history of an expanding universe, showing that the expansion of universe cools black-body radiation while keeping the spectrum thermal, and the temperature varies inversely with the scale factor of the expanding homogeneous and isotropic universe. However, we note that most of these early papers assumed a scenario in which the origin and relative abundances of the elements could result from a frozen-in nuclear equilibrium. But this equilibrium theory had a number of difficulties as is discussed in detail by Alpher and Herman [1950]. Those difficulties led the astronomical and cosmological communities to the examination of non-equilibrium processes.

In 1942, Chandrasekhar and Henrich [1942] attempted to interpret the relative abundances of the elements and their isotopes by detailed equilibrium computations, concluding that the lighter elements would agree fairly and satisfactorily with the known cosmic abundances if the elements were produced in the physical conditions specified by a temperature $\sim 10^9$ K and matter density $\sim 10^7$ gm/cm$^3$. They also noted that their theoretical computations were unable to account for the existence of the heavy nuclei, and all the observed abundances could not be accommodated by a single set of temperature and densities. Thus they suggested that one may need to consider non-equilibrium processes, and the
cooling expanding the early Universe would be a possible site for such processes.

Gamow [1942] also discussed the problem of the origin of chemical elements in the same year. He suggested one should not consider some kind of thermodynamic-equilibrium hypothesis, but a non-equilibrium breaking-up of the original bulk of nuclear matter caused by a rapid expansion in the early evolutionary stages should be a better process to consider.

Later, within the framework of an expanding universe, Gamow [1946] pointed out that the necessary conditions for rapid nuclear reactions only existed for a very short time. This consideration was then developed in more detail in 1948 by himself, together with R. A. Alpher, R. Herman and H. Bethe [Alpher et al., 1948] and now is known as Big Bang nucleosynthesis. With the hypothesis of the “unfinished building-up process” developed in previous papers, Gamow [1948a] discussed the temperature and radiation density at early stages of evolution, showing that at the epoch of matter-radiation equality the temperature would be $\sim 10^3$ K. The good agreements between the calculated density and the radii for the galaxies with the observed ones strongly supported the rudimentary galactic formation theory of that time.

Alpher [1948] developed the non-equilibrium theory of the formation of the elements in which the elements were built up by a process of successive neutron captures. He estimated the radiation temperature at nucleosynthesis and concluded that the energy budget of the Universe must have then been dominated by radiation. In a later paper Alpher and Herman [1948a] corrected some errors in Gamow’s Nature paper [Gamow, 1948b] (where he summarized previous work and discussed the formation of stars and galaxies). They predicted a relic radiation at the present epoch and estimated its present temperature to be 5 K. See also [Alpher and Herman, 1949] for detailed calculations and discussions. This value was seen as the first numerical estimate of the present CMB temperature. The first published discussions of possible observations of the CMB in the present Universe were given by Zel’dovich [1963], and Dicke et al. [1965] in the early 1960s.

Although the observations showed that the CMB was almost isotropic, physicists soon began to study the anisotropy of the CMB. The largest anisotropy of the CMB spectrum is the dipole anisotropy with an averaged amplitude $\Delta T \sim 3.35$ mK from different observations. It is conventionally interpreted
as the consequence of the Doppler shift caused by the Earth’s motion relative to the CMB rest frame. It was discovered and confirmed in 1960s and early 1970s, by Partridge and Wilkinson [1967], Stewart and Sciama [1967], Conklin [1969], Henry [1971], Corey and Wilkinson [1976], and Smoot et al. [1977]. Detailed whole sky measurements of the dipole anisotropy were first made by the Cosmic Background Explorer satellite (COBE) in the early 1990s, fixing its amplitude to be $\Delta T = 3.372 \pm 0.014$ mK with 95% confidence level (CL), in a direction $(l,b) = (264.14^\circ \pm 0.03, 48.26^\circ \pm 0.30)$ (95% CL) in galactic coordinates [Fixsen et al., 1996].

Once the dipole anisotropy is eliminated by performing a local Lorentz boost from the heliocentric rest frame to one in which the dipole amplitude is zero, then smaller anisotropies at the level $\Delta T/T \sim 10^{-5}$ remain. These include primordial fluctuations. The most important of these is the Sachs-Wolfe effect considered by Sachs and Wolfe [1967], where anisotropies arise due to the gravitational redshift of photons in the gravitational potential wells of inhomogeneities at the surface of last scattering. Such fluctuations on the surface of last scattering are classified as primary fluctuations. When the photons traverse many time-dependent gravitational wells generated by growing concentrations of matter between the last scattering surface and our telescopes, their wavelengths will be further redshifted or blueshifted\(^4\). This effect is known as the integrated Sachs-Wolfe effect and is an example of secondary fluctuations. A similar effect, called the Rees-Sciama effect was considered by Rees and Sciama [1968]. In contrast to the integrated Sachs-Wolfe effect which is calculated to the linear regime of perturbation theory on a FLRW background, the Rees-Sciama effect refers to the general case, potentially beyond the regime of perturbation theory.

Other secondary CMB anisotropies arise from the Sunyaev-Zel’dovich effect theoretically predicted by R. A. Sunyaev and Zel’dovich in 1969, in which the low energy CMB photons receive an average energy boost during collisions with the high energy electrons in dense regions (the inverse Compton scattering), and could be used to detect the density perturbations of the Universe [Sunyaev and Zeldovich, 1970; Sunyaev and Zel’dovich, 1980]. This effect was first detected by Birkinshaw et al. [1984] from clusters of galaxies. All above effects are generated

\(^4\) By “wells” we also refer to the potential “humps” of underdense voids as well as the over-densities of gravitationally bound structures.
by structures on small angular scales and consequently affect higher multipole anisotropies in the CMB.

The small angle anisotropies of the CMB temperature were first detected by the COBE satellite in 1992 [Smoot et al., 1992], showing statistically significant (> 7σ) structure was consistent with a thermal spectrum at 31, 53 and 90 GHz as expected for the CMB anisotropy. The four year results were published later by Bennett et al. [1996], where the authors found a power-law spectral index of $n = 1.2 \pm 0.3$ and a quadrupole normalization $Q_{\text{rms}} = 15.3^{+3.8}_{-2.8} \mu K$. Based on the full 4-year of COBE Differential Microwave Radiometer (DMR) observations, they presented a detailed overall visual impression of the anisotropy with the signal-to-noise ratio $\sim 2$ per 10° sky map patch. Early results reported in 1990 showed that the intensity of the background sky radiation was consistent with a black-body at $2.735 \pm 0.06 K$, with deviations from this black-body at the spectral resolution of the instrument less than 1% of the peak brightness [Mather et al., 1990; Fixsen et al., 1994].

Later measurements can be summarized as follows. The first images of resolved structure in the microwave background anisotropies over a significant part of the sky were reported by de Bernardis et al. [2000], and confirmed a peak at $l \approx 200$. This peak represents the first excess of power due to more fluctuations at a length scale caused by one compression or rarefaction in the primordial plasma by the epoch of last scattering. Acoustic waves on smaller angular scales which undergo multiple compressions or rarefactions give rise to additional peaks. This angular scale of the first peak implied a spatially flat universe in the context of the FLRW model. Polarization of CMB was discovered by the Degree Angular Scale Interferometer (DASI) in 2002 [Kovac et al., 2002], which provided a model-independent test of the theoretical framework that could also be used to constrain cosmological parameters.

The Wilkinson Microwave Anisotropy Probe (WMAP) released their first high precision data in 2003 and could fit microwave observation on finer angular scale measurements [Spergel et al., 2003]. In subsequent years they continued to release improved measurements [Hinshaw et al., 2007; Larson et al., 2011] (culminating in new full-sky temperature maps in five frequency bands from 23-94 GHz in [Hinshaw et al., 2007]). Even greater precision was achieved by
the Planck satellite\footnote{For more information, see https://www.esa.int/Our_Activities/Space_Science/Planck.}, who have fitted six acoustic peaks in the CMB down to angular scales of less than $0.1^\circ$ ($l \approx 1800$) [Aghanim et al., 2016]. This has greatly constrained cosmological parameters fit to the FLRW model. For example, the 2015 Planck results have been summarized in [Adam et al., 2016; Ade et al., 2016a]. Fig. 1.1 shows the anisotropies of the cosmic microwave background (CMB) as observed by Planck Satellite.

Figure 1.1: The anisotropies of the cosmic microwave background as observed by Planck, showing tiny temperature fluctuations that correspond to regions of slightly different densities which represent the seeds of all future structure: the stars and galaxies of today. The figure is taken from the ESA and Planck Collaboration, Credit: ESA

The discovery of the CMB is one of the most important milestones in our understanding of the Universe and has become one powerful tool for constraining the cosmological models. The abundant information contained in the CMB not only confirms the homogeneity and isotropy of the Universe on large scales, but also constraints cosmological parameters, and the properties of large-scale structures. It also constrains fundamental theories, such as cosmic inflation which makes predictions about the initial fluctuations of energy density. Together with
the cosmological redshift-distance relation and light element abundances, the CMB was one of the most important pieces of evidence in establishing the hot Big Bang theory.

The most surprising observation in recent cosmological history is the fact that the expansion of our present Universe is accelerating – if modelled by a FLRW cosmology. Since gravity with ordinary matter that obeys the strong energy condition is universally attractive \(^6\), it will always act to slow down any initial expansion. Consequently, it had been conventionally assumed that the present deceleration parameter \(q_0 = q(t_0)\) would be positive.

For a universe containing matter in the form of pressureless dust with a density which scales as \(\varrho_m = \varrho_{m0} \left(\frac{a_0}{a}\right)^3\) and radiation species with an energy density that scales as \(\varrho_R = \varrho_{R0} \left(\frac{a_0}{a}\right)^4\) and pressure \(p_R = \frac{1}{3} \varrho_R c^2\), the Friedmann equations (1.2), (1.3) may be rewritten as

\[
1 = \Omega_m + \Omega_R + \Omega_k + \Omega_\Lambda,
\]

\[
q = \frac{1}{2} \Omega_m + \Omega_R - \Omega_\Lambda.
\] (1.5)

Here

\[
\Omega_m \equiv \frac{\varrho_m}{\varrho_c}, \quad \Omega_R \equiv \frac{\varrho_R}{\varrho_c}, \quad \Omega_k \equiv -\frac{k c^2}{a^2 H^2}, \quad \Omega_\Lambda \equiv \frac{\Lambda c^2}{3 H^2}, \quad \varrho_c(t) = \frac{8 \pi G}{3 H^2},
\] (1.6)

where \(\varrho_c\) is the critical density, namely the matter density given by the Friedmann equation (1.2) if \(k = 0\) and \(\Lambda = 0\). If \(\Lambda = 0\) the spatially flat model demarcates between universes which undergo a Big Crunch \((k > 0)\) and those that expand forever \((k \leq 0)\).

Since \(\Omega_R < 10^{-4}\) at the present day then a universe with \(\Lambda = 0\) has \(q_0 \approx \Omega_m/2\). With the assumption that the Universe only contained pressureless dust and radiation, for many decades observational cosmology was viewed as the “quest for two numbers”: \(H_0\) and \(q_0\) [Sandage, 1970].

Determining these two numbers by accurate distance measurements was an extremely difficult problem that challenged more than one generation of as-

---

\(^6\) The strong energy condition is the condition that \(R_{\mu\nu} V^\mu V^\nu \geq 0\) for any timelike vector field \(V^\mu\), and from the Einstein equations can be seen as a condition that matter focuses light rays. When applied to an perfect fluid with density \(\varrho\) and pressure \(p\) the strong energy condition gives \(p \geq -\frac{1}{3} \varrho c^2\).
tronomers. It was only the advent of new large mosaic cameras incorporating charge coupled devices (CCDs) that made it possible to systematically survey wide areas of the sky and gather vast quantities of data for theoretical analysis. One of the most interesting and useful targets are the so-called Type Ia supernovae (hereafter, SNe Ia), which are considered to be “standard candles” for cosmological distance probes [Kowal, 1968; Phillips, 1993; Goobar and Leibundgut, 2011]. Taking advantage of these standardizable candles, Riess et al. [1998] of the High-z Supernovae Search Team presented the spectral and photometric observations of 16 Type Ia Supernovae in the redshift range $0.16 \leq z \leq 0.62$, showing that the observed high-z SNe Ia are dimmer than expected in a low mass density FLRW universe without a cosmological constant. Perlmutter et al. [1999] from the Supernovae Cosmology Project reported similar conclusions, suggesting a positive cosmological constant with a confidence $P(\Lambda > 0) = 99\%$. Both teams provided strong evidence that our Universe had entered a phase of accelerated expansion. A cosmological constant can be viewed as a form of energy with equation of state $p_\Lambda = -\rho_\Lambda c^2$, i.e., $p_\Lambda = w \rho_\Lambda c^2$ with $w = -1$. However, any form of energy with $w < -1/3$ that violates the strong energy condition may also give rise to a accelerating expansion. In absence of understanding what such a field is, it has come to be called “dark energy”.

Over the last two decades many other observations have strengthened and confirmed the apparently accelerated expansion, providing constraints on the parameter $w$. This has benefited from new large surveys. Major examples include the Hubble Space Telescope supernovae searches including $z > 1$ samples [Riess et al., 2001, 2004, 2007; Suzuki et al., 2012]; the Equation of State Supernova Cosmic Expansion Survey (ESSENCE supernovae survey) [Wood-Vasey et al., 2007]; the Supernova Legacy Survey (SNLS) [Conley et al., 2011; Sullivan et al., 2011; Li et al., 2011b]; the Sloan Digital Sky Survey (SDSS, including the Baryon Oscillations Spectroscopic Survey and the extend Baryon Oscillations Spectroscopic Survey, i.e., BOSS and eBOSS) [Campbell et al., 2013; Sánchez et al., 2017; Grieb et al., 2017]; the Pan-STARRS1 Medium Deep Survey [Rest et al., 2014]; the Planck project [Ade et al., 2016a] (see also the references therein and citations.); the Combined Pantheon Sample [Scolnic et al., 2018]; and so on.

In addition to SNe Ia distances and redshifts, the large galaxy surveys on the list above are able to detect the echo of the first acoustic peak in the pri-
mordial plasma. Such an echo is characterized by a slight excess of galaxies separated by the corresponding comoving distance scale, close to \(100 - 110h^{-1}\) Mpc. Huge numbers of galaxies are required to detect this Baryon Acoustic Oscillation (BAO) scale in the galaxy-galaxy correlation function. This provides an alternative standard ruler for cosmological tests, which is becoming increasingly useful as observational techniques reach greater precision.

Numerous papers have also been published trying to explain the physical characteristics of dark energy during last few decades. Several reviews have summarized the recent development of dark energy theories. Li et al. [2011a] reviewed the problem of dark energy in great detail, with a survey of theoretical models and some aspects of numerical studies. Copeland et al. [2006] discussed the observation evidence for the accelerating expansion, and presented some models explaining dark energy, with particular attention to the scalar field models. An older but still worthwhile review was published by Peebles and Ratra [2003], who presented the basic concepts and the status of the observational evidence for cosmic acceleration at that time. Weinberg and coauthors have written a more recent review on observational probes of cosmic acceleration [Weinberg et al., 2013]. See also [Frieman et al., 2008; Silvestri and Trodden, 2009; Caldwell and Kamionkowski, 2009] for other viewpoints.

Generally speaking, the ways people attack the problem are diverse: from the mathematically simplest cosmological constant to the backreaction of inhomogeneities. Here we just briefly introduce some of the competing candidates for dark energy and other alternative explanations for the apparent acceleration.

1. The cosmological constant:

This is the simplest way to explain the accelerating expansion, and mathematically corresponds to a perfect fluid with equation of state parameter \(w = -1\). In his first cosmological paper [Einstein, 1917] Einstein introduced this cosmological constant in order to allow for a static universe\(^7\). In this original introduction the constant \(\Lambda\) was freely added to the left hand of Einstein’s equation, not as a matter source. Soon after the discovery of cosmic expansion this constant was abandoned by Einstein himself as the static solution is unstable. The cosmological constant is obtained by setting \(k = +1, p_H = 0, \Lambda = 4\pi G \rho_H/c^2\), and \(\dot{\rho}_H = c^2/(12\pi G a_0^2)\) in (1.2), (1.3) so that \(\dot{a} = 0\) and \(\ddot{a} = 0\), where a dot means a time derivative.

\(^7\)This is obtained by setting \(k = +1, p_H = 0, \Lambda = 4\pi G \rho_H/c^2\), and \(\dot{\rho}_H = c^2/(12\pi G a_0^2)\) in (1.2), (1.3) so that \(\dot{a} = 0\) and \(\ddot{a} = 0\), where a dot means a time derivative.
logical constant was largely ignored by most cosmologists once the Big Bang theory was successfully established until the late 1980s, when more and more observational datasets began to support models with \( \Omega_m \approx 0.1 - 0.3 \) [Turner et al., 1984; Efstathiou et al., 1990; Krauss and Turner, 1995]. While consistent with an open \((k = -1)\) Friedmann universe, spatially flat models were preferred by many theorists as a natural outcome of cosmic inflation. This possibility is admitted if \( \Omega_\Lambda \approx 1 - \Omega_m \).

If the cosmological constant is not just a “freely added term” then the vacuum energy density expected in theories of particle physics would be a likely potential explanation for it. However, the value expected from crude particle physics estimates is almost 120 orders of magnitude larger than what astronomical observation suggests. This is well-known as “the cosmological constant problem” and has been discussed by many authors. See [Weinberg, 1989; Rugh and Zinkernagel, 2002] and references therein.

Among many reviews we note a few. Several aspects of the cosmological term as a universal constant both from the cosmological and field theoretical viewpoints with an emphasis on conceptual and fundamental issues have been reviewed by Padmanabhan [2003]. A brief review on cosmology in the presence of a cosmological constant is discussed pedagogically by Carroll [2001]. An older review, focusing on the inevitability of the cosmological constant and the problems relating it to vacuum energy was published by Carroll et al. [1992] before the discovery of accelerating expansion.

2. Quintessence:

Another candidate for dark energy is a fundamental scalar field \( \phi \) named \textit{quintessence}, which is minimally coupled to gravity. Unlike vacuum energy or the cosmological constant, such a scalar field is dynamical, time-dependent and spatially homogeneous [Wetterich, 1988; Peebles and Ratra, 1988; Caldwell et al., 1998; Zlatev et al., 1999] \(^8\). The evolution of the equation of state parameter \( w \) will depend on the time derivative (kinetic term) and potential term \( V(\phi) \) of the scalar field. For different evolutionary behaviours of \( w \), the quintessence models can be broadly classified into two kinds: the thawing model and the freezing

---

\(^8\) Models with an inhomogeneous scalar field are also considered. However, only the homogeneous background evolution of \( \phi(t) \) is relevant here.
model [Caldwell and Linder, 2005]. Simply speaking, the former at early times has $w = -1$ when the kinetic term is negligible and then grows to less negative values of $w$ as the kinetic term evolves. The later has $w \approx 0$ initially and then decreases with time until $w \approx -1$ [Pantazis et al., 2016].

A particular subclass of the freezing models, the so-called tracker solutions have the potential to produce the current quintessence energy density without facing the coincidence problem. If cosmological measurements show a dynamical dark energy density, then quintessence could be a good candidate. We mention two notable good reviews, Shinji [2013] paid particular attention to the evolution of $w$, and discussed the particle physics models of quintessence. Linder [2008] focused on the dynamics of the quintessence, with a discussions about classification of the different physical behaviours.

3. Modified Gravity:

The biggest current cosmological mysteries – dark energy and dark matter – both arise in the context of gravitational physics. Consequently, we should ask whether General Relativity is the correct alternative. GR has been tested to very high precision in isolated systems, such as the solar system, binary star systems and even for merging binary black holes [Abbott et al., 2016]. GR seems to be valid for all small scales, but an open question still exists: no one knows whether GR is still adequate for large scales within the Universe. Furthermore, there is as yet no quantum theory of gravity. Considered as a field theory Quantum General Relativity is not renormalizable. Rather than putting exotic sources of matter on the right hand side of Einstein’s equations, a number of physicists have sought explanations for the present acceleration expansion by modifying the left hand side of the equations. A huge number of different approaches have been investigated [Clifton et al., 2012; Joyce et al., 2015]. One well-known class of modified theories replaces the Einstein-Hilbert action by a function of the Ricci scalar and is referred to as $f(R)$ theories. Such models have been applied to explain the cosmic accelerating without the appearance of dark energy by many authors. For example, see [Hu and Sawicki, 2007; Deruelle et al., 2008; Linder, 2009; Amendola and Tsujikawa, 2008]. However, all modified GR theories, including $f(R)$ theory, when being applied to cosmology have to obey two simple rules. First, they have to reduce to GR on the small scales on which it
is tested and, second, the matter-dominated era must be always followed by the cosmic accelerating era. A large wide of $f(R)$ dark energy models of the type $f(R) = \alpha R^{-n}$ or $f(R) = R + \alpha R^{-n}$ have been disfavoured if $n > 0$ or $n < -1$ [Amendola et al., 2007a,b]. Nonetheless modified GR is still an interesting and much studied competitor.

4. Backreaction/ Inhomogeneities:

A completely different alternative to either adding exotic fields on the right hand side if Einstein’s equations or modifying the tensor on the left hand side is to realize cosmic acceleration as an apparent effect due to inhomogeneities of cosmological clumpy structures. In this relatively conservative approach the FLRW approximation (or the cosmological principle) in some sense is not assumed.

By assuming our position in the Universe to be special, the cosmological constant or dark energy can be avoided in an inhomogeneous model with an almost isotropic CMB. For example, the LTB model developed in the 1930s has been invoked to interpret the deviations of the observed magnitude-redshift relation of SNe Ia from the one in homogeneous model [Célérier, 2000; Kenji, 2001; Tomita, 2001; Iguchi et al., 2002; Enqvist, 2008]. Very often one considers a large void, with our position close to the centre, although the model closest to the standard cosmology actually has a density hump [Célérier et al., 2010]. However, such models violate the Copernican principle. Furthermore, it has been claimed that the observational data including CMB constraints is inconsistent with such void models, suggesting these models (not all) can be ruled out [Zibin et al., 2008; Zibin, 2011; Moss et al., 2011] 9. Other more complex models, such as the Szekeres inhomogeneous cosmological models, have also been used to fit the luminosity distance and redshift relations by several authors [Nwankwo et al., 2011; Bolejko and Célérier, 2010].

Another important idea relating to the inhomogeneities of the Universe and having the potential to explain cosmic acceleration is the so-called backreaction effect. Rather than assuming that Einstein’s equations hold exactly on cosmological scales, the relevant equations are averages of Einstein’s equations. In such

---

9 Advocates of this approach generally state that when trying to use the Lemaître-Tolman models in cosmology they must be considered as the first step before developing more sophisticated models, since they are only uncomplicated mathematical simplifications [Célérier, 2012].
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schemes, no new physics appears at the level of the gravitational action, and the acceleration or dark energy is only a mirage from the backreaction effect of inhomogeneities. Over the last two decades, this idea has attracted more and more interest from the community of cosmologists, as it connects local structures to the averaged “global” properties of the Universe with General Relativity as the only local theory of gravity on small scales. More detailed discussions will be given in following sections.

1.2 The present Universe is inhomogeneous: averaging and backreaction

For the last one hundred years, the standard cosmology based on the Cosmological Principle has made remarkable achievements, and greatly deepens our understanding of the nature of the Universe in which we live, with just a handful of parameters to account for all observations. However, the homogeneous distribution of matter is only an approximation and may be illusionary, as pointed out by Einstein himself [Einstein, 1917; O’Raifeartaigh and McCann, 2014]. Indeed, as mentioned in section 1.1 the observational data has shown that our present Universe is dominated by voids with most matter contained in galaxies in elongated filaments, sheet-like walls and knots of dense clusters [Pan et al., 2012]. All these large-scale structures, including the galaxies and groups contained in these structures are woven into the well-known “cosmic web” [Bond et al., 1996]. Fig. 1.2 shows the galaxy distribution obtained from spectroscopic redshift surveys and from mock catalogues constructed from cosmological simulations.

The rich hierarchies of large-scale structures in the Universe indicate that a detailed description of physical reality is likely to be extremely complicated. Consequently, a “smoothed-out” approximation is unavoidable for the theoretical understanding of the evolution of the Universe. In another sense, taking account of the locality of Einstein’s field equations, such approximation corresponds to the question: on which scale the General Relativity is valid? There is no doubt that Einstein’s field equations are valid for isolated systems, from small scale structures like the solar system to larger scale structures like a single void (For voids, one has to make a smooth approximation).
If we want to apply General Relativity on the scale of cosmic web, we have to ignore the details presented on small scales and, for example, use a background geometry to calculate the large-scale observables. This is what people do in standard FLRW cosmology, which is an exact solution of Einstein’s field equations.

Simply admitting such an easy and uncomplicated framework raises several issues, however. The most well-known one is called the fitting problem, first discussed by Ellis [1984] and by Ellis and Stoeger [1987], namely what is the physical correct way to fit an idealised exactly homogeneous and isotropic cosmological model to a real lumpy universe. Another issue relates to structure formation itself. It has been suggested that structures may grow more rapidly than those in the standard approach using the FLRW model, perturbation theory and Newtonian $N$-body simulation, and a better theoretical approach may be needed [Peebles and Nusser, 2010]. Furthermore, we also need to specify which observers will make measurements closest to those of an ideal homogeneous and isotropic universe. Indeed, perhaps the most mysterious unsolved puzzle, “dark energy”, could be explained by the consideration of effects of local large scale structures. Consequently, it is only in an averaged sense that we can apply spatial homogeneity to our present Universe, and the standard FLRW model may be not the best one to fit all observations [Buchert et al., 2016].

1.2.1 Averaging

When Einstein applied his equations to cosmology, the matter in the Universe was assumed to be a uniform continuous distribution. In this sense, one is actually averaging the right hand side of Einstein’s field equation, while leaving the left hand side to be in unaveraged form:

$$G_{ab} = \frac{8\pi G}{c^4} \bar{T}_{ab}, \quad (1.7)$$

where $G_{ab}$ is Einstein tensor describing the geometry of spacetime, $\bar{T}_{ab}$ is energy-momentum tensor after an averaging process, and $g_{ab}$ is the metric of spacetime. Here $G_{ab}$ is a function of $g_{ab}$. With the averaged energy-momentum tensor on the right hand side, one can easily derive a homogeneous and isotropic cosmological
model as the solution of Eq. (1.7). However, in principle, “half-averaged” equations may not be valid, whether from the microscopic or from the macroscopic viewpoint. We also need to average the left hand side to reach a fully averaged form of Einstein’s field equations. But a fundamental property of inhomogeneous averaging is that usually the product of the mean of two quantities is not equal to their mean product, and similar for derivative operations. Thus in general one will have $\bar{G}_{ab}(\bar{g}) \neq G_{ab}(\bar{g})$ where $g$ denotes the general metric. Extra terms will appear in the averaged Einstein field equations, making them different to the local Einstein field equations. This problem was first (to my knowledge) discussed by Shirokov and Fisher [1963] where they investigated isotropic spaces with discrete masses sources. They stated that the fully averaged Einstein field equations should have a structure

$$G_{ab}(\bar{g}) + C_{ab}(\bar{g}) = \frac{8\pi G}{c^4} \bar{T}_{ab}, \quad (1.8)$$

where $C_{ab}(\bar{g})$ are terms depending on the fluctuations of the microfield, i.e., the local inhomogeneities. Rather than being seen as additional “correction” terms to Eq. (1.7), they pointed out that the appearance of these terms was a consequence of the averaging process. This already demonstrates the basic and significant issue of the averaging process: it does not commute with the implementing field equations. Thus the extra terms resulting from the averaging process may have significant effects on the evolution of large scale structure and the dynamics of the Universe. These extra terms are known as “backreaction terms” which I will discuss later.

Concerning the importance of averaging, different approaches have been presented and discussed. We will very briefly list some of them here.

1. **Buchert’s approach:**

   By adapting a fluid-flow comoving observer, Buchert and Ehlers [1997], Buchert [1996b] proposed a spatial averaging formalism on an arbitrary domain for the (nonlinear) equations of Newtonian cosmology in 1995. Buchert [2000a, 2001] later generalized this formalism to general relativistic cosmologies. In this procedure, the Einstein equations with a vorticity-free perfect fluid are averaged to give evolution equations for the averaged cosmological scalars like the expansion...
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and shear scalars\textsuperscript{10}. A detailed discussion will be deferred to section 1.3.

One potential drawback of Buchert’s approach is that the averaging procedure can only be applied to scalar quantities, whereas the full Einstein equations are of course tensorial. Nonetheless, it might be argued that for cosmology the most significant quantities to be averaged on the right hand side of the Einstein equations are scalars: the density and pressure of perfect fluids. Therefore a scalar averaging process is physically justified.

2. Zalaletdinov’s approach:

Zalaletdinov [1992, 1993] initiated and developed a comprehensive approach to covariantly averaging tensors which he called Macroscopic Gravity. In this approach Zalaletdinov defined the so-called bi-tensor operator to compare tensors at different locations in spacetime. For a tensor $T_{ab}(x)$ and the bi-operator $\mathcal{A}^{a'}_a(x,x')$ the covariant spacetime average is defined

$$\bar{T}_{ab}(x) = \frac{\int_{\Sigma} \mathcal{A}^{a'}_a(x,x') T_{b'}^{b'}(x') \sqrt{-g(x') d^4x'}}{\int_{\Sigma} \sqrt{-g(x') d^4x'}}$$

(1.9)

where

$$\mathcal{A}^{a'}_a(x,x') \mathcal{A}^{b'}_b(x,x') T_{a'b'}(x') = T_{ab}(x,x')$$

(1.10)

is defined as the bi-tensor extension of $T_{ab}$ at spacetime locations $x$ and $x'$. Essentially Zalaletdinov added extra mathematical structure in order to deal with the mathematical complications of defining consistent tensorial averages. Such structure must be subject to physical interpretation. Zalaletdinov chose the structure to make the averaged theory have a structure similar to general covariance, when averaged on any scale. It was thus designed to apply to any situation in General Relativity, not only cosmology. However, it is not clear that general covariance – which is desired to consistently incorporate gravity into matter field equations – is the correct symmetry for a generic average of the gravitational degrees of freedom in the Einstein tensor.

3. Other approaches:

Besides the above two approaches, there are also other procedures focusing on the averaging problem of local inhomogeneous structures. Most of these

\textsuperscript{10} A generalization to include vorticity is to be published shortly [Buchert et al., 2018].
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approaches have been compared and discussed in many reviews. For example, see [Clarkson et al., 2011]. Each approach has its own advantages and drawbacks. The diversity of procedures for studying the averaging problem is indicative of a research field in which many open questions and challenges remain.

1.2.2 Backreaction

Although the averaging problem was identified as early as the 1960’s [Shirokov and Fisher, 1963], it did not attract much attention from the community of cosmologists judging by its citation history. For many decades observational details about the matter distribution were imprecise, and researchers did not explore theoretical models beyond the simplest homogeneous ones. It is usually agreed that the importance of the averaging and backreaction problems were most visibly raised by Ellis [1984]; Ellis and Stoeger [1987]; Ellis [2011], and then developed by many other authors.

As an example, Futamase [1988, 1989] studied the effects of averaging and backreaction in a cosmological setting by developing an approximation scheme to construct a model of a fully inhomogeneous universe, where a perturbative expansion of the metric and a simple spatial averaging procedure were employed\(^\text{11}\).

Zotov and Stoeger [1992] averaged the Einstein equation first for a space-like distribution of stars, then for an expanding system of galaxies and discussed the effect of inhomogeneities on cosmic expansion. However, in this case they had chosen some exact spherically symmetric background metric for averaging before discussing the effects of inhomogeneities.

Kasai [1993] discussed a scheme to construct inhomogeneous universes that are homogeneous and isotropic on average. By working in the framework of general relativistic inhomogeneous models containing dust and a cosmological constant, Kasai derived a propagation equation for the peculiar part of the deformation tensor. He then obtained an evolution equation for the exact density

\(^{11}\)In [Futamase, 1988] the spatial average is simply defined as:

\[
\langle Q \rangle = V^{-1} \int_V Q dV
\]

where \(dV\) is the invariant volume element in the background space. This means the spatial averaging was taken with respect to the fixed background metric.
contrast defined by the ratio of the averaged density and the real local density. In contrast to the averaging procedure used by Futamase, Kasai defined his averaging procedure with respect to the physical metric of the inhomogeneous space. This formalism then was improved and developed by Buchert and his collaborators [Buchert and Ehlers, 1997; Buchert, 2000a, 2001; Buchert et al., 2018].

With the advances in observational techniques and the collection of larger data sets, the backreaction effects of local inhomogeneities have become a serious and important research arena for observational cosmology. How significant the effects of backreaction on the dynamics of the Universe are, is a subject of vigorous ongoing debate among the cosmologists and there is still no consensus on the issue. Three main different viewpoints have been summarized by Clarkson et al. [2011]. We will summarize as follows:

- **Ishibashi and Wald [2006]** and **Green and Wald [2011, 2013, 2015]** claim that the Universe can be accurately described by the standard FLRW cosmological model plus small perturbations, and backreaction is a small trace-free term that cannot mimic dark energy. However, this claim is based on a different definition of backreaction than that assumed by other members of community. In particular, Green and Wald prove a related theorem by assuming that the average evolution is an exact solution of Einstein’s equations with a prescribed energy-momentum tensor at any scale of averaging. They then derive their result based on an approximation scheme in this setting. It was subsequently pointed out that even with this framework, particular assumptions of Green and Wald are not mathematically general [Buchert et al., 2015; Ostrowski and Roukema, 2017]. Furthermore, the assumption that the average evolution is an exact solution of Einstein’s equations on arbitrary large scales of averaging is not made in any approach to backreaction which claims phenomenological success in dealing with dark energy.

- Another school of thought is that while backreaction effects are those of the more general class of models not considered by Green and Wald, they are not large enough to be responsible for the apparent acceleration of the Universe. However, they might lead to corrections of the order of at most
a few percent relative to an average Friedmann model. Such ideas are often based on perturbative calculations based on series expansions near a standard FLRW cosmology. The arguments between those who claim that the effects are too small to account for cosmic acceleration (i.e., Flanagan [2005]; Vanderveld et al. [2007]; Adamek et al. [2016, 2017]) and those argue to the contrary (i.e., Kolb et al. [2006]; Kolb [2011]) then amount to different assumptions about which terms can be neglected, choices of gauge, or the order of the perturbation expansion. Some others argue that we can only resolve this issue with a deeper and better understanding of higher-order perturbation theory [Clarkson and Umeh, 2011].

• Those who argue for backreaction as a solution to the problem of dark energy do so in terms of a fully nonlinear approach to average cosmic evolution, in which the Friedmann equation is significantly violated at late cosmic epochs [Buchert, 2008; Wiltshire, 2007a,b, 2008]. An important question is then how to relate statistical averages of small scale solutions of Einstein’s equations to light propagation on cosmological scales. A variety of phenomenological approaches have been employed [Wiltshire, 2007a, 2009; Larena, 2009; Lavinto et al., 2013]. Of these approaches, the timescape model has the most developed phenomenology [Wiltshire, 2007a,b, 2008; Duley et al., 2013; Nazer and Wiltshire, 2015]. In this approach, the backreaction term is at most of order 4% of the energy density as a volume average quantity. However, the volume averages must be recalibrated in terms of measurements made by observers in bound structures. The volume-averaged quantities – which include an always positive deceleration – are those inferred by an observer in a typical location by volume, namely one whose local spatial curvature is the same as the spatial curvature smoothed over the largest scales. Since the Universe is dominated by voids at late times this refers to an observer in a void, with local negative spatial curvature. By contrast, all actual observers and sources necessarily occupy regions which were greater than critical density. We have a mass-biased view of the Universe. Wiltshire’s model is called the timescape on account of the recalibration of clocks between observers in bound structures and statistical volume average quantities. The Universe is effectively
described by more than a single age. This model has been successfully fit to supernova data [Leith et al., 2008; Smale and Wiltshire, 2011; Dam et al., 2017], and gamma-ray burst distances[Smale, 2011]. Investigations on the detailed features of the CMB by Nazer and Wiltshire [2015] show that there are systematic uncertainties in parameters such as the baryon-to-photon ratio, and the spectral index. These uncertainties arise from the fact that effects of backreaction in the primordial plasma – which are possibly of order $10^{-5}$ of average energy density at that epoch – have not been included.

To incorporate backreaction in the primordial plasma first requires a better approach to perturbation theory which is more tied to fluid particles. This is one of motivations for the studies made in this thesis.

For more complete discussion of the backreaction effects on the dynamics of the Universe, it is useful to check the following reviews: [Räsänen, 2004; Buchert, 2008; Ellis, 2011; Clarkson et al., 2011; Buchert, 2011; Kolb, 2011; Räsänen, 2011; Wiltshire, 2011, 2014].

1.3 A brief prescription of the spatial average of Einstein’s equations

With the notions of averaging and backreaction introduced above, we present the spatial average of Einstein’s equations in this subsection. Here we only consider the scalar averaging approach.

Before continuing, we will briefly introduce the $3+1$ decomposition of Einstein’s equations, which has been widely accepted and used in General Relativity. A comprehensive and detailed discussion is given in many standard textbooks. For example, see Gourgoulhon [2007]; Dengiz [2011].

12 An alternative procedure of splitting spacetime is called the $1+3$ formalism, being built from a congruence of time-like integral curves, and providing a global time-like relation between points. For an introduction to this kind of procedure and its difference from the $3+1$ formalism, see Roy [2014].
1.3.1 The choice of foliations

Consider a time orientable spacetime \((\mathcal{M}, g)\), where \(\mathcal{M}\) is a real smooth spacetime manifold of dimension 4 and \(g\) is the metric of this manifold with signature \((- , + , + , + )\). In the framework of General Relativity there is no absolute space and absolute time, but one can still consider a \(3 + 1\) splitting of spacetime for understanding the dynamics of matter and geometry. Simply speaking, a \(3 + 1\) splitting means the spacetime can be covered by a continuous set of hypersurfaces \((\Sigma_t)_{t \in \mathbb{R}}\), where a “hypersurface” \(\Sigma\) of \(\mathcal{M}\) stands for the image of a 3-dimensional manifold \(\hat{\Sigma}\) by an embedding \(\Phi : \hat{\Sigma} \rightarrow \mathcal{M}\). The embedding usually means a homomorphism \(i.e.\) one-to-one mapping so that \(\Sigma = \Phi(\hat{\Sigma})\) will not intersect itself. The subscript \(t\) comes from the alternative definition that a hypersurface can be locally defined as a set of points on \(\mathcal{M}\) for which a scalar field \(t\) is constant, that is

\[
\forall p \in \mathcal{M}, \quad p \in \Sigma \iff t(p) = \text{const.} \quad (1.11)
\]

For a spacelike hypersurface \(\Sigma\) of \(\mathcal{M}\), if each causal curve without endpoints on \(\mathcal{M}\) intersects this hypersurface once and only once, then this spacelike hypersurface is called a Cauchy surface. A spacetime \((\mathcal{M}, g)\) is said to be globally hyperbolic if it admits a Cauchy surface. The topology of a globally hyperbolic spacetime is necessarily \(\Sigma \times \mathbb{R}\), which is indeed “3 + 1”. In common when we use the \(3 + 1\) formalism to model the spacetime or cosmology, we consider the cosmic spacetime to be a globally hyperbolic one.

Furthermore, if a globally hyperbolic spacetime is continuously covered by a family of spacelike hypersurfaces \((\Sigma_t)_{t \in \mathbb{R}}\) then we say such a spacetime is foliated by this family of hypersurfaces. In general any globally hyperbolic spacetime can be foliated by \((\Sigma_t)_{t \in \mathbb{R}}\). In mathematical language, (similar to Eq. (1.11)) a foliation means there exists a smooth scalar field \(\hat{t}\) with non-vanishing gradient on \(\mathcal{M}\) so that each \(\Sigma_t\) will be a level surface of this field:

\[
\forall p \in \mathcal{M}, \quad \Sigma_t \equiv \{ p \in \mathcal{M}, \hat{t}(p) = t \}. \quad (1.12)
\]

Notice for a \(\hat{t}\) with non-vanishing gradient the hypersurfaces are non-intersecting:

\(\Sigma_t \cap \Sigma_{t'} = \emptyset\) for \(t \neq t'\).

A coordinate system (usually a local system) is necessary for mathemati-
cally solving the Einstein equations. For a hypersurface $\Sigma_t$ with scalar field $t = \text{constant}$, one can introduce a spatial coordinate system $(x^i) = (x^1, x^2, x^3)$ on this hypersurface. If this system varies smoothly between neighbouring hypersurfaces, then the coordinate system $(x^\alpha) = (t, x^1, x^2, x^3)$ constitutes a well-defined coordinate system on the spacetime manifold $\mathcal{M}$. Then the normal unit vector of $\Sigma_t$ can be defined as

$$n^\alpha = -\frac{\nabla^\alpha t}{\sqrt{-\nabla^\beta t \nabla_\beta t}} = -N \nabla^\alpha t, \quad (1.13)$$

where

$$N = \left(\sqrt{-\nabla^\beta t \nabla_\beta t}\right)^{-1/2}, \quad (1.14)$$

is called the lapse function. Any future-directing vector $t^a$ can be decomposed as the superposition of a part normal to $\Sigma_t$ and a part tangent to $\Sigma_t$:

$$t^a = N n^a + N^a, \quad (1.15)$$

where $N^a$ is tangent to the hypersurface and is called the shift vector.

Mathematically, $\Sigma_t$ can be arbitrarily chosen with the scalar field, $t$, arbitrary up to suitable smoothness criteria. However, the various choices will have physical implications in any attempt to apply the $3+1$ formalism to realistic cosmological spacetimes. For structure formation, the choice of foliation is closely related to the issue of gauge fixing in perturbation theory [Bardeen, 1980; Ellis and Bruni, 1989]. Different choices of foliation determine the specific form of the $3+1$ Einstein system, and some preferred choices will lead to remarkable advantages for dealing with the Einstein system.

- **Geodesic slicing:** this is the simplest case where the lapse function is set to be unity: $N = 1$. This implies that the worldlines of the observers are geodesics and the proper time along these worldlines coincides with the coordinate time $t$. The disadvantage of this choice is that the geodesics will tend to focus to a caustic. Thus this type of foliation will become pathological within a finite range of $t$. In this case the 4-velocity of observer is the normal unit vector $n^a$ of the hypersurface $\Sigma_t$ and the observer is called the Eulerian observer.
• **Comoving with fluid flow:** in this case the observer is comoving with the fluid flow so the hypersurface is chosen to be normal to the observer’s worldline. The relation between the 4-velocity $u^a$ of the observer and the normal unit vector of $\Sigma_t$ is $u^a = n^a$, while the shift vector will be zero. The observer comoving with the fluid flow is known as the *Lagrangian observer* and this type of foliation is the basis of the Lagrangian perturbation of structure formation. A problem of this choice is the fluid flow must be irrotational. For the case of an irrotational dust fluid one may choose $N = 1$, so that the comoving slicing is also geodesic.

• **Constant mean curvature foliations:** consider a spacelike hypersurface (Cauchy surfaces) in a spacetime $(\mathcal{M}, g)$. The extrinsic curvature of this hypersurface is denoted by $K_{ab}$. If $K = Tr (K_{ab})$ is a constant, then this hypersurface is said to have constant mean curvature. In the particular case that $K = 0$ this hypersurface is called the *maximal hypersurface*. It has been pointed out that the constant mean curvature foliation will provide a global time coordinate that is invariantly defined by the manifold [Rendall, 1996]. But not all spacetimes admit this type of surface, and even if a spacetime admits a constant mean curvature Cauchy hypersurface the entire spacetime is not necessarily be covered by a constant mean curvature foliation [Bartnik, 1988; Isenberg and Rendall, 1998].

Of course there are other useful choices of foliations. For a detailed discussion we refer the reader to Gourgoulhon [2007].

### 1.3.2 Basic equations in 3+1 form for different observers

In this section we will first clarify the relation of different quantities as determined by the Eulerian observer with 4-velocity $n^a$ and a flow-comoving observer with 4-velocity $u^a$ in the framework of 3 + 1 procedure. Then we will simplify the result to the irrational perfect fluid case.

#### 1.3.2.1 Metric

Without setting special foliations, a natural foliation is given by the hypersurfaces orthogonal to the worldline of Eulerian observers. The components of the unit
normal vector $n_a$ and its contravariant components can be expressed in terms of $N$ and $N^a$ as

$$n_a = (-N, 0, 0, 0), \quad n^a = \frac{1}{N}(1, -N^1, -N^2, -N^3).$$

With respect to the spatial coordinates system $\{x^i\}$, one can introduce the 3-metric on the hypersurfaces $\Sigma_t$

$$f_{ab} \equiv g_{ab} + n_a n_b,$$

where $g_{ab}$ is the spacetime metric in terms of 3+1 quantities:

$$g_{\alpha\beta} = \begin{pmatrix} g^{00} & g^{0j} \\ g^{i0} & g^{ij} \end{pmatrix} = \begin{pmatrix} -N^2 + N_i N^i & N_j \\ N_i & h_{ij} \end{pmatrix}.$$ 

Thus, the 4-dimensional line element can be decomposed as:

$$ds^2 = g_{\alpha\beta} dx^\alpha dx^\beta = - (N^2 - N_i N^i)dt^2 + 2N_i dt dx^i + f_{ij} dx^i dx^j.$$ 

Notice that

$$f_{ij} = g_{ab} h^a_i h^b_j$$

are the components of the 3-metric.

In the description of the dynamics of the fluid, different time parameters can be considered. Suppose $\tau$ is the time associated to the flow-comoving observers (namely the Lagrangian observers), along their flow lines whereas $t$ is a general time coordinate depending on our choice of foliation of space-time, and $\tau_0$ is the time associated with the Eulerian observers, attached to the foliation. Then it is possible to show that for any tensor field $F$:\n
\[ u^a \nabla_a F \equiv \frac{dF}{d\tau} = \frac{\gamma}{N} \frac{dF}{dt} = \dot{F}, \]

\[ ^{13} \text{Recall that the observers are comoving with the fluid so that the 3-velocity in their own frames is zero.} \]
where
\[ N = \frac{d\tau_0}{dt}, \quad \gamma = \frac{d\tau_0}{d\tau}. \]
This equation defines the overdot used in subsequent expressions. Furthermore, \( F \) is a function of \( t \) and \( x^i \), so that
\[
\frac{dF}{dt} = \frac{\partial F}{\partial t} + \frac{dx^i}{dt} \frac{\partial F}{\partial x^i} = \frac{\partial F}{\partial t} + V_i \frac{\partial F}{\partial x^i},
\]
where \( V_i \equiv \frac{dx^i}{dt} \) is the spatial coordinate velocity.

### 1.3.2.2 Energy-momentum tensor for a general model and the 3+1 decomposition of Einstein’s equation

The energy-momentum tensor for a general matter model can be decomposed relative to the 4-velocity \( u^a \) in rest frame of the fluid as [Ehlers, 1971, 1993]:
\[
T_{ab} = (\epsilon + p)u_au_b + pg_{ab} + 2q(a)u_b + \pi_{ab},
\]
where \( \epsilon, p \) are the relativistic energy and pressure density respectively, \( q_c \equiv -T_{ab}h^c_e u^b \) is the energy flux and \( q_a u^a = 0 \). \( \pi_{ab} \equiv T_{cd} h^c_ah^d_b - \frac{1}{3} T_{cd} h^cd h_{ab} \) is anisotropic stress and \( \pi_{ab}u^b = 0, \pi^a_a = 0 \). Here we have defined \( h_{ab} = g_{ab} + u_au_b \) to be the projector orthogonal to the fluid flow lines – in contrast to \( f_{ab} \) which is the projector orthogonal to \( u^a \).

It has been pointed out that the anisotropic dynamic quantities \( q_a \) and \( \pi_{ab} \) can in general encode either relative velocity effects or dissipative effects, or both [Barrow and Maartens, 1998]. However, one is free to choose the 4-velocity \( u^a \) to set \( q^a = 0 \), so that in the comoving frame no energy flux will be observed [Ehlers, 1971]. We will keep \( q^a \) explicitly in the following calculations.

Without loss of generality, one can assume that the normal vector and the 4-velocity are same, \( i.e., n^a = u^a \), if the matter model is irrotational. We will try to keep the formulas as general as possible until specifically choosing the foliation.

Any tensor \( P_{ab} \) which satisfies the orthogonality condition \( n^a P_{ab} = 0 \) is said to be the spatial tensor. Correspondingly, the spatial derivative of a spatial tensor
is defined as
\[
D_a P^{b_1 \cdots b_m}_{c_1 \cdots c_n} = f_{d_1}^{b_1} \cdots f_{d_m}^{b_m} f_{e_1}^{c_1} \cdots f_{e_n}^{c_n} f_a^f \nabla_f P^{d_1 \cdots d_m}_{e_1 \cdots e_n}.
\] (1.25)

For a scalar \( p \), the spatial derivative is its partial derivative \( D_a p = \partial_a p \).

From the energy-momentum conservation equations \( \nabla_b T^{ab} = 0 \), the energy and momentum conservation laws are:
\[
\begin{align*}
\dot{\epsilon} + (\epsilon + p) \Theta &= A, \\
(\epsilon + p) A_a + D_a p &= B_a,
\end{align*}
\] (1.26) (1.27)

where
\[
\begin{align*}
A_a &= -D_a q^a - 2 A_a q^a - \bar{\sigma}_{ab} \pi^{ab}, \\
B_a &= -D^b \pi_{ab} - q_a - 4 \theta q_a - \bar{\sigma}_{ab} q^b - A^b \pi_{ab} + u_a q^b A_b, \\
A_a &= u_b \nabla_b u_a = \dot{u}_a, \\
\Theta &= \nabla_a u^a, \\
\bar{\sigma}_{ab} &= \nabla_a u_b - \frac{1}{3} \Theta h_{ab} + \dot{u}_b u_a - \bar{\omega}_{ab}.
\end{align*}
\] (1.28) (1.29) (1.30) (1.31) (1.32)

\( A_a \) is the acceleration contained in the hypersurfaces with normal vector \( u^a \), \( \Theta \) is the rate of volume expansion. \( \bar{\sigma}_{ab} \) is the shear tensor which is the trace-free part of \( \Theta_{ab} \) and the shear scalar is defined by \( \bar{\sigma}^2 \equiv \frac{1}{2} \bar{\sigma}_{ab} \bar{\sigma}^{ab} \), which \( \bar{\omega}_{ab} \equiv \nabla_a u_b + A_{[a} u_{b]} \) is the twist or vorticity tensor. Define \( \bar{B}_{ab} \equiv h^c_a h^d_b \nabla_c u_d \), then \( \bar{B}_{ab} = \Theta_{ab} + \bar{\omega}_{ab} \) and \( \Theta_{ab} = \bar{B}_{(ab)} \), \( \bar{\omega}_{ab} = \bar{B}_{[ab]} \), with \( \bar{h}_{ab} = g_{ab} + u_a u_b \).

Generally speaking, the 4-velocity \( u^a \) can be decomposed as
\[
u^a = \gamma (n^a + v^a), \quad \gamma = (1 - v_a v^a)^{-1/2},
\] (1.33)

where \( v^a \) is called the tilt denoting the spatial velocity of the fluid flow relative to the Eulerian frames and \( \gamma \) is the Lorentz factor. An equivalent form to (1.24) for the energy-momentum tensor \( T_{ab} \) observed by the Eulerian observers (if \( n^a \neq u^a \)) is given by:
\[
T_{ab} = E n_a n_b + 2 n_{(a} J_{b)} + S_{ab} + 2 n_{(a} I_{b)} + W_{ab},
\] (1.34)
where

\[
E = \epsilon \gamma^2 + (\gamma^2 - 1) p, \quad J_a = \gamma^2 (\epsilon + p) v_a, \tag{1.35}
\]

\[
S_{ab} = \gamma^2 (\epsilon + p) v_a v_b + p h_{ab}, \quad I_a = \gamma q_a, \tag{1.36}
\]

\[
W_{ab} = 2 \gamma v(a q_b) + \pi_{ab}, \quad U_{ab} = W_{ab} + 2 n(a I_b). \tag{1.37}
\]

Here \(q_a\) and \(\pi_{ab}\) are still the quantities defined in (1.24) with respect to \(u^a\). The orthogonality is described by

\[
n_a J^a = 0, \quad S_{ab} n^a = 0. \tag{1.38}
\]

Furthermore,

\[
S = g^{ab} S_{ab} = (\gamma^2 - 1) \epsilon + (\gamma^2 + 2) p, \quad U = g^{ab} U_{ab} = 0, \tag{1.39}
\]

\[
T_{ab} n^a n^b = E + U_{ab} n^a n^b = E + U. \tag{1.40}
\]

With the kinematical and geometrical quantities introduced above, we can decompose Einstein’s equations as follows\(^\text{14}\). Defining the extrinsic curvature of the hypersurfaces \(\mathcal{K}_{ab} = -f^c_a f^d_b \nabla_c n_d\), the Einstein equations with the energy-momentum tensor Eq. (1.24) may be cast into a set of constraint equations, viz. the Hamiltonian and momentum constraints:

\[
\mathcal{R} + \mathcal{K}^2 - \mathcal{K}_{ab} \mathcal{K}^{ab} = 16\pi G T_{ab} n^a n^b + 2\Lambda, \tag{1.41}
\]

\[
D_a \mathcal{K}^a - D_c \mathcal{K} = -8\pi G J_c, \tag{1.42}
\]

where \(J_a = T_{bc} n^c f^b_a\), \(\mathcal{R}\) is the Ricci scalar of the hypersurfaces.

We define the Lie derivative \(\mathcal{L}\) of a tensor \(T^{a_1\cdots a_k}_{b_1\cdots b_l}\) with respect to an arbitrary vector field \(v_a\) by

\[
\mathcal{L}_v T^{a_1\cdots a_k}_{b_1\cdots b_l} = v^c \nabla_c T^{a_1\cdots a_k}_{b_1\cdots b_l} - \sum_{i=1}^{k} T^{a_1\cdots c\cdots a_k}_{b_1\cdots b_i} \nabla_c v^{a_i} + \sum_{j=1}^{l} T^{a_1\cdots a_k}_{b_1\cdots c\cdots b_j} \nabla_j v^c. \tag{1.43}
\]

Then the derivative of an arbitrary spatial tensor \(U^{a_1\cdots a_k}_{b_1\cdots b_l}\) on hypersurfaces

\(^{14}\) A very detailed calculation is given by Gourgoulhon [2007]
\[ \Sigma_t \text{ with respect to } t \text{ can be given by its Lie derivative:} \]
\[ \frac{\partial}{\partial t} U^{a_1 \cdots a_k}_{b_1 \cdots b_l} = f^{a_1}_{c_1} \cdots f^{a_k}_{c_k} f^{d_1}_{b_1} \cdots f^{d_l}_{b_l} \mathcal{L}_t U^{c_1 \cdots c_k}_{d_1 \cdots d_l} \]
\[ = \hat{\mathcal{L}}_t U^{c_1 \cdots c_k}_{d_1 \cdots d_l} \tag{1.44} \]
where \( \hat{\mathcal{L}} \) denotes the spatial projection of \( \mathcal{L} \).

With the definition of the Lie derivative, the evolution equations of the metric and the extrinsic curvature are
\[ \frac{\partial}{\partial t} f_{ab} = -2N K_{ab} + 2D_a N_b, \]
\[ \frac{\partial}{\partial t} K_{ab} = -N f^c_a f^d_b R_{cd} + N R_{ab} - 2N K_{ac} K^c_b + NK K_{ab} - D_a D_b N + \hat{\mathcal{L}}_N K_{ab} \]
\[ = N\{R_{ab} + K K_{ab} - 2K_{ac} K^c_b + 4\pi G[(S - E) f_{ab} - 2S_{ab} - 2W_{ab}] - f_{ab} \Lambda \} \]
\[ - D_a D_b N + \hat{\mathcal{L}}_N K_{ab} \tag{1.45} \]

One can prove that
\[ K_{ab} \frac{\partial}{\partial t} f^{ab} = -K_{cb} \frac{\partial}{\partial t} f^{cb}, \tag{1.46} \]
so the evolution equation of the trace of extrinsic curvature is
\[ \frac{\partial}{\partial t} K = N[\mathcal{R} + K^2 + 4\pi G(S - 3E - 2W) - 3\Lambda] - D^a D_a N + N^a D_a K, \tag{1.47} \]
where \( W = f^{ab} W_{ab} = \gamma v_a q^a + \pi_{ab} n^a n^b. \)

One can define\(^\text{15}\)
\[ \bar{\mathcal{F}} = n^a \nabla_a \mathcal{F} = \frac{1}{N} \frac{\partial}{\partial t} \mathcal{F} - \frac{1}{N} N^a \nabla_a \mathcal{F}, \tag{1.48} \]
so that
\[ \bar{K} = [\mathcal{R} + K^2 + 4\pi G(S - 3E - 2W) - 3\Lambda] - N^{-1} D^a D_a N, \tag{1.49} \]
which is same as the perfect fluid case Eq. (A2f) in Buchert [2001] if \( W = 0. \)

\(^\text{15}\) We use \( \nabla \) to denote the covariant derivative with respect to the metric \( g_{ab} \), while \( \nabla \) denotes the covariant derivative with respect to the spatial coordinates. Note that it can be proved that \( \nabla_a = D_a \) at least in this case.
According to Eqs. (1.22, 1.23), one has
\[
\dot{u}^a \nabla_a F = \dot{F} = \frac{\gamma}{N} \left( \frac{\partial F}{\partial t} + V^i \nabla_i F \right) = \gamma \dot{F} + \frac{\gamma}{N} V^i \nabla_i F + \frac{\gamma}{N} N^a \nabla_a F, \tag{1.50}
\]
so in the frame of \(u^a\),
\[
\dot{K} = \gamma \dot{K} + \frac{\gamma}{N} V^i \nabla_i K + \frac{\gamma}{N} N^a \nabla_a K = \gamma \dot{K} + \gamma v^a \nabla_a K. \tag{1.51}
\]
The covariant derivative of the observer velocity \(u^a\) can be decomposed into
\[
\nabla_b u_a = \frac{1}{3} h_{ab} \Theta + \sigma_{ab} + \omega_{ab} - A_a u_b, \tag{1.52}
\]
where we recall that \(\Theta \equiv \nabla_a u^a\) is the volume expansion rate, the trace of expansion tensor \(\Theta_{ab}\). Similarly, the covariant derivative of the \(n^a\) can be decomposed into
\[
\nabla_b n_a = \frac{1}{3} f_{ab} \dot{\theta} + \hat{\sigma}_{ab} + \hat{\omega}_{ab} - n^c \nabla_c n_a n_b, \tag{1.53}
\]
and
\[
\hat{B}_{ab} \equiv f^c_a f^d_b \nabla_c n_d = \dot{\theta}_{ab} + \hat{\omega}_{ab}, \quad \hat{\theta} \equiv \nabla_a n^a,
\hat{\omega}_{ab} \equiv \nabla_{[b} n_{a]} + n^c \nabla_c n_{[a} n_{b]}.
\tag{1.54}
\]
According to Frobenius' theorem, both \(\omega_{ab}\) and \(\hat{\omega}_{ab}\) are zero in their own frames [Wald, 1984]. This fact leads to \(f^c_a f^d_b \nabla_c n_d = \dot{\theta}_{ab} = -K_{ab}\). Meanwhile, the relationship between \(\Theta\) and \(\dot{\theta}\) is
\[
\Theta = \gamma \dot{\theta} + \gamma \nabla_a v^a + n^a \nabla_a \gamma + v^a \nabla_a \gamma. \tag{1.55}
\]
Thus it is easy to show that
\[
\dot{n}^a \nabla_a \dot{\theta} = -\dot{K},
\quad
\dot{u}^a \nabla_a \Theta = \dot{\theta} \gamma + \dot{\gamma} \dot{\theta} + \gamma \kappa + \dot{n}^b \dot{\gamma}_b + \dot{\gamma}_b n^b + \dot{v}^b \dot{\gamma}_b + \dot{\gamma}_b v^b,
\tag{1.56}
\]
where \(\dot{\gamma}_b \equiv \nabla_b \gamma; \kappa \equiv \nabla_a v^a\).

Finally, the evolution of the expansion rate in terms of \(K\) is
\[
\dot{\Theta} = -\dot{\gamma} K - \gamma \dot{K} + \dot{\gamma} \kappa + \gamma \dot{K} + (\dot{n}^b + \dot{v}^b) \dot{\gamma}_b + \dot{\gamma}_b (n^b + v^b), \tag{1.57}
\]
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which will reduce to a much more simpler form $\dot{\theta} = -\dot{\mathcal{K}}$ if $n^a = u^a$. Eq. (1.57) is the generalized Raychaudhuri’s equation.

The extrinsic curvature $\mathcal{K}_{ab}$ can be expressed in terms of the spatial metric according to Eq. (1.45):

$$\mathcal{K}_{ab} = -\frac{1}{2N} \frac{\partial}{\partial t} f_{ab} + N^{-1} D(a N_b),$$

$$= \frac{1}{2} [N^{-1} D_a N_b + N^{-1} D_b N_a + \gamma^{-1} v^c \nabla_c (n_a n_b) - \gamma^{-1} \dot{f}_{ab}].$$

(1.58)

1.3.2.3 The expansion rate of the matter fluid measured by the observers with 4-velocity $n^a$

We have defined two expansion rates: $\Theta$ with respect to $u^a$ and $\dot{\theta}$ with respect to $n^a$. In the other words, $\Theta$ is the expansion rate of the matter fluid as measured by the observers comoving with the matter fluid, while $\dot{\theta}$ is the expansion rate of a congruence of observers orthogonal to the hypersurfaces. The measurable quantity we are interested in is the matter expansion rate, $\theta$, measured by the observers with 4-velocity $n^a$.

To define the expansion rate $\theta$, note that the expansion rate $\Theta$ is defined by

$$\Theta \equiv g^{ab} \Theta_{ab} \text{ and } \Theta_{ab} = B_{(ab)} \equiv h^c (a h^d (b) \nabla_c u_d),$$

and $f_{ab}$ is the projection tensor projecting other tensors onto hyperplane elements orthogonal to $n^a$. So we may define

$$\hat{B}_{ab} = f^c a f^d b \hat{B}_{cd},$$

$$= f^c a f^d b \nabla_c u_d + \gamma v^a v^b \gamma + \gamma^2 v^a (\dot{n}_b + \dot{v}_b).$$

(1.59)

Thus we can firstly define $\theta^{(1)}_{ab} \equiv \hat{B}_{(ab)}$, so that

$$\theta^{(1)} = \nabla_a u^a - n^a \nabla_a \gamma + \gamma^2 v^a (\dot{n}_b + \dot{v}_b) = \Theta + \gamma \dot{\gamma} - n^a \nabla_a \gamma.$$

(1.60)

However, there exists another definition of the expansion rate $\theta$ [Larena, 2009], namely $\theta^{(2)} = f^c a f^d a \nabla_c u_d$. The difference between $\theta^{(1)}$ and $\theta^{(2)}$ is clear: the former arises from projecting $\nabla_a u^a$ onto the rest space orthogonal to $u^a$ first and then projecting the result onto the hypersurfaces orthogonal to $n^a$. The latter is the result of directly projecting $\nabla_a u^a$ onto the hypersurfaces orthogonal to $n^a$. One should use $\theta^{(2)}$ as the definition of the matter expansion rate measured...
by the observers with 4-velocity $n^a$, so

$$\theta = \theta^{(2)} = f^c_a f^{da} \nabla_c u_d.$$  (1.61)

Then the relationships between $\theta$ and $\Theta$, $\hat{\theta}$ are:

$$\theta = \gamma \hat{\theta} + \gamma \nabla_a v^a + v^a \nabla_a \gamma + \gamma n_a n^c \nabla_c v^a;$$  (1.62)

$$= \Theta - n^a \nabla_a \gamma + \gamma n_a n^c \nabla_c v^a.$$  (1.63)

Correspondingly, the vorticity is defined by $\omega_{ab} \equiv f^c_{[a} f^{d]b} \nabla_c u_d$.

### 1.3.2.4 Summary

Thus far we have calculated the dynamical quantities of the general matter fluid with respect to different observers: the observers comoving with the fluid with the 4-velocity $u^a$ and the observers with 4-velocity $n^a$. However, one can choose an arbitrary coordinate system to define the dynamical quantities of the matter fluid. Thus we consider large structure formation using the quantities for the cosmic fluid as seen by the observers with the 4-velocity $n^a$.

According to the results of the last subsection, the quantities associated with the cosmic fluid as measured by the observers with 4-velocity $n^a$ are:

$$B_{ab} \equiv f^c_{[a} f^{d]b} \nabla_c u_d, \quad \theta_{ab} \equiv B_{(ab)}, \quad \omega_{ab} \equiv B_{[ab]};$$  (1.64)

$$\sigma_{ab} = B_{ab} - \frac{1}{3\gamma} f_{ab} - \omega_{ab}, \quad \sigma^2 = \frac{1}{2} \sigma_{ab} \sigma^{ab}, \quad \omega^2 = \frac{1}{2} \omega_{ab} \omega^{ab},$$  (1.65)

$$\dot{\theta} = \gamma \nabla_a n^a + \gamma^2 v^a \nabla_a \gamma + \nabla_a \gamma \nabla_a \gamma + \hat{C}_1 + \gamma^2 n^a \nabla_a \nabla_b n^b,$$  (1.66)

where $C_1 \equiv \gamma \nabla_a v^a + v^a \nabla_a \gamma + \gamma n_a n^c \nabla_c v^a$. The evolution equation of the expansion $\theta$ is given by

$$\frac{\partial}{\partial t} \theta = \frac{1}{\gamma} (\partial_t \gamma - N^a \nabla_a \gamma)(\theta - C_1) + N^a \nabla_a \theta + \hat{C}_1 - (\theta - C_1) v^a \nabla_a \gamma + \gamma v^a \nabla_a (\theta - C_1)$$

$$- \gamma^2 [R + K^2 + 4\pi G(S - 3E - 2W) - 3\Lambda - N^{-1} D^a D_a N + N^{-1} N^a D_a K].$$  (1.67)
Finally, for matter flow with a uniquely determined 4-velocity $u^a$ the positive proper rest-mass density $\varrho$ remains conserved [Ehlers, 1993]:

$$\nabla_a (\varrho u^a) = 0,$$

so it is easy to show that

$$\nabla_a (\hat{\varrho} n^a) + \nabla_a (\hat{\varrho} v^a) = 0,$$  \hspace{1cm} (1.70)

where $\hat{\varrho} = \gamma \varrho$ is the rest-mass density measured by the observers associated to $n^a$. For the observer associated with $n^a$ the rest-mass of the matter flow is no longer conserved. We define the mass current [Poisson and Will, 2014]

$$j^a = \varrho u^a = \hat{\varrho} n^a + \hat{\varrho} v^a,$$

which then satisfies $\nabla_a j^a = 0$. The evolution equation of $\hat{\varrho}$ is

$$\frac{\partial}{\partial t} \hat{\varrho} = N^a \hat{\nabla}_a \hat{\varrho} - \hat{N} \hat{\varrho} (\hat{\theta} + \kappa) - N v^a \nabla_a \hat{\varrho}. $$  \hspace{1cm} (1.72)

### 1.3.3 Perfect fluids without a heat flux or anisotropic stress

We will now specialise our results to the perfect fluids without a heat flux or anisotropic stress. This matter model is not only a complement of the simplest dust matter model. Indeed, at the earliest stages of structure formation the dominant energy density in the early Universe can be assumed to be a perfect fluid. Furthermore, fundamental scalar fields may also have a perfect fluid equation of state. Even for a collisionless dust matter model, a dynamical pressure can arise from the formation of multi-stream flows with the development of shell-crossing. In general, the energy momentum of the simple perfect fluid is given by

$$T_{ab} = (\epsilon + p) u_a u_b + p g_{ab} = E n_a n_b + S_{ab}, $$  \hspace{1cm} (1.73)

with an equation of state $p = \alpha (\epsilon)$. Explicit expressions for $\alpha (\epsilon)$ will be left to the specific examples.
In the previous section we did not choose a special time slicing, but supposed that a slicing could be obtained once we chose the initial data. With regard to the lapse function $N$, an elliptic equation can be obtained by solving Eq. (1.47) if $W = 0$:

$$D^a D_a N - N [K_{ab} K^{ab} + 4\pi G(S + E) - 3\Lambda] = -\mathcal{L}_\ell \mathcal{K}. \quad (1.74)$$

In this equation, only $N$ and $N^a$ are unknown in any slice. Thus far we have not specified the evolution equations for those two variables.

We have introduced two kinds of observers: the Eulerian observers whose unit 4-velocity $n^a$ is orthogonal to the hypersurfaces $\Sigma_t$, and the fluid-comoving (Lagrangian) observers with the 4-velocity $u^a$. For simplicity, we will consider the case $n^a = u^a$. (Hereafter this choice will be assumed unless it is explicitly stated otherwise.) This corresponds to choosing a comoving gauge with an irrotational perfect fluid model. The kinematic and dynamical equations are then given by:

**Constraint equations**

$$\mathcal{R} + K^2 - K^a_b K^b_a = 16\pi G T_{ab} n^a n^b + 2\Lambda, \quad (1.75)$$

$$D_a K^a_c - D_c K = -8\pi G J_c, \quad (1.76)$$

**Evolution equations of the geometric quantities**

$$\frac{\partial}{\partial t} h_{ab} = -2 N K_{ab}, \quad (1.77)$$

$$\frac{\partial}{\partial t} K_{ab} = N \{R_{ab} + K K_{ab} - 2 K_{ac} K^c_b + 4\pi G [(S - E) h_{ab} - 2S_{ab}] - h_{ab} \Lambda \}$$

$$- D_a D_b N, \quad (1.78)$$

$$\frac{\partial}{\partial t} \mathcal{K} = N [\mathcal{R} + K^2 + 4\pi G(S - 3E) - 3\Lambda] - D^a D_a N, \quad (1.79)$$

**Evolution equations of the physical quantities**

$$\frac{\partial}{\partial t} \epsilon = N (\epsilon + p) \mathcal{K}, \quad (1.80)$$

$$(\epsilon + p) A_a + D_a p = 0, \quad (1.81)$$

$$\frac{\partial}{\partial t} \varrho = N \varrho \mathcal{K}. \quad (1.82)$$
We see that none of the above equations contain time derivatives of the lapse function. The same is true for the shift vector in a more general gauge. We recall that they are associated with the choice of coordinates, so the coordinate freedom of General Relativity implies that one may freely choose the lapse (and shift). To reconstruct the full spacetime metric we need to specify $h_{ab}, K_{ab}, N$ and $N^a$. This is generally related to the problem of choices of the lapse function and shift vector, i.e., to the choices of time slicing.

1.3.4 Thermodynamics of the irrotational perfect fluid

Now we consider the thermodynamics of irrotational perfect fluids. In general the first law of thermodynamics of general fluids is represented by

$$dU = T dS - p dV + \mu dN,$$

where $U, T, S, p, \mu, N$ are internal energy, temperature, entropy, pressure, chemical potential and number of particles contained in the volume $V$, respectively. If the fluid is composed of one type of particle only and the total particle number in the volume $V$ is conserved, then Eq. (1.83) reduces to

$$du = T ds - p dv,$$

where $u = \epsilon/\varrho$, $v = 1/\varrho$ and $s$ are called the specific internal energy, the specific volume and the specific entropy, respectively. One can further introduce the relativistic specific enthalpy by

$$h \equiv \frac{\epsilon + p}{\varrho},$$

so that Eq. (1.84) can be written in the alternative convenient form

$$dp = \varrho dh - \varrho T ds; \quad d\epsilon = h d\varrho + \varrho T ds.$$

We will see this quantity can be related to the lapse function $N$ when special conditions apply.

For an observer comoving with the perfect fluid flow, the equations of energy
conservation and rest-mass conservation determined by that observer will lead to

\[ u^a \nabla_a \epsilon - h u^a \nabla_a \varrho = 0. \]  

(1.87)

Combining this equation with Eq. (1.86) one will immediately obtain the important result:

\[ u^a \nabla_a s = 0, \]  

(1.88)

which indicates the specific entropy \( s \) is conserved along the fluid worldlines. In other words, the perfect fluid is adiabatic according to the observer comoving with the fluid flow. If we add another assumption that the perfect fluid is also irrotational, then we obtain a generalization of Eq. (1.88)

\[ \nabla_a s = 0, \]  

(1.89)

which implies that irrotational perfect fluids are isentropic. However, it is not necessarily true to say isentropic perfect fluids are irrotational [Rezzolla and Zanotti, 2013]. This remark leads us to the result that

\[ \frac{d\varrho}{\varrho} = \frac{d\epsilon}{\epsilon + p}, \quad \frac{dh}{h} = \frac{dp}{\epsilon + p}. \]  

(1.90)

The momentum conservation Eq. (1.81) yields

\[ \frac{u^a \nabla_a N}{N} = - \frac{u^a \nabla_a p}{\epsilon + p}, \]  

(1.91)

where we have assumed that the 4-velocity \( u^a \) of the Lagrangian observer is given by Eq.(1.16) and orthogonal to the hypersurface. Then Eq. (1.87) also implies that

\[ \frac{u^a \nabla_a h}{h} = \frac{u^a \nabla_a p}{\epsilon + p} = - \frac{u^a \nabla_a (h^{-1})}{h^{-1}}, \]  

(1.92)

and so we have the relation

\[ \frac{u^a \nabla_a N}{N} = \frac{u^a \nabla_a (h^{-1})}{h^{-1}}. \]  

(1.93)

Thus with the special conditions under consideration, the lapse function and the specific enthalpy differ mathematically by only a multiplier factor plus a
constant. Without loss of generality, we can set $N^{-1} = h$. With such a relation, we can relate the hypersurface to the dynamics of the matter model.

### 1.3.5 Buchert’s averaging formalism

We have introduced the $3 + 1$ formalism of Einstein’s equations in the above subsections, without introducing the Lagrangian coordinate system. However, Buchert’s scalar averaging procedure applies to the Lagrangian observer who is comoving with the fluid flow. We will refer to these Lagrangian coordinates as the **fluid-comoving coordinate system**.

In his first fully general relativistic paper on averaging, Buchert derived a generalized form of Friedmann’s equations for an ‘effective’ expansion factor $a_D(t)$ of inhomogeneous cosmologies for general relativistic spacetimes filled with irrotational ‘dust’ [Buchert, 2000a]. In a subsequent paper Buchert [2001] generalized this procedure to the case of general relativistic spacetimes filled with an irrotational perfect fluid. Since dust is a special case of the perfect fluid, we will only present the later case.

**1.3.5.1 The averaged equations for irrotational perfect fluids**

In Buchert’s averaging formalism, the averaged volume is a compact and simply-connected domain $D$ contained within spatial hypersurfaces, which follows the flow lines of the fluid elements. The hypersurfaces are chosen to be orthogonal to the 4-velocity field of the fluid flow so that the total rest-mass of the fluid within the domain is required to be conserved, which means

$$M^\mu \equiv \varrho u^\mu, \quad \nabla_\mu M^\mu = 0, \quad \varrho > 0.$$

The 4-velocity of comoving observer can be defined using a scalar function $S$ on hypersurfaces $S =$ constant:

$$u^\mu = \frac{-\partial^\mu S}{h}, \quad h = \sqrt{-\partial^\alpha S \partial_\alpha S} = u^\mu \partial_\mu S = \dot{S} > 0.$$

The irrotationality of the fluid requires the vorticity tensor $\omega_{ab}$ to be zero, and if the coordinates are denoted by $X^i$, then the line element of the metric
becomes
\[ ds^2 = -N^2 dt^2 + g_{ij} dX^i dX^j. \]  
(1.96)

The inhomogeneities then will be encoded in the lapse function and the 3-metric. With this choice the unit normal coincides with the 4-velocity and the momentum flux density in the hypersurface \( \Sigma \) vanishes. Furthermore, \( g_{ij} \) is also the induced metric of the hypersurfaces.

Consider a scalar function \( \Upsilon(X^i, t) \) on the hypersurface. Its average over the domain \( \mathcal{D} \) is defined by
\[
\langle \Upsilon \rangle_{\mathcal{D}} \equiv \frac{1}{V_{\mathcal{D}}} \int_{\mathcal{D}} \Upsilon J \, d^3X, \quad J \equiv \sqrt{\det(g_{ij})},
\]  
(1.97)
where \( V_{\mathcal{D}} = \int_{\mathcal{D}} J \, d^3X \) is the volume of the domain. With these definitions an effective dimensionless scale factor then will be introduced as
\[
a_D(t) \equiv \left( \frac{V_{\mathcal{D}}}{V_{\mathcal{D}_0}} \right)^{1/3},
\]  
(1.98)
so that \( a_D \) is a function of coordinate time but depends on the domain’s volume and relative position. Correspondingly, the time derivative of the volume \( V_{\mathcal{D}} \) will be related to the averaged expansion of the domain \( \mathcal{D} \) by
\[
\frac{\partial_t V_{\mathcal{D}}(t)}{V_{\mathcal{D}}(t)} = \langle N \theta \rangle_{\mathcal{D}} = \langle \bar{\theta} \rangle_{\mathcal{D}} = 3 \frac{\partial_t a_D}{a_D} = 3 \bar{H}_{\mathcal{D}},
\]  
(1.99)
with the relation \( \dot{J} = \theta J, \; \bar{\theta} \equiv N \theta \). With all these definitions, a very important result of Buchert’s scalar averaging formalism is the commutation rule: for an arbitrary scalar field \( \Upsilon(X^i, t) \):
\[
\partial_t \langle \Upsilon \rangle_{\mathcal{D}} - \langle \partial_t \Upsilon \rangle_{\mathcal{D}} = -\langle \Upsilon \rangle_{\mathcal{D}} \langle \bar{\theta} \rangle_{\mathcal{D}} + \langle \Upsilon \bar{\theta} \rangle_{\mathcal{D}},
\]  
(1.100)
or alternatively,
\[
\partial_t \langle \Upsilon \rangle_{\mathcal{D}} + 3 \bar{H}_{\mathcal{D}} \langle \Upsilon \rangle_{\mathcal{D}} = \langle \partial_t \Upsilon + \Upsilon \bar{\theta} \rangle_{\mathcal{D}}.
\]  
(1.101)
The commutation rule expresses the fact that the spatial average and time evolution do not commute. This characteristic is a significant difference between
Buchert’s scalar averaging formalism and the standard approach. For the latter, the standard homogeneous and isotropic FLRW cosmological model is not derived but is assumed as empirically justified. The fluctuations are averaged out and then the “averaged” universe is evolved in time. The evolution of these fluctuations is described by the standard perturbation theory with this “averaged” universe taken as the background spacetime. In this sense, the initially “averaged” universe is assumed to evolve to the same result at the present day as if the initial universe were evolved to present epoch and then “averaged”. However, Eq. (1.101) suggests the result will generally be affected by extra terms arising from spatial averaging.

Finally, the dynamics of the averaged domain $\mathcal{D}$ is described by two averaged equations which are similar to the Friedmann equations in the standard approach. Firstly, the averaged Raychaudhuri equation is:

$$
3 \frac{\partial^2 a_D}{\partial t_D^2} + 4\pi G \langle \tilde{\epsilon} + 3 \tilde{p} \rangle_D = \tilde{Q}_D + \tilde{P}_D;
$$

(1.102)

where $\tilde{\epsilon} = N^2 \epsilon$ is the scaled energy density and $\tilde{p} = N^2 p$ is scaled pressure density. Furthermore, the averaged Hamiltonian constraint is

$$
6 \dot{H}_D^2 - 16\pi G \langle \tilde{\epsilon} \rangle_D = -\langle \tilde{Q} + \langle \tilde{R} \rangle_D \rangle.
$$

(1.103)

where $\tilde{Q}_D$ is the kinematical backreaction describing the impact of inhomogeneities on the scale factor due to the average shear and expansion fluctuations,

$$
\tilde{Q}_D \equiv [2 \langle N^2 \Pi \rangle_D - \frac{2}{3} \langle N \Gamma \rangle_D^2] = \frac{2}{3} \langle (\tilde{\theta} - \langle \tilde{\theta} \rangle_D)^2 \rangle_D - 2 \langle \sigma^2 \rangle_D,
$$

(1.104)

and $\tilde{P}_D$ is the dynamical backreaction related to the evolution of the lapse function

$$
\tilde{P}_D \equiv \langle \dot{\tilde{A}} \rangle_D + \langle \dot{N} \tilde{\theta} \rangle_D.
$$

(1.105)

Other parameters are defined as $\tilde{R} \equiv N^2 \mathcal{R}$, $\tilde{\sigma} \equiv N \sigma$, $\tilde{A} \equiv N^2 \mathcal{A}$, and

$$
\mathcal{I} \equiv -K = \theta; \quad 2\mathcal{II} \equiv K^2 - K^i_j K^j_i = \theta^2 - \theta^\mu \theta^\nu \mu \nu = \frac{2}{3} \theta^2 - 2 \sigma^2;
$$

(1.106)
are two scalar invariants [Ehlers, 1993; Ehlers and Buchert, 1996]. Furthermore, Eq. (1.102) and the time-derivative of Eq. (1.103) is equal to each other if and only if the following integrability condition is satisfied:

\[ \partial_t \tilde{Q}_D + \tilde{H}_D \tilde{Q}_D + \partial_t \langle \tilde{R} \rangle_D + 2 \tilde{H}_D \langle \tilde{R} \rangle_D 
+ 4 \tilde{H}_D \tilde{P}_D - 16\pi G [\partial_t \langle \tilde{e} \rangle_D + 3\tilde{H}_D \langle \tilde{e} + \tilde{p} \rangle_D] = 0. \] (1.107)

The averaged energy conservation laws will obey the following equations:

\[ \partial_t \langle \epsilon \rangle_D + 3\tilde{H}_D \langle \epsilon + p \rangle_D = \langle \partial_t \tilde{p} \rangle_D - \partial_t \langle p \rangle_D. \] (1.108)

and

\[ \partial_t \langle \tilde{e} \rangle_D + 3\tilde{H}_D \langle \tilde{e} + p \rangle_D = \langle \partial_t \tilde{p} \rangle_D - \partial_t \langle \tilde{p} \rangle_D + \langle 2\dot{N} \tilde{e} \rangle_D. \] (1.109)

The averaged energy conservation law includes non-commuting terms that are nonzero for inhomogeneous fluids.

As been mentioned in the previous section, the backreaction arising from the inhomogeneity has been suggested as a possible explanation for the current apparently accelerated expansion. Eq. (1.102) indicates that if \( \tilde{Q}_D + \tilde{P}_D > 4\pi G \langle \tilde{e} + \tilde{p} \rangle_D \) then the backreaction will accelerate the expansion of the averaged domain, behaving like a dark energy source. Conversely, if \( \tilde{Q}_D + \tilde{P}_D < 4\pi G \langle \tilde{e} + \tilde{p} \rangle_D \) then the backreaction behaves like dark matter, which will slow down the expansion of the domain [Wiegand and Buchert, 2010].

Both interpretations rely on assuming that the time parameter \( t \) relating to the averaged flow coincides with the proper time of actual observers in bound structures. But in the timescape model this is not the case. In the timescape model while the effects of the right hand side of Eq. (1.102) are not large enough to dominate over the averaged energy density \( 4\pi G \langle \tilde{e} \rangle_D \). The conclusion is changed once a systematic recalibration of clocks is included. This effect is understood to arise from a regional locally isotropic volume deceleration of observers within gravitationally bound structures relative to an average position by volume, which is in a negatively curved region.

In last two decades Buchert’s averaging formalism has been widely studied and generalized to other cases. For example, Larena [2009] discussed the spatially
averaged cosmology in an arbitrary coordinate system, and the generalisation on
two non-interacting fluids, general matter content and averaging hypersurfaces
can be found in [Jiménez et al., 2014; Räsanen, 2010]. Bose and Majumdar [2013]
even studied the effect of inhomogeneities in the future evolution, by considering
a two-scale model within the Buchert framework. Recently, Buchert et al. [2018]
presented an general averaging formalism that only functionally depends on a
metric. This formalism is then applicable to general 3 + 1 foliations of spacetime
and an arbitrary fluid with tilted flow.

1.4 Brief introduction of the perturbation theory for large-scale structure formation

Observation is our best and most powerful way to acquire knowledge about na-
ture. Although there are many debates on whether the effect of inhomogeneities
on average expansion is significant or not, there is no doubt that extensive ob-
servations by multiple methods investigating large-scale structure will give us
important information about the local inhomogeneities. However, understand-
ing this information depends heavily on the reliability of our mathematical de-
scriptions of the inhomogeneities and the propagation of the light in such an
inhomogeneous universe.

Consequently, the problems of what the primordial seeds of these large-scale
structures are and how they grow to what we observe today become two funda-
mental questions for cosmology. Regarding the first question, it is now widely
accepted that the large-scale inhomogeneous structures of the Universe we ob-
serve today, such as galaxies and clusters of galaxies, were formed from density
fluctuations that arose from quantum fluctuations in the inflationary universe
[Weinberg, 2008; Hawking, 1982; Guth and Pi, 1982].

Regarding the second question, a commonly used approach is the cosmological
perturbation theory (CPT, hereafter), which was first applied by Lifshitz [1946]
to study the gravitational stability of nonstationary models of the Universe.
Since then the CPT has been proved to be a successful theory for describing
the formation and evolution of large-scale structures and usually it is called
the standard perturbation theory (SPT) [Kodama and Sasaki, 1984; Bernardeau
et al., 2002; Tsagas et al., 2008]. Its success has been supported by observational tests for the linear approximation [Percival et al., 2007; Aghanim et al., 2016] and N-body numerical simulations for regimes beyond the linear approximation based on the ΛCDM model and Newtonian gravity [Springel et al., 2005; Bouillot et al., 2015; Kuhlen et al., 2012].

Fig. 1.3 shows the good agreement between the redshift-space matter power spectrum recovered from the observational data and the best-fit model power spectrum computed from linear theory. It is clear that for the large-scale power spectrum they show good agreement but deviations will appear for small scales, because of nonlinear effects of the growth of perturbations. Fig. 1.4 shows some typical N-body numerical simulations of dark matter density field on different scales.

Although it has been stated that the hierarchical formation of structures is a highly nonlinear process and thus can only be accessible directly through numerical simulation [Davis et al., 1985; Springel et al., 2005], different approaches have been investigated in attempts to analytically describe particular aspects of the nonlinear regime of evolution of large-scale structures. Roughly speaking all of these approaches can be classified into two categories.

The first kind of scheme are the generalizations of the SPT, including the multi-point propagator method [Bernardeau et al., 2008], regularized multi-point propagator method (RegPT) [Bernardeau et al., 2012; Taruya et al., 2012], renormalized perturbation theory [Crocce and Scoccimarro, 2006a,b] and other techniques [Suto and Sasaki, 1991; Blas et al., 2013].

The second kind is the Lagrangian perturbation theory (LPT), which is motivated by the Zel’dovich approximation [Zel’dovich, 1970a] using Lagrange variables to study the nonlinear evolution of large-scale structures, and developed by many other authors [Shandarin and Zeldovich, 1989; Buchert, 1989; Moutarde et al., 1991; Bouchet et al., 1995; Buchert, 1996a; Ehlers and Buchert, 1996; Bouchet, 1996]. We will not discuss the details of LPT here but leave this to the next chapter.

Evidently, the most basic difference between SPT and LPT comes from the different perturbed dynamic variables. For SPT, the matter dynamics are described by a coordinate system not comoving with the matter, and the fundamental variables are the matter density and velocity fields on globally defined
spatial hypersurfaces. By contrast in LPT the dynamics are described by a comoving system of coordinates attached to the matter fluid flow. All the information about the evolution of the fluctuations is contained in the evolution of the so-called displacement fields, represented by the following equation

$$\mathbf{x} = \mathbf{X} + \mathbf{P}(\mathbf{X}, t),$$

(1.110)

where \( \mathbf{x} \) are the Eulerian coordinates and \( \mathbf{X} \) are the Lagrangian coordinates, \( \mathbf{P}(\mathbf{X}, t) \) are the displacement fields, and \( \mathbf{x}(t_0) = \mathbf{X} \) at initial time \( t_0 \). The energy density thus will be represented as

$$\rho(\mathbf{X}, t) J(\mathbf{X}, t) = \rho(\mathbf{X}, t_0),$$

(1.111)

where \( J(\mathbf{X}, t) \) is the Jacobian of the transformation between the Lagrangian and Eulerian coordinates. See section 2.2 for details. Thus the LPT includes inherently nonlinear terms, and will give more nonlinear information about large-scale structure formation as compared to the EPT.

Both SPT and LPT have been successfully applied to the nonlinear regime of the evolution of local cosmic web structures, though both approaches are still limited by some weaknesses of their own. In this work I will mainly focus on the LPT of structure formation in relativistic cosmologies.
Figure 1.2: The galaxy distribution obtained from large-scale structure surveys and from the $N$-body cosmological simulations. The survey includes the 2dFGRS [Colless et al., 2001] and SDSS projects [Gott III et al., 2005]. The numerical simulations, the bottom and on the right panel figures are within the evolving dark matter distribution of the 'Millennium' simulation [Springel et al., 2005]. The figure is taken from Springel et al. [2006].
INTRODUCTION: FROM HOMOGENEITY TO INHOMOGENEITY

Figure 1.3: Redshift-space power spectrum recovered from the combined SDSS main galaxy and LRG sample. The cosmological parameters are assumed to be a spatial flat Λ cosmological model with $\Omega_M = 0.24$ and $\Omega_\Lambda = 0.76$. 1σ uncertainties are shown. The solid line is calculated from the linear power spectrum with cosmological parameters $h = 0.73$, $\Omega_M = 0.24$, $\Omega_\Lambda = 0.76$, $\Omega_B/\Omega_M = 0.174$ and $n_s = 0.96$ being taken from the WMAP 3 years temperature and polarization data [Spergel et al., 2007]. The normalization of the model power spectrum has been matched to that of the large-scale ($0.01h \text{ Mpc}^{-1} < k < 0.06h \text{ Mpc}^{-1}$). A deviation becomes visible for larger $k$ resulting from the nonlinear effects of the growth of perturbation. The inset shows the power spectrum ratio to a smooth model compared to the baryon oscillations in the (WMAP 3 yr parameter) model (solid line). The figure is taken from Percival et al. [2007].
Figure 1.4: In this figure each individual image shows the projected dark matter density field in a slab of thickness $15h^{-1}$ Mpc, with colour indicating the density and local dark matter velocity dispersion. The figure is taken from Springel et al. [2005].
CHAPTER 2

Newtonian Lagrangian perturbation theory for two fluids in relative motion

It is widely accepted that the large scale structures of the present Universe are the result of gravitational amplification of small primordial fluctuations. Over many decades of research in cosmology, large scale structure formation has been modelled on the basis of a perturbative approach. This type of approaches makes use of the instability of the standard cosmologies of Friedmann–Lemaître type against perturbations of the density and velocity fields. The perturbations are evaluated as a function of Eulerian coordinates in this approach. However, this approach relies on physical densities being small. For the modelling of the high density excesses observed in the Universe, Zel’dovich proposed an approximate extrapolation of the linear perturbation solution into the nonlinear regime.

In contrast to this approach, the Lagrangian perturbation theory does not rely on the smallness of the density of the inhomogeneities. Only the deviations of the particle trajectories from the homogeneous Hubble flow are treated perturbatively, as the field of trajectories is the only dynamical variable in the Lagrangian picture. The density fields and velocity fields are treated as functions of this variable. Also the Zel’doovich approximation was found to be contained in a subclass of first-order irrotational perturbations solutions in this theory.

On the other hand, the content of the Universe at late time has been conventionally treated as a single dust or perfect fluid in the context of hydrodynamic approximation. This simplification benefits from the fact that the Universe is apparently dominated by dark matter and dark energy. Although the luminous universe we observe exists in the form of baryonic matter, the density and velocity distributions of baryonic matter are the same as those of the dark matter on large scale in the linear evolution of gravitational clustering perturbations. However, the evidence of observations show that this may be not the case, i.e.,
the baryon fraction is not uniform [Ettori and Fabian, 1999; Ettori, 2003; Sand et al., 2004]. This nonuniformity of the baryon fraction has been suggested to be a result of the statistical discrepancy of baryonic matter from the underlying dark matter during nonlinear evolution [Ping et al., 2005]. Obviously, complicated substructures will subsequently form if we consider the evolution of large scale structures in the realistic Universe.

As a first step towards investigating the effects of such baryon-dark matter discrepancy on the formation and evolution of large scale structures, we apply the LPT to two fluids in an Einstein-de Sitter universe in this chapter.

This chapter is organized as follows. In section 2.1 we will briefly review the coarse-grained dynamical equations in the context of the adhesion approach with a single species in a Newtonian cosmology. In section 2.2 we generalize such an approach to a Newtonian cosmology with two fluid components. Then we derive the evolution equations of the fluid mixture up to second order within the Lagrangian perturbation theory. We also present the evolution equations of each species. We claim that if we consider the velocity dispersions as small quantities then the effects of the relative motion on the large scale structure formation will be significant at third and higher orders. In last section, we introduce the relativistic Lagrangian perturbation approach.

2.1 The dynamical equations and the Eulerian perturbation scheme

2.1.1 The coarse-grained dynamical equations

Let us consider a self-gravitating particle system composed of a single species with a total number $N$. Usually the states of the system are prescribed by the positions and velocities of these $N$ identical particles. But if $N$ is very large then it is impossible to solve the equations of motion for all particles. Instead, one can switch to a statistical approach to describe the evolution of the system. In the cosmological context the hydrodynamic approximation has been successfully employed in the description of large-scale structure formation [Bernardeau et al., 2002]. Such an approximation ensures the possibility of the analytical pre-
scription of the formation of nonlinear structures. However, one can construct a different procedure for fluid-like descriptions of a particle system. Here we will briefly review the basic coarse-grained dynamical equations for this procedure. One can find more details in [Buchert and Domínguez, 1998; Domínguez, 2000; Buchert and Domínguez, 2005].

For simplicity, we consider Newtonian kinetic theory. In the Newtonian approximation, one can define the so-called Klimontovich density \( f_K(x, v, t) \) in the one-element phase space as [Buchert and Domínguez, 2005]

\[
 f_K(x, v, t) = \sum_{i=1}^{N} \delta(x - x^{(i)}) \delta(v - v^{(i)}),
\]

which describes the single element phase space density. Clearly each element has six degrees of freedom and the phase space has six dimensions (excluding the time dimension). Here \( x^{(i)} \) and \( v^{(i)} \) refer to the physical particles’ coordinates and coordinate velocities. Additionally, for each particle the equations of motion should be given by the Newtonian equations

\[
 \frac{dx^{(i)}}{dt} = \dot{x}^{(i)} = v^{(i)}, \quad \dot{v}^{(i)} = g^{(i)},
\]

where the gravitational strength field \( g^{(i)} \) is determined by

\[
 \nabla^{(i)} \cdot g^{(i)} = \Lambda - 4\pi G m \sum_{i \neq j}^{N} \delta(x^{(i)} - x^{(j)}),
\]

\[
 \nabla^{(i)} \times g^{(i)} = 0,
\]

where \( \Lambda, m \) are the cosmological constant and the particle mass, respectively. Furthermore, if the particles are collisionless then along each path in the phase space the density \( f_K(x, v, t) \) should be conserved, i.e., the total time derivative should be equal to zero \(^1\),

\[
 \frac{df_K}{dt} = \frac{\partial f_K}{\partial t} + v \cdot \frac{\partial f_K}{\partial x} + g \cdot \frac{\partial f_K}{\partial v} = 0,
\]

\(^1\) To prove this, note that for the Dirac delta function, \( f(a)\delta(a - b) = f(b)\delta(a - b) \).
with \( \mathbf{v}, \mathbf{g} \) given by Eqs. (2.3, 2.4). However, to reach a fluid-like description for studying the large-scale flow one needs to apply a smoothing procedure to the Klimontovich density. With such a procedure the newly defined quantities can be related to the observables of the Universe. The smoothed phase-space density can be defined as\(^2\)

\[
f(x, v, t) = \int \frac{dx'}{L^3} \frac{dv'}{V^3} W\left(\frac{x - x'}{L}\right) W\left(\frac{v - v'}{V}\right) f_K(x', v', t), \tag{2.6}
\]

where \( L, V \) are the spatial and velocity smoothing scales respectively, and \( W \) is a rotationally symmetric coarse-graining window function, whose integral is normalized to be unity. Roughly speaking, such a window function defines the boundary and smooths out the details in that bounded region [Domínguez, 2000].

Applying the phase-space conservation equation (2.5) for the collisionless matter component, one can obtain the evolution equation for this new smoothed density:

\[
\frac{\partial f}{\partial t} + \mathbf{v} \cdot \frac{\partial f}{\partial x} + \mathbf{g} \cdot \frac{\partial f}{\partial v} = -S_L(x, v, t) - S_V(x, v, t), \tag{2.7}
\]

\[
\nabla \cdot \mathbf{g} = \Lambda - 4\pi Gm \int d\mathbf{v} f(x, v, t), \quad \nabla \times \mathbf{g} = 0. \tag{2.8}
\]

where \( S_L(v) (x, v, t) \) arise from the smoothing procedure:

\[
S_L(x, v, t) = \frac{\partial}{\partial x} \left[ \int \frac{dx'}{L^3} \frac{dv'}{V^3} W\left(\frac{x - x'}{L}\right) W\left(\frac{v - v'}{V}\right) (v' - v) f_K(x', v', t) \right], \tag{2.9}
\]

\[
S_V(x, v, t) = \frac{\partial}{\partial v} \left[ \int \frac{dx'}{L^3} \frac{dv'}{V^3} W\left(\frac{x - x'}{L}\right) W\left(\frac{v - v'}{V}\right) (g - \bar{g}) f_K(x', v', t) \right]. \tag{2.10}
\]

Note that here \( g \equiv g(x', t) \) and \( \bar{g} \equiv \bar{g}(x, t) \). Clearly, if the two terms \( S_L(v) \) are zero, then Eq. (2.7) reduces to the well-known collisionless Boltzmann equation, or Vlasov equation [Rezzolla and Zanotti, 2013].

It has been stated that the two terms \( S_L(v) \) represent the dynamical coupling to the degree of freedom removed by the smoothing operation [Buchert and

\(^2\) Here the prime denotes the second set of phase space coordinates without potential confusion. In section 2.2.2.5 and in other chapters it is used as a derivative with respect to special coordinates.
For a coarse-grained cell with smoothed scales $L$ and $V$, the term $S_L$ thus accounts for the velocity dispersion, *i.e.*, the fact that each particle in the smoothed cell usually has a different velocity from the center of mass. Likewise the term $S_V$ presents the departure from the mean field gravity in this cell.

Eq. (2.7) depends on seven variables which are of course too many to be practical. One can simplify the equation by taking the kinetic moments, *i.e.*, by integrating out the velocity fields at different orders. (See Bernardeau et al. [2002] for a standard procedure.) In general the cosmological observables of interest are the large-scale density and the velocity fields. To relate these observables with $f(x, v, t)$ one can define the mean mass density $\rho$ and mean fluid velocity $\bar{v}$ as

\[
\rho(x, t) = m \int \frac{dV}{L^3} \sum_i N W \left( \frac{x - x^{(i)}}{L} \right),
\]

(2.11)

\[
\bar{v}(x, t) = m \int \frac{dV}{L^3} \sum_i N W \left( \frac{x - x^{(i)}}{L} \right) v^{(i)}. \tag{2.12}
\]

Immediately, the evolution equations of these two mean fields are given by

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \bar{v}) = 0, \tag{2.13}
\]

\[
\frac{\partial \bar{v}}{\partial t} + (\bar{v} \cdot \nabla) \bar{v} = \bar{g} + \frac{1}{\rho} (F - \nabla \cdot P), \tag{2.14}
\]

\[
\nabla \cdot \bar{g} = \Lambda - 4\pi G \rho, \quad \nabla \times \bar{g} = 0, \tag{2.15}
\]

with

\[
F(x, t) = \frac{m}{L^3} \sum_i N W \left( \frac{x - x^{(i)}}{L} \right) \left( g^{(i)} - \bar{g}(x, t) \right), \tag{2.16}
\]

\[
P(x, t) = \frac{m}{L^3} \sum_{i,j} N W \left( \frac{x - x^{(i)}}{L} \right) \left( v^{(i)} \cdot v^{(j)} - \bar{v}^{(i)} \cdot \bar{v}^{(j)} \right). \tag{2.17}
\]

The definitions of the vector field $F$ and the symmetric second rank tensor $P$ suggest the former contains the departure from the mean field gravity, while the
latter will account for the velocity dispersion around the mean velocity. The system of equations Eqs. (2.13, 2.14, 2.15, 2.16, 2.17) constitute a hydrodynamic-like prescription for the dynamics of particle system, and will reduce to hydrodynamic approximation for large-scale structure formation if the two new terms $F$ and $P$ are zero.

One may note that the first equation (2.13) describes the conservation of mass and couples the mass density and mean velocity. The second equation (2.14) states momentum conservation and couples the mean velocity with the new fields. So it is expected that the dynamics of the new fields $F$ and $P$ will produce further new fields. To truncate such an infinite hierarchy, one needs to restrict to some approximations motivated by physical requirements. With special approximations $F$ and $P$ will become functions of $\varrho$ and $\bar{v}$. Further examples of different choices of the approximations are given in Refs. [Buchert et al., 1999; Domínguez, 2002; Buchert and Domínguez, 2005]

### 2.1.2 The Newtonian-Eulerian perturbation scheme

The dust model is the simplest matter model used to describe large-scale structure formation and can be found in many standard textbooks. With the hydrodynamic approximation, in a non-rotating Eulerian frame with coordinates $x$ and time $t$, the equations for self–gravitating irrotational dust are

$$\frac{\partial \varrho}{\partial t} + \nabla \cdot (\varrho \mathbf{v}) = 0,$$  \hspace{1cm} (2.18)

$$\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = \mathbf{g},$$  \hspace{1cm} (2.19)

$$\nabla \cdot \mathbf{g} = \Lambda - 4\pi G \varrho, \quad \nabla \times \mathbf{g} = 0,$$  \hspace{1cm} (2.20)

$$\nabla \times \mathbf{v} = 0.$$  \hspace{1cm} (2.21)

The last equation states the irrotationality of the matter model. Compared with Eq. (2.14), here in hydrodynamic approximation, the vanishing of $F$ and $P$ indicates that the large-scale structure formation is driven only by collisionless matter with negligible velocity dispersion and pressure. At least in the early stages of the gravitational instabilities this is a good assumption. However, at later times this assumption will break down when structures evolve to the
nonlinear regime with higher densities. Then one has to deal with the generation of velocity dispersion and the issue of “shell crossing”.

The above system of equations can be represented using the comoving coordinates: \( x = a(t)q \) with cosmic scale factor \( a(t) \):

\[
\begin{align*}
\frac{\partial \varrho}{\partial t} + 3H \varrho + \frac{1}{a} \nabla_q \cdot (\varrho \mathbf{u}) &= 0, \\
\frac{\partial \mathbf{u}}{\partial t} + \frac{1}{a} (\mathbf{u} \cdot \nabla_q) \mathbf{u} + H \mathbf{u} &= \mathbf{w}, \\
\nabla_q \cdot \mathbf{w} &= \Lambda - 4\pi G \varrho (\varrho - \varrho_H), \\
\nabla_q \times \mathbf{w} &= 0,
\end{align*}
\]

(2.22, 2.23, 2.24, 2.25)

where the peculiar velocity \( \mathbf{u} \) and peculiar acceleration field \( \mathbf{w} \) are defined as

\[
\mathbf{u} = \mathbf{v} - Hx, \quad \mathbf{w} = \mathbf{g} + \frac{4\pi G \varrho_H - \Lambda}{3} x.
\]

(2.26)

The perturbation ansatz suggests that if the distributions of density and velocity fields are small compared to their “background” fields, which are homogeneous and isotropic, then it is possible to expand the density and velocity fields about these background values. The density perturbations can be represented as

\[
\varrho(q, t) = \varrho_H (1 + \delta \varrho(q, t)) = \varrho_H \left(1 + \sum \delta \varrho^{(n)}(q, t)\right).
\]

(2.27)

Inserting this equation into the dynamical system Eqs. (2.22, 2.23) one has

\[
\frac{\partial^2 \delta \varrho}{\partial t^2} + 2H \frac{\partial \delta \varrho}{\partial t} = \frac{1}{a^2} \nabla_q \cdot \left[(1 + \delta \varrho) \mathbf{w}\right] + \frac{1}{a^2} \frac{\partial^2}{\partial q^i \partial q^j} \left[(1 + \delta \varrho) u^i u^j\right],
\]

(2.28)

where the Einstein summation over the spatial (Eulerian) components is implied\(^3\).

For the early stages of structure formation, where the gravitational instabilities

\(^3\)The last term (not including \(a^{-2}\)) on the right hand side is equal to

\[
\nabla_q \left\{ \nabla_q \cdot \left[(1 + \delta \varrho) \mathbf{u}\right]\right\} \cdot \mathbf{u} + \nabla_q \cdot \left\{(1 + \delta \varrho) \left[\mathbf{u} \cdot \nabla_q\right] \mathbf{u}\right\}
\]

\[
+ (\nabla_q \delta \varrho \cdot \mathbf{u}) (\nabla_q \cdot \mathbf{u}) + (1 + \delta \varrho) (\nabla_q \cdot \mathbf{u}) (\nabla_q \cdot \mathbf{u})
\]
are in the linear regime, the above equation becomes at first order:

$$\frac{\partial^2 \delta \rho^{(1)}}{\partial t^2} + 2H \frac{\partial \delta \rho^{(1)}}{\partial t} - 4\pi G \rho H \delta \rho^{(1)} = 0.$$  \hfill (2.29)

Furthermore, in the presence of a dynamical pressure Eq. (2.28) becomes

$$\frac{\partial^2 \delta \rho}{\partial t^2} + 2H \frac{\partial \delta \rho}{\partial t} = \frac{1}{a^2} \nabla q \cdot [(1 + \delta \rho) w] + \frac{\nabla^2 q p}{\rho H a^2} + \frac{1}{a^2} \frac{\partial^2}{\partial q^i \partial q^j} [(1 + \delta \rho) u^i u^j],$$  \hfill (2.30)

with the first order equation being

$$\frac{\partial^2 \delta \rho^{(1)}}{\partial t^2} + 2H \frac{\partial \delta \rho^{(1)}}{\partial t} - 4\pi G \rho H \delta \rho^{(1)} = \frac{\nabla^2 q p}{\rho H a^2}. \hfill (2.31)$$

To close Eq. (2.30) one has to know the equation of state of the matter model.

As we have mentioned in section 1.4, although a lot can be accomplished by using the SPT for gravitational instabilities, LPT intrinsically includes more nonlinear information than SPT and remains valid longer. In next few sections, we will first briefly review the LPT in Newtonian cosmologies, and then discuss some first insights towards applying the LPT in Newtonian cosmologies with two different matter components. Finally, we will concisely introduce the LPT of large scale structure formation in relativistic cosmologies.

### 2.2 The Newtonian Lagrangian perturbation approach

In the 1970s, Zel’dovich [1970a] proposed a new approximate description of the weakly nonlinear regime, in which the perturbation is given in terms of the departure from the Lagrangian positions of the fluid elements, \( i.e., \mathbf{r} = a(t)\mathbf{q} + b(t)\mathbf{p}(\mathbf{q}) \). Here \( \mathbf{r} \) is the Eulerian position of a particle and \( \mathbf{q} \) are its Lagrangian coordinates (its initial position). The first term \( a(t)\mathbf{q} \) describes the cosmic expansion and the second term describes the perturbation. This approximation then was investigated as the so-called “pancake theory” [Zel’dovich, 1970b; Zeldovich, 1978; Arnold et al., 1982; Shandarin et al., 1983; Shandarin and Zeldovich, 1989; Yoshisato and Morikawa, 2006; Sergei et al., 2012].
Evidently, the Zel’dovich ansatz defined a map between the Lagrangian and Eulerian observer. In spirit of this approximation, Lagrangian perturbation theory was proposed and developed in the 1980s–1990s. Shandarin [1980] discussed the evolution of perturbations in a Friedmann universe with a pressureless medium, deriving approximate 3D solutions in the framework of the Zel’dovich approach. Buchert and Götz [1987] obtained a class of solutions of the three-dimensional hydrodynamical equations governing the motion of self-gravitating pressureless matter using the Lagrange method in Newtonian gravity. In a subsequent paper Buchert [1989] extended the results and formalism developed in the pancake theory and elaborated in detail the inhomogeneous 3D solutions in Newtonian theory without a cosmological constant. Moutarde et al. [1991] then discussed the nonlinear regime before shell crossing for 3D perturbations by studying the collapse around a simple isolated overdensity in an expanding cosmology consisting only of collisionless matter. This investigation initiated the perturbative approach in Lagrangian theory. At this stage it was already proved that the Zel’dovich approximation was a special first-order solution in a subclass of the Lagrangian framework.

Later Bildhauer et al. [1992] generalized these solutions to Newtonian cosmologies with a cosmological constant. Buchert and his collaborators discussed the solutions of first-order, second-order and third-order perturbations in the framework of the Lagrangian theory of gravitational instability of Friedmann-Lemaître cosmologies filled with dust matter in [Buchert, 1992; Buchert and Ehlers, 1993; Buchert, 1994]. Bouchet et al. [1992] derived analytic expressions for the second-order solutions with arbitrary density parameter $\Omega$ in a Friedmann-Lemaître model with vanishing $\Lambda$ and a nonrelativistic pressureless fluid. A detailed investigation and generalization of these second-order solutions in a spatially flat Universe was discussed in a subsequent paper [Bouchet et al., 1995]. The formalism that allows the derivation of the general Lagrangian dynamical equations of motion for gravitating particles in a non-flat Friedmann universe with arbitrary density parameter and zero cosmological constant was presented by Catelan [1995], treating the set of particles as a Newtonian collisionless fluid. A very basic review was given by Ehlers and Buchert [1996], where they reconsidered the “Newtonian” theory of spatially unbounded, self-gravitating, pressureless continua in Lagrangian form in great detail. See [Buchert, 1993, 1996a;
Bouchet, 1996] for more information on LPT in Newtonian cosmologies with a dust matter model.

Since the Zel’dovich approximation and the LPT break down when multi-stream systems develop, the adhesion approximation had been proposed to repair this shortcoming [Gurbatov et al., 1989]. In such an approximation, if one assumes an isotropically distributed velocity dispersion, then an effective pressure can arise from the velocity dispersion, see Eq. (2.14). Buchert and Domínguez [1998] presented a method to construct models of large-scale structure within the multi-stream regime and derived an evolution equation for the mean peculiar velocity that relates to background solutions of Friedmann-Lemaître type in the Lagrangian framework. In particular, with an assumption of an isotropic velocity dispersion they obtained an “equation of state” (EOS) with $p(X, t) = \kappa(X) \rho(X, t)^{5/3}$, where $p, \kappa, \rho, X$ are the effective pressure, a positive integration constant, the dust mass density and Lagrangian coordinates, respectively. Later, Buchert and Adler [1999] discussed Lagrangian perturbation theory in detail for modelling pressure-supported fluids with an EOS $p = \alpha(\rho)$. The first-order equations were compared to the Eulerian theory of gravitational instability and to the case of plane-symmetric collapse. This framework extended the Zel’dovich approximation into the multi-streamed regime.

The Lagrangian perturbation equations for a polytropic fluid up to the second order have been introduced in [Morita and Tatekawa, 2001; Tatekawa et al., 2002]. Morita and Tatekawa [2001] considered first-order and second-order solutions limited to special cases, while Tatekawa et al. [2002] generalized the solutions to a large range. The third-order perturbative solutions were investigated in [Tatekawa, 2005a,b]. The fourth-order perturbative equations for a cosmological dust fluid in LPT were derived in [Tatekawa, 2013].

All the papers cited above discussed the LPT in Newtonian cosmologies with pressureless matter models. For their generalization to general matter models and general relativistic cosmologies, see section 2.3.
2.2.1 Mapping from Eulerian coordinates to Lagrangian coordinates

As we have already mentioned, the interesting variables in the Lagrangian picture are the trajectories of fluid elements, also known as the deformation fields of the medium. Motivated by the Zel’dovich approximation, the mapping from Eulerian coordinates to Lagrangian coordinates can be given as a diffeomorphism mapping:

\[ f : \mathbb{R}^3 \mapsto \mathbb{R}^3, \]

\[ X \mapsto x = f(X, t), \]  

(2.32)

where \( X = f(X, t) \) are the Lagrangian coordinates and \( x \) the Eulerian coordinates. One has to keep in mind that when caustics form, one can still follow the trajectories \( f \) of the fluid elements across the caustics. Non-uniqueness of the flow is only realized in Eulerian space [Buchert, 1994]. The deformation fields thus can be defined as \( P(X, t) \):

\[ x = f(X, t) = X + P(X, t). \]  

(2.33)

To simplify the calculations, for arbitrary functions \( A(X, t), B(X, t), C(X, t) \) one can form the Jacobian, \( \mathcal{J}(A, B, C) \) by:

\[ \mathcal{J}(A, B, C) = \frac{\partial (A, B, C)}{\partial (X_1, X_2, X_3)} \equiv \begin{vmatrix} \frac{\partial A}{\partial X_1} & \frac{\partial B}{\partial X_1} & \frac{\partial C}{\partial X_1} \\ \frac{\partial A}{\partial X_2} & \frac{\partial B}{\partial X_2} & \frac{\partial C}{\partial X_2} \\ \frac{\partial A}{\partial X_3} & \frac{\partial B}{\partial X_3} & \frac{\partial C}{\partial X_3} \end{vmatrix} \]  

(2.34)

where as usual we will use “\(|\)” and “\(,\)” to distinguish partial derivative with respect to Lagrangian coordinates, \( X \), and Eulerian coordinates, \( x \), respectively. \( \varepsilon_{klm} \) is the Levi-Civita tensor. The functional determinants satisfy the following relations:

\[ \mathcal{J}(A + D, B, C) = \mathcal{J}(A, B, C) + \mathcal{J}(D, B, C), \]

(2.35)

\[ \mathcal{J}(A, B, C) = -\mathcal{J}(A, C, B), \]

\[ \mathcal{J}(A, A, C) = 0, \]
\[ \mathcal{J} (A \cdot D, B, C) = D \cdot \mathcal{J} (A, B, C) + A \cdot \mathcal{J} (D, B, C). \]

Using this notation, the Jacobian of the transformation between Eulerian and Lagrangian coordinates is given by

\[ J (\mathbf{X}, t) = \left| \frac{\partial \mathbf{x}}{\partial \mathbf{X}} \right| = \mathcal{J} \left( f^i, f^j, f^k \right) = \frac{1}{6} \varepsilon_{ijk} \varepsilon_{lmn} f^i_l f^j_m f^k_n, \tag{2.36} \]

Clearly for such a definition \( J (\mathbf{X}, t_i) = 1. \) This definition also shows the singularity of \( J. \) At the first crossing of trajectories, different fluid elements from different initial positions \( \mathbf{X} \) will meet at the same Eulerian positions \( \mathbf{x}. \) \( J \) will be zero in this case according to Eqs. (2.35). The correct description then should involve a summation over all possible streams in this multi-stream region. One way to solve this problem is to consider the mean velocity in the multi-stream region in the adhesion approximation [Buchert and Domínguez, 2005]. Another useful relation is the transformation of the derivative with respect to \( \mathbf{X} \) and \( \mathbf{x} \) for an arbitrary function \( s (\mathbf{x}, t) \) [Buchert and Adler, 1999]

\[ s^i_{,j} = \frac{1}{2J} \varepsilon_{jpq} \mathcal{J} \left( s^i, f^p, f^q \right). \tag{2.37} \]

The continuity equation for the mass density represents the conservation of mass along the trajectories of the fluid elements. Thus the mass density at any time can be expressed as

\[ \varrho (\mathbf{X}, t) \ J (\mathbf{X}, t) = \varrho (\mathbf{X}, t_i), \tag{2.38} \]

which is a non-perturbative expression of the evolution of mass density.

Consider the \( N \)-particles system, Eqs. (2.13, 2.14, 2.15) in Newtonian cosmologies. If we assume an isotropic velocity dispersion, (i.e., \( \mathcal{F} = 0, \ P_{ij} = p (\varrho) \delta_{ij} \)), then the Euler equations yield (for more details see [Buchert and Adler, 1999])

\[ \mathbf{g} - \frac{\nabla \varrho p}{\varrho} = \frac{d^2 \mathbf{f}}{dt^2}. \tag{2.39} \]
Thus the $h$-th component of $\nabla_x \times \mathbf{g}$ for the fluid element is given by

$$0 = (\nabla_x \times \mathbf{g})^h = (\nabla_x \times \mathbf{f})^h + \left( \frac{\nabla_x \rho \times \nabla_x \varrho}{\varrho^2} \right)^h \quad (2.40)$$

$$= \varepsilon^{hji} \dddot{f}_{i,j} + \varepsilon^{hji} \varrho_{i} p_{,j}$$

$$= \frac{1}{\mathcal{J}} \mathcal{J} \left( \dddot{f}, \dddot{f}, \dddot{f}_h \right) + \frac{1}{2 J^2 \varrho^2} \varepsilon^{jlpq} \mathcal{J} (\varrho, f_h, f_j) \mathcal{J} (p, f_p, f_q).$$

Another equation for $\mathbf{g}$ is given by

$$\Lambda - 4\pi G\varrho = \nabla_x \cdot \mathbf{g} = \nabla_x \cdot \dot{\mathbf{f}} + \nabla_x \cdot \frac{\nabla_x p}{\varrho}$$

$$= \frac{1}{2 J^2 \varrho^2} \varepsilon^{jlpq} \mathcal{J} (\dddot{f}, f_p, f_q) - \frac{1}{2 J^3 \varrho} \mathcal{J} (p, f_p, f_q) \mathcal{J} (J, f_p, f_q)$$

$$- \frac{1}{2 J^2 \varrho} \mathcal{J} (p, f_p, f_q) \mathcal{J} (\varrho, f_p, f_q)$$

$$+ \frac{1}{2 J^3 \varrho} \mathcal{J} (J, f_p, f_q) \mathcal{J} (J, f_p, f_q). \quad (2.41)$$

Thus once the EOS is chosen, Eqs. (2.38, 2.40, 2.41) specify the evolution equations for large-scale structure formation in Newtonian cosmologies filled with dust matter, which is also supported by a kinetic pressure. This system is called the Lagrange-Newton system.

Evidently, this system is nonlinear and should be solved perturbatively, i.e.,

$$\mathbf{P} (\mathbf{X}, t) = \varepsilon \mathbf{P}^{(1)} + \varepsilon^2 \mathbf{P}^{(2)} + \varepsilon^3 \mathbf{P}^{(3)} \ldots, \quad (2.42)$$

with $\varepsilon \ll 1$. Solutions at various different orders have been investigated in many papers, as noted in the historical introduction above.
2.2.2 Lagrangian perturbation theory in Newtonian cosmologies with two fluid components: a first insight

2.2.2.1 The coarse-grained dynamical equations of fluid mixture with two components

Following the logic of section 2.1.1 one can generalize the approach to the case of a fluid mixture. Such cases have been discussed for many years in the study of plasma physics. For example, see Bittencourt [2004].

We will assume a $N$-particle system, which consists of two components $A$ and $B$ coupled solely by gravity. The total number of particles in such a system should be the sum of each component, thus $N = N_A + N_B$ where $N_A(B)$ is the particle number of component $A$ ($B$). Since we have neglected all other interactions, each component should follow the Boltzmann equation (2.5) with the Klimontovich density $f_{KA}$ and $f_{KB}$ defined by Eq. (2.1). The total Klimontovich density for all species can be defined as

$$f_K(x, v, t) = \frac{\sum_\alpha m_\alpha f_{K\alpha}(x, v, t)}{\sum_\alpha m_\alpha}, \quad \alpha = A, B.$$  (2.43)

According to Eqs. (2.11, 2.12), we can define the mean mass and mean velocity for each species:

$$\rho_\alpha(x, t) = m_\alpha \int dv f_\alpha(x, v, t) = \frac{m_\alpha}{L^3} \sum_{i=1}^{N_\alpha} W \left( \frac{x - x^{(i)}_\alpha}{L} \right),$$  (2.44)

$$\rho_{\alpha\bar{v}}(x, t) = m_\alpha \int dv v f_\alpha(x, v, t) = \frac{m_\alpha}{L^3} \sum_{i=1}^{N_\alpha} W \left( \frac{x - x^{(i)}_\alpha}{L} \right) v^{(i)}_\alpha,$$  (2.45)

and the total mass density and the mass-average velocity of the fluid mixture can be defined as

$$\rho(x, t) = \int dv \sum_\alpha (m_\alpha f_\alpha(x, v, t)),$$  (2.46)

$$\rho \bar{v}(x, t) = \int dv v \sum_\alpha (m_\alpha f_\alpha(x, v, t)).$$  (2.47)
The above equations then show that

\[ \rho = \sum_{\alpha} \rho_{\alpha}, \]  
\[ \rho \bar{v} = \sum_{\alpha} \rho_{\alpha} \bar{v}_{\alpha}. \]  

(2.48)

In this sense, considering a volume element \( d^3x \) around the coordinate \( x \), from Eq. (2.49) it follows that

\[ \bar{v} = \frac{\sum_{\alpha} \rho_{\alpha} \bar{v}_{\alpha} \, d^3x}{\sum_{\alpha} \rho_{\alpha} \, d^3x} = \frac{\sum_{\alpha} \Delta m_{\alpha} \bar{v}_{\alpha}}{\sum_{\alpha} \Delta m_{\alpha}}. \]  

(2.50)

Thus the mass-average velocity \( \bar{v} \) of the fluid mixture is defined as a weighted average of \( \bar{v}_{\alpha} \) taking \( \Delta m_{\alpha} \) as the weighting factor.

Again, we have assumed that there are no other interactions between different species except for gravity. Furthermore each component is collisionless. The mass conservation equation (2.13) shows that for each component, along the trajectories of particles (or the integral curve of velocity \( \bar{v}_{\alpha} \)) the mass density is conserved:

\[ \frac{\partial \rho_{\alpha}}{\partial t} + \nabla \cdot (\rho_{\alpha} \bar{v}_{\alpha}) = 0. \]  

(2.51)

Furthermore, the total mean density \( \rho \) has the same continuity equation along the integral curve of \( \bar{v} \). Obviously, the mean mass density for each component is not conserved along the integral curve of \( \bar{v} \). In fact along the trajectories of the fluid mixture the continuity equation for each component should be

\[ \frac{\partial \rho_{\alpha}}{\partial t} + \nabla \cdot (\rho_{\alpha} \bar{v}) + \nabla \cdot \mathbf{j}_{\alpha} = 0, \]  

(2.52)

where

\[ \mathbf{j}_{\alpha} = \rho_{\alpha} (\bar{v}_{\alpha} - \bar{v}), \]  

(2.53)

describes the change of the mass density of species \( \alpha \) along the trajectory of the fluid mixture. This can be seen as the mass diffusion flux of species \( \alpha \) [Curtiss and Bird, 1996]. Clearly, the total change of different species should be zero, i.e., \( \sum_{\alpha} \mathbf{j}_{\alpha} = 0 \).

Following each integral curve of \( \bar{v}_{\alpha} \), the evolution equation of the mean ve-
the velocity for each component obeys Eq. (2.14):

$$\frac{\partial \bar{v}_\alpha}{\partial t} + (\bar{v}_\alpha \cdot \nabla) \bar{v}_\alpha = g + \frac{1}{\rho_\alpha} (\mathbf{F}_\alpha - \nabla \cdot \mathbf{P}_\alpha),$$

(2.54)

with

$$\nabla \cdot g = \Lambda - 4\pi G \rho, \quad \nabla \times g = 0,$$

(2.55)

showing that the gravitational field strength $g$ is determined by the whole system. Eq. (2.54) can be alternatively represented as

$$\frac{\partial}{\partial t} (\rho_\alpha \bar{v}_\alpha) = -\nabla \cdot (\rho_\alpha \bar{v}_\alpha \cdot \bar{v}_\alpha) + \rho_\alpha g + \sum_\alpha (\mathbf{F}_\alpha - \nabla \cdot \mathbf{P}_\alpha),$$

(2.56)

with

$$\nabla (\rho_\alpha \bar{v}_\alpha \cdot \bar{v}_\alpha) = \rho_\alpha (\bar{v}_\alpha \cdot \nabla) \bar{v}_\alpha + \bar{v}_\alpha [\nabla \cdot (\rho_\alpha \bar{v}_\alpha)]$$

With the definition Eq. (2.49), the equation of motion for the mixture can be obtained by summing Eq. (2.56) over all species

$$\frac{\partial}{\partial t} (\rho \bar{v}) = -\sum_\alpha \nabla \left( \frac{1}{\rho_\alpha} j_{\alpha} \cdot j_{\alpha} \right) - \nabla \cdot (\rho \bar{v} \cdot \bar{v}) + \rho g + \sum_\alpha (\mathbf{F}_\alpha - \nabla \cdot \mathbf{P}_\alpha).$$

(2.57)

The first term of right hand side shows the velocity deviation of species $\alpha$ from the mixture velocity. This term can be cancelled out when $\mathbf{P}$ is considered to account for the velocity dispersion from the mean velocity of mixture. The expression Eq. (2.17) for $\mathbf{P}_\alpha$ can be represented as

$$\mathbf{P}_{\alpha ij} = \frac{m_\alpha}{L^3} \sum_i W \left( \frac{x - x^{(i)}_{\alpha}}{L} \right) \left[ v^{(i)}_{\alpha i} v^{(i)}_{\alpha j} - \bar{v}_{\alpha i} \bar{v}_{\alpha j} \right]$$

$$= \frac{m_\alpha}{L^3} \sum_i W \left( \frac{x - x^{(i)}_{\alpha}}{L} \right) \left[ v^{(i)}_{\alpha i} v^{(i)}_{\alpha j} - \frac{j_{\alpha i} j_{\alpha j}}{\rho_\alpha - \bar{v}_i \bar{v}_j} - \frac{j_{\alpha i} \bar{v}_j + j_{\alpha j} \bar{v}_i}{\rho_\alpha - \bar{v}_i \bar{v}_j} \right]$$

$$= \frac{m_\alpha}{L^3} \sum_i W \left( \frac{x - x^{(i)}_{\alpha}}{L} \right) \left[ v^{(i)}_{\alpha i} v^{(i)}_{\alpha j} - \bar{v}_i \bar{v}_j \right] - \frac{1}{\rho_\alpha} j_{\alpha i} j_{\alpha j} - (j_{\alpha i} \bar{v}_j + j_{\alpha j} \bar{v}_i)$$

(2.58)
where we have used the definition of $\varrho_\alpha$. Thus we can rewrite $P_\alpha$ as

$$\nabla \cdot P_\alpha = \nabla \cdot \tilde{P}_\alpha - \nabla \left( \frac{1}{\varrho_\alpha} j_\alpha \cdot j_\alpha \right) - \nabla \left( j_\alpha \cdot \bar{v} + \bar{v} \cdot j_\alpha \right).$$ (2.59)

Recall that for all species, $\sum_\alpha j_\alpha = 0$, so summing over all species will reduce the above equation to

$$\sum_\alpha \nabla \cdot P_\alpha = \sum_\alpha \nabla \cdot \tilde{P}_\alpha - \sum_\alpha \nabla \left( \frac{1}{\varrho_\alpha} j_\alpha \cdot j_\alpha \right).$$ (2.60)

Inserting this relation into Eq. (2.57), we find

$$\frac{\partial \tilde{v}}{\partial t} + (\tilde{v} \cdot \nabla) \tilde{v} = g + \frac{1}{\varrho} \sum_\alpha \left( F_\alpha - \nabla \cdot \tilde{P}_\alpha \right).$$ (2.61)

Here we have used the fact that the gravitational field strength is determined by the monopole moment of the mass distribution in the whole system defined by the window function, so $g$ will be same for all species. Thus $F_\alpha$ indeed describes the deviation from the mean field gravity for component $\alpha$. This fact makes $F_\alpha = \tilde{F}_\alpha$. However, as a consequence of Eq. (2.60) if one chooses each $P_\alpha$ to be isotropic, then generally speaking, $\tilde{P}_\alpha$ cannot be isotropic.

Finally we have constructed a system of fluid-like equations to describe the dynamics of a fluid mixture consisting of two different collisionless components. Since such a system has been derived in Newtonian cosmology, we can refer it as the Eulerian system. We have ignored all other interactions and considered only the gravitational interaction. The equations of the system include Eqs. (2.48, 2.49, 2.51, 2.53, 2.54, 2.55, 2.61). Again, such a system is not closed as already mentioned in section 2.1.1.

As been discussed by Buchert and Domínguez [2005] closure can be achieved if the mean density $\varrho_\alpha$ and the mean velocity $\bar{v}_\alpha$ vary spatially over length scales much larger than any microscopic length scale. A set of closed hydrodynamic equations can be obtained with the assumption of local quasi-equilibrium. The corrections to equilibrium then are proportional to the relatively small spatial gradients of $\varrho_\alpha$ and $\bar{v}_\alpha$. However, to describe cosmological structure formation, one has to consider other closure conditions since thermal equilibrium is not
well-defined.

To close the system, one will need to adopt some approximations motivated by physical constraints for both components. The problem is greatly simplified by fact that the only interaction between the two components is the gravitational interaction. In view of this one can assume three cases in the context of cosmological structure formation.

In the first case, $F = 0$ and $P = 0$ for both components. In the language of the hydrodynamic approximation, such matter models are called dust or pressureless fluids. In the adhesive model, such a choice is characterized by two assumptions: the irrelevance of small-scale inhomogeneities and the absence of multi-streaming [Buchert and Domínguez, 2005]. However, even though for each component the right hand side of Eq. (2.54) will only have $g$ left, an additional term inevitably appears in the right hand side of Eq. (2.57) if $\bar{v}_\alpha \neq \bar{v}_\beta$.

In the second case we assume that one of the component is dust. For the other component, we assume that the corrections to mean field gravity are neglected, and the velocity dispersion corresponding to its trajectory is approximated by an isotropic tensor field. In summary, we can assume $F_\alpha = F_\beta = 0$, $P_\alpha = 0$ and $P_\beta = p_\beta (\varrho_\beta) \delta$, where $\delta$ is the Kronecker delta tensor with components $\delta_{ij} = 0$ for $i \neq j$ and $\delta_{ij} = 1$ for $i = j$. In addition, we assume $p(\varrho) > 0$. Evidently, the appearance of “pressure” resists the attracting effects of gravity. So in this case, it can be expected that the dust component will have a faster concentration growth rate than the other component with a kinetic pressure. This simple model is the basic picture in considering the generation of the BAO in the concordance cosmology.

Briefly, in the concordance cosmology the dynamics of the different components, namely dark matter and the baryon-photon plasma are described by the hydrodynamic approximation. The former is treated as pressureless fluid and undergoes almost no interactions with the plasma. On the other hand, the baryon-photon plasma is treated as a fluid with pressure. The gravitational attraction and the resisting effects of pressure lead to the imprint of the BAO. A succinct description of the generation of the BAO has been given by Eisenstein et al. [2007]. Roughly speaking, considering a point-like overdensity in an adiabatic model, the overdensity will be manifest in all components. The perturbation for the baryon-photon plasma is not only an overdensity but also an overpressure.
This overpressure will equilibrate with the surroundings by driving an expanding sound wave out into the plasma. During this phase the amplitude of the density contrast in the plasma undergoes harmonic motion, or oscillation. The dark matter has decoupled from the plasma at that epoch and thus one will be left with a density contrast at small radius. As the expanding universe cools down recombination occurs and photons start to decouple from the baryons. The oscillations in the baryons are frozen in at this decoupling epoch. The sound speed then plummets. As a consequence, for the concordance cosmology a cold dark matter overdensity will be left at the centre surrounded by a baryon overdensity in a spherical shell $\sim 150$ Mpc in comoving radius. At $z \ll 10^3$ cold dark matter overdensities and baryon overdensities both attract each other, seeding the usual gravitational instability. Finally the dark matter and baryon perturbations come together.

Here, however, our second case is constructed to describe the later time non-linear cosmological structure formation with two components. The two components are both dust intrinsically. One component will have corrections from the gravitational multi-streaming effects but the other one has no such corrections. If the mixture of two components behaves as a single dust fluids at a time earlier than the considered time then the formalism above is not needed.

In the third case for both species we assume $F_{\alpha} = F_{\beta} = 0$, and $P_{\alpha} = p_{\alpha}(\varrho_{\alpha})\delta$, $P_{\beta} = p_{\beta}(\varrho_{\beta})\delta$. With these assumptions, the gravitational multi-stream effects arise for both species as corrections to the dust models. Shell crossing occurs but with finite density fields. For this case in the reference frame of the mixture, the velocity dispersion will not be an isotropic one due to the presence of the additional term $\sum_{\alpha} \nabla \left( (\varrho_{\alpha})^{-1} j_{\alpha} \cdot j_{\alpha} \right)$. Furthermore, this term can be replaced by

$$\sum_{\alpha} \nabla (\varrho^{-1}_{\alpha} j_{\alpha} \cdot j_{\alpha}) = \nabla \left[ \frac{\varrho}{\varrho_{\alpha}(\varrho - \varrho_{\alpha})} j_{\alpha} \cdot j_{\alpha} \right]. \quad (2.62)$$

In this third case with this relation, the dynamical equations for one of the two species can be replaced by the dynamical equations of the mixture Eq. (2.57). If $j_{\alpha}$ is previously specified, then the whole system can be described by the dynamics of the fluid mixture.

Generally speaking, $j_{\alpha}$ should be related to the physical realization $\alpha$. In the
classical kinetic theory of diffusion for a mixture with multiple components, such
fields are determined by the Maxwell-Stefan relations [Taylor and Krishna, 1993;
Krishna and Wesselingh, 1997; Leonardi and Angeli, 2010]

\[- \frac{c_\alpha}{c_t RT} \nabla T \mu_\alpha = \sum_{\beta=1}^{n} \frac{c_\beta j_\beta - c_\alpha j_\beta}{c_t^2 \mathcal{D}_{\alpha\beta}}, \quad \alpha = 1, 2, \cdots, n. \quad \alpha \neq \beta, \quad (2.63)\]

where $\alpha, \beta \cdots$ denote different species, $c_\alpha = \rho_\alpha / M_\alpha$ is the molar density of
species $\alpha$ with molar mass $M_\alpha$, $c_t = \sum_\alpha c_\alpha$ is the mixture molar density, $\mu_\alpha$ is
the molar chemical potential of species $\alpha$, $R$ is the molar gas constant and $T$ is
the temperature of the system. Here we use $\mathcal{D}_{\alpha\beta}$ as the Maxwell-Stefan diffusion
coefficients, which are related to the physical properties of the materials. In the
context of cosmological structure formation, such a relation is not suitable since,
again, the thermal equilibrium is not well-defined. Also we do not know the
physical properties of dark matter.

Obviously, a trivial case is to set $j_\alpha = 0$ which could apply to all three cases.
With this assumption, the mean velocities of species are equal to the velocity
of the fluid mixture. $\mathbf{\hat{P}}_\alpha$ then corresponds to the velocity dispersion around the
mean velocity of the mixture for component $\alpha$, while $\mathbf{\hat{F}}_\alpha$ is still the deviation
from the mean field gravity. Since both components are dust fluids we can ignore
the difference of species, and set $\sum_\alpha \mathbf{\hat{F}}_\alpha = \mathbf{\bar{F}}, \sum_\alpha \mathbf{\hat{P}}_\alpha = \mathbf{\bar{P}}$. The whole system
then is treated as a dust fluid composed of a “single species” with mean mass
density $\rho$ and mean velocity field $\mathbf{\bar{v}}$.

2.2.2.2 Transforming to comoving coordinates

The cosmological problems will be simplified by using comoving coordinates.
Such a coordinate system is attached to a homogeneous and isotropic solution,
*i.e.*, the Friedmann-Lemaître background. Structure formation is seeded from
the tiny inhomogeneities. In this section we will transform the equations derived
in the last subsection into comoving coordinates.

One can define the comoving positions $\mathbf{q}_\alpha^{(i)}$, peculiar velocities $\mathbf{u}_\alpha^{(i)}$ and grav-
itational peculiar-accelerations $\mathbf{w}_\alpha^{(i)}$ for each species as follows:

$$\mathbf{q}_\alpha^{(i)} = \frac{1}{a} \mathbf{x}_\alpha^{(i)},$$
\[
\mathbf{u}_\alpha^{(i)} \equiv \mathbf{v}_\alpha^{(i)} - H \mathbf{x}_\alpha^{(i)},
\]
\[
\mathbf{w}_\alpha^{(i)} \equiv \mathbf{g}_\alpha^{(i)} - \frac{\dot{a}}{a} \mathbf{x}_\alpha^{(i)},
\]

where \( a \) is the scale factor of the background. In a Friedmann-Lemaître background with two components, the Hubble parameter and the scale factor satisfy the Friedmann equations:
\[
H^2 = \left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi G}{3} \left( \rho_\alpha H + \rho_\beta H \right) + \frac{\Lambda}{3},
\]
\[
\frac{\ddot{a}}{a} = -\frac{4\pi G}{3} \left( \rho_\alpha H + \rho_\beta H \right) + \frac{\Lambda}{3}.
\]

With the definitions given in Eq. (2.64), the Newtonian equations of motion in Eqs. (2.2, 2.3, 2.4) can be rewritten as
\[
\dot{q}_\alpha^{(i)} = \frac{u_\alpha^{(i)}}{a}, \quad \dot{u}_\alpha^{(i)} = \mathbf{w}_\alpha^{(i)} - H \mathbf{u}_\alpha^{(i)},
\]
\[
\nabla_\alpha^{(i)} \cdot \mathbf{w}_\alpha^{(i)} = -4\pi Ga \left[ m_\alpha a^3 \sum_{i \neq j}^{N_\alpha} \delta \left( q_\alpha^{(i)} - q_\alpha^{(j)} \right) - \rho_H \right],
\]
\[
\nabla_\alpha^{(i)} \times \mathbf{w}_\alpha^{(i)} = 0,
\]

where \( \rho_H = \rho_\alpha H + \rho_\beta H \) is the total homogeneous and isotropic background density.

In last section, we have defined the mean mass density \( \rho_\alpha \) and the mean velocity \( \bar{v}_\alpha \) for each species. The definition of the mean mass density suggests it should be unchanged in the physical and comoving coordinate systems, \( \rho_\alpha (x, \mathbf{v}, t) = \rho_{\alpha co} (q, \mathbf{u}, t) \), where \( q \) is the comoving coordinate of fluid elements in the sense of coarse-graining. Without causing any confusion, we will drop the subscript “co” and use \( \rho \) for the mean mass density in comoving coordinates. Thus we can define the mass density and mean peculiar velocity as
\[
\rho_\alpha (q, t) \equiv \frac{m_\alpha}{(aL)^3} \sum_i W \left( \frac{q - q_\alpha^{(i)}}{L} \right),
\]
\[
\rho_\alpha \mathbf{u}_\alpha (q, t) \equiv \frac{m_\alpha}{(aL)^3} \sum_i W \left( \frac{q - q_\alpha^{(i)}}{L} \right) \mathbf{u}_\alpha^{(i)},
\]
where $L \equiv \mathcal{L}/a$ is defined as the comoving coarse-graining length. Then from Eq. (2.64), one has the relation

$$\bar{\mathbf{v}}_\alpha = \mathbf{u}_\alpha + H \mathbf{R}_\alpha = \mathbf{u}_\alpha + H \mathbf{x} + H (\mathbf{R}_\alpha - \mathbf{x}),$$  

(2.69)

with

$$g_\alpha \mathbf{R}_\alpha (\mathbf{x}, t) = \frac{m_\alpha}{L^3} \sum_i W \left( \frac{x - x^{(i)}_\alpha}{\mathcal{L}} \right) x^{(i)}_\alpha.$$  

(2.70)

Correspondingly, the peculiar counterparts of the vector field $\mathbf{F}_\alpha$ and the velocity dispersion field $\mathbf{P}_\alpha$ around the mean velocity $\bar{\mathbf{v}}_\alpha$ can be defined as

$$\mathbf{F}_\alpha (\mathbf{q}, t) \equiv \mathbf{F}_\alpha (\mathbf{x}, t) - \frac{\dot{a}}{a} g_\alpha (\mathbf{R}_\alpha - \mathbf{x}),$$  

(2.71)

$$\mathbf{P}_\alpha (\mathbf{q}, t) \equiv \mathbf{P}_\alpha (\mathbf{x}, t) + H^2 \mathcal{I}_\alpha (\mathbf{x}, t) - H (\mathbf{D}_\alpha + \mathbf{D}_\alpha^T),$$  

(2.72)

where $\mathbf{R}_\alpha, \mathcal{I}_\alpha, \mathbf{D}_\alpha$ and $\mathbf{D}_\alpha^T$ are defined as the quantities relating to the coarse-graining procedure, with $\mathbf{D}_\alpha^T$ meaning the transposed part of $\mathbf{D}_\alpha$. For the $ij$ component, one has

$$\mathbf{D}_\alpha^T = \mathbf{D}_{ji}.$$  

In fact, as been suggested by Buchert and Domínguez [2005], $\mathbf{R}_\alpha$ is the center-of-mass position for species $\alpha$ in the subsystem defined by the smoothing window, $\mathcal{I}_\alpha$ is the inertia tensor of the same subsystem with respect to $\mathbf{R}_\alpha$, and $\mathbf{D}_\alpha$ is momentum tensor with respect to $\mathbf{R}_\alpha$. Their definitions are derived from relations (2.49, 2.70) and given by

$$\mathcal{I}_{\alpha ij} (\mathbf{x}, t) \equiv \frac{m_\alpha}{L^3} \sum_i W \left( \frac{x - x^{(i)}_\alpha}{\mathcal{L}} \right) x^{(i)}_{\alpha i} x^{(i)}_{\alpha j} - g_\alpha \mathbf{R}_{\alpha i} \mathbf{R}_{\alpha j},$$  

(2.73)

and

$$\mathbf{D}_{\alpha ij} (\mathbf{x}, t) \equiv \frac{m_\alpha}{L^3} \sum_i W \left( \frac{x - x^{(i)}_\alpha}{\mathcal{L}} \right) v^{(i)}_{\alpha i} x^{(i)}_{\alpha j} - g_\alpha \bar{\mathbf{v}}_{\alpha i} \mathbf{R}_{\alpha j},$$  

(2.74)

while the components of $\mathbf{F}_\alpha$ and $\mathbf{P}_\alpha$ are

$$F_{\alpha i} (\mathbf{q}, t) = \frac{m_\alpha}{(aL)^3} \sum_\alpha W \left( \frac{q - q^{(i)}_\alpha}{L} \right) \left[ w^{(i)}_{\alpha i} - w_i (\mathbf{q}, t) \right],$$  

(2.75)
\[ \Pi_{\alpha ij}(q, t) = \frac{m_\alpha}{(aL)^3} \sum_\alpha W \left( \frac{q - q_\alpha^{(i)}}{L} \right) \left[ u_{\alpha i}^{(i)} u_{\alpha j}^{(i)} - u_{\alpha i} u_{\alpha j} \right]. \] (2.76)

With these definitions, one can show that the partial time derivative of Eq. (2.70) produces the relation:

\[ \left. \frac{\partial \left( \varrho_\alpha R_{\alpha i} \right)}{\partial t} \right|_x = - \frac{\partial}{\partial x^j} \frac{m_\alpha}{L^3} \sum_\alpha W \left( \frac{x - x_\alpha^{(i)}}{L} \right) x_{\alpha i}^{(i)} x_{\alpha j}^{(j)} + \varrho_\alpha \bar{v}_{\alpha i}, \] (2.77)

where "|\_x" means the partial time derivative with constant \( x \), and \( \frac{\partial}{\partial x^j} \equiv \partial_j \) acts on the phase coordinate \( x \). Here we have assumed the Einstein summation convention on the index \( j \).

Furthermore, in the comoving coordinate system \( j_\alpha \) can be represented as

\[ j_\alpha(x, t) = \varrho_\alpha(u_\alpha - \bar{u}) + H \varrho_\alpha(R_\alpha - \bar{R}) \]
\[ = j_\alpha(q, t) + H j_{R\alpha}, \] (2.78)

where \( R \) is the centre-of-mass position of the fluid mixture defined by summing over all species

\[ \varrho \bar{R} = \sum_\alpha \varrho_\alpha R_\alpha. \] (2.79)

This definition is consistent with the definition of Eqs. (2.67, 2.68, 2.69) if we define the total mass density and total comoving mean velocity as in Eqs. (2.48, 2.49)

\[ \varrho(q, t) = \sum \varrho_\alpha(q, t), \quad \varrho \bar{u} = \sum \varrho_\alpha u_\alpha. \] (2.80)

Consequently, with the definition of comoving coordinates, Eqs. (2.64, 2.66), and relations (2.71, 2.72, 2.77), one can rewrite Eq. (2.56) as

\[ \left. \frac{\partial (\varrho_\alpha u_{\alpha i})}{\partial t} \right|_x + H \varrho_\alpha u_{\alpha i} - H \partial_j \left[ m_\alpha \frac{1}{L^3} \sum_\alpha W \left( \frac{x - x_\alpha^{(i)}}{L} \right) \right] x_{\alpha i}^{(i)} x_{\alpha j}^{(j)} \]
\[ = - \partial_j (\varrho_\alpha u_{\alpha i} u_{\alpha j}) + \varrho_\alpha w_i + (F_{\alpha i} - \partial_j \Pi_{\alpha ij}) \]
\[ - H^2 \partial_j \left[ m_\alpha \frac{1}{L^3} \sum_\alpha W \left( \frac{x - x_\alpha^{(i)}}{L} \right) x_{\alpha i}^{(i)} x_{\alpha j}^{(j)} \right]. \] (2.81)

The first term on the left side can be derived from the definition of the comov-
ing mean velocity Eqs. (2.67, 2.68). The result will connect the partial time
derivatives at fixed $x$ and $q$ by the relation

$$
\frac{\partial \left( \varrho_{\alpha} u_{\alpha i} \right)}{\partial t} \bigg|_q + 3H \varrho_{\alpha} u_{\alpha i} = \frac{\partial \left( \varrho_{\alpha} u_{\alpha i} \right)}{\partial t} \bigg|_x - H \partial_j \left[ \frac{m_{\alpha}}{L^3} \sum_i W \left( \frac{x - x_{\alpha i}}{L} \right) v_{\alpha j} x_{\alpha i} \right] + H^2 \partial_j \left[ \frac{m_{\alpha}}{L^3} \sum_i W \left( \frac{x - x_{\alpha i}}{L} \right) x_{\alpha i} x_{\alpha j} \right].
$$

(2.82)

Inserting this equation into Eq. (2.81) one finally obtains the relation

$$
\frac{\partial \left( \varrho_{\alpha} u_{\alpha} \right)}{\partial t} \bigg|_q + \frac{1}{a} \nabla_q \left( \varrho_{\alpha} u_{\alpha} \cdot u_{\alpha} \right) + 4H \varrho_{\alpha} u_{\alpha} = \varrho_{\alpha} w + \left( F_{\alpha} - \frac{1}{a} \nabla_q \cdot \Pi_{\alpha} \right). \quad (2.83)
$$

The direct derivation of Eqs. (2.67, 2.68) also shows the evolution of the
mass density $\varrho_{\alpha} (q, t)$ and the comoving mean velocity. The mass conservation
equation is

$$
\frac{\partial \varrho_{\alpha}}{\partial t} + 3H \varrho_{\alpha} + \frac{1}{a} \nabla_q \cdot \left( \varrho_{\alpha} u_{\alpha} \right) = 0, \quad (2.84)
$$

where the time derivative is at fixed $q$. The evolution equation of comoving mean
velocity $u_{\alpha}$ is then given by

$$
\frac{\partial \left( \varrho_{\alpha} u_{\alpha} \right)}{\partial t} + \frac{1}{a} \nabla_q \left( \varrho_{\alpha} u_{\alpha} \cdot u_{\alpha} \right) + 4H \varrho_{\alpha} u_{\alpha} = \varrho_{\alpha} w + \left( F_{\alpha} - \frac{1}{a} \nabla_q \cdot \Pi_{\alpha} \right). \quad (2.85)
$$

where the mean peculiar-gravity field strength $w$ satisfies

$$
\nabla_q \cdot w = - \sum_{\alpha} 4\pi G a (\varrho_{\alpha} - \varrho_{\alpha} H), \quad \nabla_q \times w = 0. \quad (2.86)
$$

If we drop off the symbol “$|_q$” in Eq. (2.83) then they are same evolution equations
for mean velocity of species $\alpha$, as expected.

Combining Eqs. (2.80, 2.84, 2.85), the evolution equations for the total mass
density $\varrho$ and comoving mean velocity of the mixture are

$$
\frac{\partial \varrho}{\partial t} + 3H \varrho + \frac{1}{a} \nabla_q \cdot (\varrho u) = 0, \quad (2.87)
$$
\[
\frac{\partial}{\partial t} \left( \varrho \mathbf{u} \right) + \frac{1}{a} \nabla_q (\varrho \mathbf{u} \cdot \mathbf{u}) + 4H \varrho \mathbf{u} = -\sum_{\alpha} \frac{1}{a} \nabla_q \left( \frac{j_{\alpha} \cdot j_{\alpha}}{\varrho_{\alpha}} \right) + \varrho \mathbf{w} + S_{\text{term}},
\]

\[\text{(2.88)}\]

\[
S_{\text{term}} = \sum_{\alpha} \left( F_{\alpha} - \frac{1}{a} \nabla_q \cdot \Pi_{\alpha} \right).
\]

\[\text{(2.89)}\]

Finally, with the comoving coordinates, we have constructed a dynamical system through the coarse-graining procedure for a fluid mixture consisting of two different species. As in the Eulerian system, the comoving system is closed by choosing some physical restrictions relating to large-scale structure formation.

We have discussed three different cases in section 2.2.2.1. Unfortunately, the approximations we used in those cases will be modified because of the new hierarchies arising from the transformations Eqs. (2.71, 2.72). A choice of \( F_{\alpha} = 0 \) and \( \mathcal{P}_{\alpha} = p (\varrho_{\alpha}) \delta \) does not equate to \( F_{\alpha} = 0 \) and \( \Pi_{\alpha} = p_{\alpha} (\varrho_{\alpha}) \delta \). A brief interpretation has been discussed by Buchert and Domínguez [2005]. The equivalence between the comoving system and Eulerian system has to be carefully considered when the approximations are made.

To gain a first insight into the LPT of large-scale structure formation with two components in Newtonian cosmologies, we will focus on the third case. In the comoving coordinates system we suppose that \( F_{\alpha} = 0 \) and \( \Pi_{\alpha} = p_{\alpha} (\varrho_{\alpha}) \delta \). With such a choice we can compare our results with those obtained from the one-component case in the LPT and SPT, respectively.

### 2.2.2.3 The Euler-Newton-System of two components with pressure in comoving coordinates

As a check, we will now reproduce the SPT in Newtonian cosmologies with two components supported by an isotropic pressure \( p(\varrho) \) using the system of equations derived in the subsection above. This very basic investigation has been discussed by many authors within the framework of hydrodynamic approximation. For example, see [Grishchuk and Zel’dovich, 1981; Solov’eva and Nurgaliev, 1985; Solov’eva and Starobinsky, 1985; Mathai et al., 1988; Haubold et al., 1991; Gailis and Frankel, 2006]. Here we consider a non-rotating Eulerian coordinate system in a Newtonian cosmology with two fluid components \( A \) and \( B \). Each component should then obey the same basic equations describing the whole system, which
are the continuity equation (2.84) and the Euler equation (2.85):

\[
\partial_t \varrho_A + 3H \varrho_A + \frac{1}{a} \nabla_q \cdot (\varrho_A u_A) = 0, \quad (2.90)
\]

\[
\partial_t \varrho_B + 3H \varrho_B + \frac{1}{a} \nabla_q \cdot (\varrho_B u_B) = 0, \quad (2.91)
\]

\[
\partial_t u_A + \left( u_A \cdot \nabla_q \right) u_A + Hu_A = w - \frac{1}{a} \frac{\nabla q p_A}{\varrho_A}, \quad (2.92)
\]

\[
\partial_t u_B + \left( u_B \cdot \nabla_q \right) u_B + Hu_B = w - \frac{1}{a} \frac{\nabla q p_B}{\varrho_B}, \quad (2.93)
\]

\[
\nabla_q \times w = 0, \quad \nabla_q \cdot w = -4\pi G \alpha (\varrho - \varrho_H), \quad (2.94)
\]

where the term \( \nabla p/\varrho \) accounts for the isotropic part of the velocity dispersion tensor with \( p = \alpha \varrho \). The gravitational field strength \( \Phi \) is determined by the Poisson equation \( \Delta \Phi = 4\pi G \varrho - \Lambda \) where \( \Delta = \nabla^2_x = a^{-2} \nabla^2_q \) is the Laplace operator in Eulerian space. Its comoving counterpart \( \Psi \) can be defined according to Eq. (2.64)

\[
\nabla_q \Psi = \nabla_q \Phi + a \dot{a} q. \quad (2.95)
\]

Now for each component we can define the corresponding density contrast as

\[
\delta_{\alpha} \equiv \frac{\varrho_{\alpha} - \varrho_{\alpha H}}{\varrho_{\alpha H}}. \quad (2.96)
\]

Since the total mass density has been defined to be Eq. (2.80), we can define the total density contrast as

\[
\delta(q,t) \equiv \frac{\varrho - \varrho_H}{\varrho_H} = \frac{\varrho_H \delta_A + \varrho_H \delta_B}{\varrho_H + \varrho_H} = f_A \delta_A + f_B \delta_B, \quad (2.97)
\]

where \( f_A(B) \) is the density fraction of component \( A \) (\( B \)) and should be a constant. This definition has been used by most previous relevant works, and is physically meaningful. Inserting these definitions into Eqs. (2.90, 2.91, 2.92, 2.93, 2.94), we obtain the density fluctuation evolution equations, where focusing on the density parts

\[
\partial_t \delta_A + \frac{1}{a} \nabla_q \cdot u_A + \frac{1}{a} \nabla_q (\delta_A u_A) = 0, \quad (2.98)
\]

\[
\partial_t \delta_B + \frac{1}{a} \nabla_q \cdot u_B + \frac{1}{a} \nabla_q (\delta_B u_B) = 0, \quad (2.99)
\]
\[ \partial_t u_A + \frac{1}{a} (u_A \cdot \nabla q) u_A + H u_A = \frac{1}{a} \nabla_q \delta \Psi - \frac{p_{AH} \nabla_q \delta p_A}{a \varrho_{AH} (1 + \delta \varrho_A)}, \quad (2.100) \]

\[ \partial_t u_B + \frac{1}{a} (u_B \cdot \nabla q) u_B + H u_B = \frac{1}{a} \nabla_q \delta \Psi - \frac{p_{BH} \nabla_q \delta p_B}{a \varrho_{BH} (1 + \delta \varrho_B)}, \quad (2.101) \]

\[ \Delta_q \delta \Psi = -4\pi G a^2 \varrho_{H} \delta. \quad (2.102) \]

In general we should also consider the fluctuations of the velocities of the different components. If we keep only the first order fluctuations, then we will have

\[ \partial_t^2 \delta_A + 2H \partial_t \delta_A - a^{-2} c_{sA}^2 \nabla_q^2 \delta_A = 4\pi G \sum \varrho_{AH} \delta_A, \quad (2.103) \]

where \( c_{sA}^2 = dp_A/d\varrho_A \) is defined as the adiabatic sound speed of the component \( \alpha \). Such equations can be easily analyzed using Fourier transforms [Peebles, 1993; Coles and Lucchin, 2002; Weinberg, 2008]. Then by the definition Eq. (2.97), we obtain the linear evolution equation for total density contrast

\[ \partial_t^2 \delta + 2H \partial_t \delta - a^{-2} \nabla_q^2 (c_{sA}^2 \delta_A + c_{sB}^2 \delta_B) = 4\pi G \varrho_{H} \delta. \quad (2.104) \]

Clearly it is impossible to solve this equation until we make some specific approximation about the relation of \( \delta_A \) and \( \delta_B \).

### 2.2.2.4 The Lagrange-Newton system for two components with pressure in comoving coordinates

We now construct a Lagrange-Newton system for such a fluid mixture. In the last section we have constructed a comoving Eulerian system for a fluid mixture in Newtonian cosmology. If we use an anisotropic velocity dispersion to describe the effect of relative motion between the two species, then we can focus on the dynamics of the fluid mixture without knowing the details of the relative motion. In this case the evolution equations are given by

\[ \frac{\partial \varrho}{\partial t} + 3H \varrho + \frac{1}{a} \nabla_q \cdot (\varrho u) = 0, \quad (2.105) \]

\[ \frac{\partial}{\partial t} (\varrho u) + \frac{1}{a} \nabla_q (\varrho u \cdot u) + 4H \varrho u = \varrho w - \frac{1}{a} \nabla_q \bar{\Pi}, \quad (2.106) \]
with
\[
\partial_t \tilde{\Pi}_{ij} + \frac{1}{a} u_k \frac{\partial \tilde{\Pi}_{ij}}{\partial q_k} + 5H \tilde{\Pi}_{ij} + \frac{1}{a} \tilde{\Pi}_{ij} \frac{\partial u_k}{\partial q_k} = -\frac{1}{a} \left( \tilde{\Pi}_{ik} \frac{\partial u_j}{\partial q_k} + \tilde{\Pi}_{jk} \frac{\partial u_i}{\partial q_k} \right),
\]
(2.107)

For details, see Appendix A.

To perform the Lagrangian perturbative approach, we now transform the above equations into the Lagrangian comoving coordinates. Following Eq. (2.33) we define the Lagrangian comoving coordinates \( \mathbf{X} \) along trajectories of the fluid mixture elements as:
\[
\begin{align*}
q &= \mathbf{X} + P(\mathbf{X}, t), \\
u &= a \dot{P}, \\
P(\mathbf{X}, t_i) &= 0,
\end{align*}
\]
(2.108)

where we redefine \( P \) as the comoving deformation fields. A dot here denotes the Lagrangian time-derivative for an arbitrary tensor, vector or scalar \( A \):
\[
\dot{A} = \frac{dA}{dt} = \frac{\partial A}{\partial t} \bigg|_X = \frac{\partial A}{\partial t} \bigg|_q + \frac{1}{a} (\mathbf{u} \cdot \nabla q) A.
\]
(2.109)

We can derive the evolution equation for the peculiar-gravitational field \( \mathbf{w} \). A method for calculating this was first introduced by Buchert [1989] and further developed by Buchert and Domínguez [2005]. The result is
\[
\dot{\mathbf{w}} + 2H \mathbf{w} - 4\pi G \varrho H \mathbf{u} = \frac{1}{a} \left[ (\mathbf{u} \cdot \nabla q) \mathbf{w} - \mathbf{u} (\nabla q \cdot \mathbf{w}) + \nabla q \times \mathbf{T} \right] = \mathbf{W},
\]
(2.110)

where \( \mathbf{T} \) is the vector potential of \( \varrho \mathbf{u} \) and satisfies the conditions
\[
\nabla q \cdot \mathbf{T} = 0, \quad \Delta_q \mathbf{T} = 4\pi G a \nabla q \times (\varrho \mathbf{u}).
\]
(2.111)

Here \( \Delta_q := \nabla^2 q \) is the Laplacian operator with respect to \( q \). Inserting Eq. (2.108) and formally integrating Eq. (2.110) yields the expression for \( \mathbf{w} \):
\[
\mathbf{w}(\mathbf{X}, t) = \frac{a_1^2}{a^2} \mathbf{w}_1 + 4\pi G a_2 \varrho H \mathbf{P}(\mathbf{X}, t) + \frac{1}{a^2} \int_{t_i}^t d\tau \, a^2(\tau) \mathbf{W}(\mathbf{X}, \tau),
\]
(2.112)

where \( \mathbf{w}_1 \) describes the initial peculiar-gravitational field.

\[\text{Note the hydrodynamic approximation has been adopted here.}\]
The combination of Eq. (2.106), Eq. (2.108) and Eq. (2.112) finally produces the second order time derivative equation of the deformation field $P$:

$$
\dddot{P} + 2H\dot{P} - 4\pi G\varrho_H P = \frac{a_i^2}{a^3}w_i + \frac{1}{a^3} \int_{t_i}^{t} d\tau a^2(\tau) \mathcal{W}(X, \tau) - \frac{1}{\varrho a^2} \nabla_q \cdot \tilde{\Pi}.
$$

(2.113)

Thus we come back to the most basic and important equation for the LPT. The physical interpretation of this equation, and the approximations one needs have been introduced in many LPT papers: see [Buchert, 1989; Bildhauer et al., 1992; Ehlers and Buchert, 1996; Buchert and Domínguez, 1998; Buchert and Adler, 1999; Buchert and Domínguez, 2005; Buchert, 2006] and references therein.

As we see, Eq. (2.113) has an exact analytic form and we need to know the expression for $\mathcal{W}$ to solve it. A rigorous procedure would require one to consider the dynamical properties of $\mathcal{W}$, which is beyond the scope of the present work. We will simply assume this term to be zero to simplify the calculations, $i.e.$, $\mathcal{W} = 0$. We then have to transform the right hand side of Eq. (2.113) to the Lagrangian framework.

The mass conservation equation relates the density field to the deformation field $P$ via the Jacobian Eq. (2.36)

$$
\frac{a_i^3 \varrho(X, t)}{a_i^3 \varrho(X, t_i)} = \frac{\text{det}J_{ij}(X, t)}{\text{det}J_{ij}(X, t_i)} = \frac{J_i}{J}, \quad J_{ij}(X, t) = \frac{\partial q_i}{\partial X_j} = \delta_{ij} + \frac{\partial P_i}{\partial X_j},
$$

(2.114)

since we have defined $P_1 = P(X, t_i) = 0$ so that $J_1 = 1$. In SPT, the density contrast $\delta$ is defined by $\delta \equiv (\varrho - \varrho_H)/\varrho_H$. In LPT we can similarly define the density contrast of the fluid mixture as

$$
\delta(X, t) \equiv \frac{\varrho - \varrho_H}{\varrho_H} = \left(\frac{a_1^3 \varrho_1}{a_1^3 \varrho_H} - J\right)/J = \left(1 - J - \frac{\nabla_q \cdot w_1}{4\pi G a_i \varrho_H}\right)/J.
$$

(2.115)

If we assume a quasi-homogeneous initial condition for simplicity, $i.e.$, $\varrho_1 \approx \varrho_{H1}$, then $w_1 \approx 0$, the above equation becomes $\delta = (1 - J)/J$ and Eq. (2.113) reduces to Eq. (47) of [Buchert and Domínguez, 2005].
2.2.2.5 The perturbative expansion for the Lagrange-Newton system

Even though we have derived exact evolution equations for the deformation field $P$ and the velocity dispersion tensor $\tilde{\Pi}$, it is still difficult to solve such a system analytically. We have to consider a perturbative procedure with the expansion Eq. (2.42) (with comoving deformation $P$).

Before applying the perturbative expansion, we write the $i$-th component of Eq. (2.113) as

$$\ddot{P}_i + 2H \dot{P}_i - 4\pi G \rho \Pi_i = \frac{W^c_i}{a^3} - \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j}, \quad (2.116)$$

where $W^c = a_1^2 w_i$ and $(J^{-1})_{ij}$ is the inverse to the matrix $J_{ij}$. Then we transform Eq. (2.107) with respect to the Lagrangian coordinates, with the result

$$\frac{\partial \tilde{\Pi}_{ij}}{\partial t} \bigg|_X + 5H \tilde{\Pi}_{ij} = -\frac{1}{a} \left( \frac{\partial u_j}{\partial q_k} \tilde{\Pi}_{ki} + \frac{\partial u_i}{\partial q_k} \tilde{\Pi}_{kj} + \frac{\partial u_k}{\partial q_k} \tilde{\Pi}_{ij} \right) = \frac{1}{a} \Xi_{ij}, \quad (2.117)$$

Now we can take a third time derivative of Eq. (2.116). For the last term, we have

$$\frac{d}{dt} \left[ \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j} \right]
\begin{align*}
&= a (J^{-1})_{jk} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j} \frac{d}{dt} \left( \frac{1}{\rho a^2} \right) + \frac{1}{\rho a^2} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j} \frac{d}{dt} (J^{-1})_{jk} + H \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j} \\
&+ \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{d}{dt} \left( \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j} \right) \\
&= - \left( \frac{1}{\rho a^2} \frac{d}{dt} \left( \frac{\rho a^3}{J_{jk}} \right) + \frac{1}{J_{jk}} \frac{d J_{jk}}{dt} \right) \left[ \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j} \right] + H \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j} \\
&+ \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial}{\partial X_j} \left( \frac{1}{a} \Xi_{ki} - 5H \tilde{\Pi}_{ki} \right) \\
&= H \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j} + \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial}{\partial X_j} \left( \frac{1}{a} \Xi_{ki} - 5H \tilde{\Pi}_{ki} \right) \\
&= \frac{1}{\rho a^3} (J^{-1})_{jk} \frac{\partial \Xi_{ki}}{\partial X_j} - 4H \frac{1}{\rho a^2} (J^{-1})_{jk} \frac{\partial \tilde{\Pi}_{ki}}{\partial X_j}. \quad (2.118)
\end{align*}$$
NEWTONIAN LAGRANGIAN PERTURBATION THEORY FOR TWO FLUIDS

Note that in the second of the equalities on the right hand side the mass conservation law has been applied. Thus we obtain the third order time derivative equation for \( P_i \):

\[
\dddot{P}_i + 6H \dot{P}_i + (8H^2 - 12\pi G\varrho_H) \dot{P}_i - 4\pi GH\varrho_H P_i = H \frac{W_i^c}{a^3} - \frac{1}{\varrho a^3} \left( J^{-1} \right)_{jk} \frac{\partial \Xi_{ki}}{\partial X_j}.
\]

(2.119)

This is a basic equation which describes the evolution of the deformation field of a fluid mixture that is composed of two different species. The relative motion between the two species of the fluid mixture is hidden in the term \( \tilde{\Pi} \), from which \( \Xi \) is defined according to (2.117).

We now apply a perturbative expansion to Eq. (2.119). Using the definition of \( \tilde{\Pi} \) and the relation Eq. (2.108), if we take \( P^{(1)} \sim \mathcal{O}(\varepsilon) \) as first order, then the first order terms are \( P^{(1)}, u^{(1)} \sim \mathcal{O}(\varepsilon) \), the terms \( P^{(2)}, u^{(2)}, \Pi^{(2)}_{ij}, \Pi^{(2)}_{ij} \sim \mathcal{O}(\varepsilon^2) \) are second order, and \( \Xi_{ij} \sim \mathcal{O}(\varepsilon^3) \) is third order. We stress that the corrections from the velocity dispersion are at least second order. Thus the first order term follows the standard evolution equation for an overdensity in a dust Newtonian cosmology [Bernardeau et al., 2002]. Hereafter we will consider only terms up to second order in \( P \) and will omit the superscript \( ^{(2)} \), since the differential operator which acts on the first and second order terms will be shown to have the same analytic form in both cases.

On the other hand, we use the scale factor \( a \) as the time variable for convenience. Eq. (2.119) then becomes

\[
a^3H^3P_i''' + \frac{3}{2} a^2H \left( 3H^2 + \Lambda \right) P_i'' + \frac{3}{2} aH \left( H^2 + 2\Lambda \right) P_i' - 4\pi GH\varrho_H P_i = H \frac{W_i^c}{a^3},
\]

(2.120)

where we have used the symbol \( ^{\prime} \equiv d/da \). Note here we have ignored the third and higher orders. Furthermore, the background mass density also satisfies the mass conservation law, so that \( a^3\varrho_H = a_i^3\varrho_{H_i} \). The initial value \( W_i^c \) can be written as

\[
W_i^c = 4\pi Ga^3\varrho_H \frac{W_i^c}{4\pi Ga_i^3\varrho_{H_i}}.
\]

(2.121)

We can now define a new variable \( \tilde{P}_i \) such that

\[
\tilde{P}_i = P_i + \frac{W_i^c}{4\pi Ga_i^3\varrho_{H_i}}.
\]

(2.122)
Inserting this new variable into Eq. (2.120) and noting that the initial terms on the right hand side are time independent, one finally arrives at a third-order ordinary differential equation

\[ a^3 H^3 \dddot{\tilde{P}}_i + \frac{3}{2} a^2 H (3H^2 + \Lambda) \ddot{\tilde{P}}_i + \frac{3}{2} a H \left( H^2 + 2\Lambda \right) \dot{\tilde{P}}_i - 4\pi GH \varrho_H \tilde{P}_i = 0. \]  

(2.123)

Here, \( \tilde{P} \) includes terms up to second order. The general solution of this equation can be easily derived from the theory of ordinary differential equations. For a homogeneous linear equation of the third order with the form

\[ f_3(x)y'''_{xxx} + f_2(x)y''_{xx} + f_1(x)y'_x + f_0(x)y = 0, \]

(2.124)

the general solution is given by

\[ y = C_1 y_1 + C_2 y_2 + C_3 \left( y_2 \int y_1 \psi \, dx - y_1 \int y_2 \psi \, dx \right), \]

(2.125)

\[ \psi = \exp \left( - \int \frac{f_2}{f_3} \, dx \right) (y_1 y'_2 - y'_1 y_2)^{-2}, \]

where \( C_1, C_2, C_3 \) are constants and \( y_1, y_2 \) are two nontrivial independent particular solutions of the homogeneous equation.

### 2.2.2.6 The solutions in an Einstein-de Sitter universe

We now investigate the solutions of Eq. (2.123) in an Einstein-de Sitter universe which is dominated by dark matter. In this toy model, \( \Lambda = 0 \) and the solution is straight-forwardly given by

\[ \tilde{P}_i = - \left[ \frac{C^{(1)}_{i1} + C^{(2)}_{i1}}{a^{3/2}} + a \left( C^{(1)}_{2i} + C^{(2)}_{2i} \right) + \frac{C^{(2)}_{3i}}{a} \right], \]

\[ \frac{W_{i}^c}{4\pi G a_i^3 \varrho_{H} a} = - \left[ \frac{C^{(1)}_{i1} + C^{(2)}_{i1}}{a^{3/2}} + a_1 \left( C^{(1)}_{2i} + C^{(2)}_{2i} \right) + \frac{C^{(2)}_{3i}}{a_1} \right], \]  

(2.126)

with \( C_{i1}, C_{2i}, C_{3i} \) being three functions of the Lagrangian coordinates \( \mathbf{X} \) defined by the initial conditions. The first order solutions are given by the \( C^{(1)} \) terms.
Recalling that we expand up to second order, the Jacobian becomes

$$J = 1 + \frac{\partial P^{(1)}}{\partial X_i} + \frac{\partial P^{(2)}}{\partial X_i} + \frac{1}{2} \varepsilon_{ijk} \varepsilon^{imn} \frac{\partial P^{(1)}}{\partial X_j} \frac{\partial P^{(1)}}{\partial X_k} + \mathcal{O} (\varepsilon^3).$$  \hspace{1cm} (2.127)

The mass density will then be represented up to first order as

$$\varrho^{(1)} (X, a) = \varrho_H \left( \delta^{(1)} - \frac{\partial P^{(1)}}{\partial X_i} \right) = \varrho_H \left( \frac{\tilde{C}^{(1)}}{a^{3/2}} + a \frac{\tilde{C}^{(1)}}{2} \right)$$  \hspace{1cm} (2.128)

where

$$\delta^{(1)} = \frac{\tilde{C}^{(1)}}{a^{3/2}} + a \tilde{C}^{(1)}, \quad \tilde{C}_n = \frac{\partial C_{ni}}{\partial X_i}, \quad n = 1, 2, 3.$$  \hspace{1cm} (2.129)

This first order mass density indeed has the normal form of the solution for the overdensity in a dust Newtonian cosmology. The second order mass density then should be expressed as

$$\varrho^{(2)} (X, a) = \varrho_H \left[ \frac{\partial P^{(1)}}{\partial X_i} \frac{\partial P^{(1)}}{\partial X_k} + \delta^{(2)} - \frac{\partial P^{(2)}}{\partial X_i} - \frac{1}{2} \varepsilon_{ijk} \varepsilon^{imn} \frac{\partial P^{(1)}}{\partial X_j} \frac{\partial P^{(1)}}{\partial X_k} - \frac{\partial P^{(1)}}{\partial X_i} \delta^{(1)} \right].$$  \hspace{1cm} (2.130)

We claim that each order here refers to the corresponding term of the expansion according to the deformation field $P$.

Eq. (2.126) is evidently a Zel’dovich-type solution. Since an Einstein-de Sitter universe has a scale factor which evolves as $a \sim t^{2/3}$, this solution includes the standard dust solution given by the growing term $C_2$ and the decaying term $C_1$. The new decaying mode $C_3$ is second order, and is introduced by the effect of anisotropic velocity dispersion. If the velocity dispersion of the fluid mixture is zero then we can expect that this new decaying mode will be removed. Here the anisotropic velocity dispersion around the peculiar velocity of the mixture arose from the relative motions of two species which form the mixture continuum of the universe. For the special case in which no relative motions appear, the velocity dispersion becomes isotropic as we have assumed that each species has an isotropic velocity dispersion about its own peculiar velocity. Eq. (2.116) then reduces to the well-known evolution equation for the deformation field of a dust fluid supported by isotropic pressure [Buchert and Adler, 1999].
Since Eq. (2.120) includes terms up to second order in the deformation field the details of the relative motion of the different species, being of higher order, do not appear. Consequently, the solution (2.128) is unaffected by the relative motion once the initial conditions are specified. However, the effects of relative motions will be significant at higher orders. It is also clear that in the second order regime, the velocity dispersion $\tilde{\Pi}$ decays quickly as $\tilde{\Pi} \sim a^{-5}$. But at higher orders, the spatial derivative of $\tilde{\Pi}$ will suppress the attenuation.

It is worth noting that the new decaying mode decays more slowly than the standard decaying mode. This is expected as a consequence of the appearance of the anisotropic velocity dispersion, which results in an effective non-perfect fluid [Maartens et al., 1999; Amendola and Finelli, 2005]. Clearly, for velocity dispersion tensors with vanishing anisotropic parts, Eq. (2.116) can be solved using the specified approximations, with only two solutions.

2.2.2.7 Searching for the evolution of single species in an Einstein-de Sitter universe

Although we have stressed that the relative motion between the two species is hidden in $\tilde{\Pi}$, the possibility of determining the evolution of a single species still exists. Furthermore, the linear part of Eq. (2.117) does not determine the spatial part of $\tilde{\Pi}$, which should be defined by the same initial conditions applied to each species.

The procedure is straightforward. First, we have obtained Eq. (2.126) to describe the evolution of the fluid mixture up to second order. Next the expression for the peculiar-gravitational strength field $w$ can be easily derived by inserting this solution into Eq. (2.112). Noting that this $w$ is same for the whole mixture system, and that the evolution of each species follows the dynamical equations Eqs. (2.84, 2.85), after replacing $w$ with $\tilde{P}$ we finally arrive at two evolution equations in two unknown variables. This is true for each species. Hence solving these two equations we will find the evolution of both components.

We follow the procedure to derive the solution for each species. The evolution equations of $\varrho_\alpha$ and $u_\alpha$ are then

$$\partial_t \delta \varrho_\alpha + \frac{1}{a} \nabla_q \cdot [(1 + \delta \varrho_\alpha) u_\alpha] = 0,$$

(2.131)
\[
\partial_t \mathbf{u}_\alpha + \frac{1}{a} (\mathbf{u}_\alpha \cdot \nabla q) \mathbf{u}_\alpha + H \mathbf{u}_\alpha - 4\pi G a \varrho H \tilde{P} = -\frac{\nabla q \varrho_\alpha (\varrho_\alpha)}{a \varrho_\alpha}.
\] (2.132)

The second equation shows that \( \mathbf{u}_\alpha \) should have the same order as \( \tilde{P} \). Taking a time derivative of Eq. (2.131) and inserting Eq. (2.132) into the result, one obtains an exact evolution equation for \( \delta \varrho_\alpha \):

\[
\partial_t^2 \delta \varrho_\alpha + 2H \partial_t \delta \varrho_\alpha - \frac{1}{a^2} \nabla q \cdot [\nabla q \cdot (1 + \delta \varrho_\alpha) \mathbf{u}_\alpha] \mathbf{u}_\alpha + \frac{1}{a} \nabla q \cdot [(1 + \delta \varrho_\alpha) \mathbf{w}]
- \frac{\nabla q \cdot (\nabla q p_\alpha)}{a^2 \varrho_\alpha H} - \frac{1}{a^2} \nabla q [(1 + \delta \varrho_\alpha) (\mathbf{u}_\alpha \cdot \nabla q) \mathbf{u}_\alpha] = 0.
\] (2.133)

Note that the partial derivative here is with respect to the Eulerian comoving coordinates \( q \), and should be transformed to the full time derivative by Eq. (2.109).

To proceed, one has to approximate the “equation of state” of each species. Different choices have been discussed for the gravitational instability of an expanding two-component Newtonian universe (see the references cited in section 2.2.2.3). An exact EOS for a dust continuum with isotropic velocity dispersion has been given by Buchert and Domínguez [1998], viz., \( p(X,t) = \kappa(X) \varrho(X,t)^{5/3} \) with \( \kappa \sim \mathcal{O}(\varepsilon^2) \). In our case, with the assumptions we have made for each species we can expect this EOS to be true for both components, i.e., \( p_\alpha = \kappa_\alpha \varrho_\alpha^{5/3} \) and \( \kappa_\alpha \) is a function of \( X \). Thus up to second order we have \( p_\alpha^{(2)} = \kappa_\alpha \varrho_\alpha^{5/3} \).

Eq. (2.133) can now be solved order by order. At first order, the equation becomes

\[
\partial_t \delta \rho_\alpha^{(1)} + 2H \delta \rho_\alpha^{(1)} + 4\pi G \varrho H \frac{\partial \tilde{P}_i^{(1)}}{\partial X_i} = 0,
\] (2.134)

or with respect to \( a \),

\[
\frac{d^2 \delta \rho_\alpha^{(1)}}{da^2} + \frac{3}{2a} \frac{d \delta \rho_\alpha^{(1)}}{da} + \frac{3}{2a^2} \frac{\partial \tilde{P}_i^{(1)}}{\partial X_i} = 0.
\] (2.135)

Furthermore, the evolution equation at second order for \( \delta \rho_\alpha^{(2)} \) is

\[
\dot{\delta \rho_\alpha^{(2)}} - \left( \delta \rho_\alpha^{(1)} \right)^2 + 2H \delta \rho_\alpha^{(2)} - \frac{\varrho_\alpha H}{a^2} \Delta X \kappa_\alpha - \frac{2}{a} \left( \mathbf{u}_\alpha^{(1)} - \mathbf{u}_\alpha^{(1)} \right) \cdot \nabla X \delta \rho_\alpha^{(1)}
\]
\[
+ 4\pi G \varrho H \left( \frac{\partial P_i^{(2)}}{\partial X_i} + \frac{\partial P_i^{(1)}}{\partial X_i} \delta \varrho^{(1)}_\alpha - \frac{\partial \tilde{P}_i^{(1)}}{\partial X_k} \frac{\partial P_k^{(1)}}{\partial X_i} \right) - \frac{1}{a^2} \frac{\partial u_{\alpha i}}{\partial X_j} \frac{\partial u_{\alpha j}}{\partial X_i} = 0, \tag{2.136}
\]

or with respect to \( a \)

\[
\frac{d^2 \delta \varrho_\alpha}{da^2} + \frac{3}{2a} \frac{d \delta \varrho_\alpha}{da} - \left( \frac{d \delta \varrho_\alpha}{da} \right)^2 - \frac{\varrho_{\alpha H}}{a^3 H^2} \Delta x^\kappa_\alpha - \frac{2 \left( \mathbf{u}^{(1)} - \mathbf{u}_\alpha^{(1)} \right)}{a^2 H} \cdot \nabla_x \frac{d \delta \varrho_\alpha}{da} + \frac{3}{2a^2} \left( \frac{\partial \tilde{P}_i^{(2)}}{\partial X_i} + \frac{\partial \tilde{P}_i^{(1)}}{\partial X_i} \delta \varrho_\alpha^{(1)} - \frac{\partial \tilde{P}_i^{(1)}}{\partial X_k} \frac{\partial P_k^{(1)}}{\partial X_i} \right) - \frac{1}{a^4 H^2} \frac{\partial u_{\alpha i}}{\partial X_j} \frac{\partial u_{\alpha j}}{\partial X_i} = 0. \tag{2.137}
\]

Since we have obtained the solution to first and second order in \( \tilde{P} \), the procedure to solve Eqs. (2.135, 2.137) is straightforward. Direct calculation shows that the first order term \( \delta \varrho_\alpha^{(1)} \) is given by the solution

\[
\delta \varrho_\alpha^{(1)} = \frac{\tilde{C}^{(1)}_1}{a^{3/2}} + a \frac{\tilde{C}^{(1)}_2}{a^{1/2}} - \frac{C_{\alpha 1}^{(1)}}{a^{3/2}} + C_{\alpha 2}^{(1)}, \tag{2.138}
\]

with \( C_{\alpha 1}^{(1)} \) and \( C_{\alpha 2}^{(1)} \) given by the initial conditions. This is the well-known first order perturbative solution for a Newtonian cosmology composed of two dust components, where the two components have different mass fractions. Consequently, the first order solution of \( \delta \varrho_\beta \) can be derived by considering the relation Eq. (2.80), and the result is

\[
\delta \varrho_\beta^{(1)} = \frac{\tilde{C}^{(1)}_1}{a^{3/2}} + a \frac{\tilde{C}^{(1)}_2}{a^{1/2}} + \zeta \left( \frac{C_{\alpha 1}^{(1)}}{a^{1/2}} - C_{\alpha 2}^{(1)} \right), \tag{2.139}
\]

where \( \zeta = \varrho_{\alpha H}/\varrho_{\beta H} \) is the mass density ratio of two species in the background spacetime.

Inserting \( \delta \varrho_\alpha^{(1)} \), \( \mathbf{u}^{(1)} \) and \( \mathbf{u}_\alpha^{(1)} \) into Eq. (2.137), one obtains the second order solution \( \delta \varrho_\alpha^{(2)} \). The calculation is tedious but straight-forward. One also should realize that all spatial functions can be related to each other on account of the same initial conditions. In other words, once we have determined the initial distributions and initial peculiar velocities of both species \( \alpha \) and \( \beta \), then we also know the distribution and peculiar velocity of the fluid mixture. A lengthy but
straight-forward calculation combining Eqs. (2.126, 2.130) will lead directly to the second order solution $\delta \rho^{(2)}_\beta$, which we will not present here.

It is worth stressing that since the velocity dispersion has been treated as second order, its influence on large scale structure ($> L$) will be small. The fluid mixture behaves as a dust fluid at first order. Both species will attract each other quickly through their mutual gravity, and then mix to become a “pure” dust continuum. For higher orders, the effect of the anisotropic velocity dispersion may become significant once one accounts for the term $\Xi$. Such work goes beyond the scope of this thesis and will not be discussed here.

2.2.3 Constructing the Lagrange-Newton system from the viewpoint of each species

In last few subsections we have constructed a Lagrangian-Newtonian system from the viewpoint of the fluid mixture. Here we will construct such a system from the viewpoint of each species, i.e., following the trajectories of each component. For an arbitrary synchronous hypersurface, in general at any point $p$ there will simultaneously exist two components with energy densities $\rho_\alpha$ and $\rho_\beta$ if only gravitational effects are included. The total mass contained in an infinitesimal volume around point $p$ is then

$$\delta M_p (x_p, t) = \delta M_\alpha (x_p, t) + \delta M_\beta (x_p, t) = [\rho_\alpha (x_p, t) + \rho_\beta (x_p, t)] d^3x. \tag{2.140}$$

It must be kept in mind that this total mass is not conserved along $\alpha$’s flow line.

We now can define a comoving Lagrangian coordinate system for either of the two components. One just needs to specify on which fluid element this Lagrangian coordinate system is attached. For example, we may assume this Lagrangian coordinate system is defined by fluid $A$. Then at a time $t_m > t_i$ the Eulerian position $q$ will correspond to two different fluid elements for $A$ and $B$,

---

5 We neglect degenerate cases such as $\rho_\alpha (x_p, t) \neq 0$ but $\rho_\beta (x_p, t) = 0.$
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respectively. We will have\(^6\):

\[
q(\cdot, t_m) = X + P_A(X, t_m) = Y + P_B(Y, t_m), \tag{2.141}
\]

where \(Y\) marks the fluid element \(B\) originating from a different initial position to \(A\). Varying \(t_m\) will also lead \(Y\) to vary, so \(Y\) will be a function of \(X\) and \(t_m\). One important point is that \(Y\) is also the Lagrangian coordinate system for the observer comoving with fluid \(B\). In other words, if we define a comoving Lagrangian coordinate system attached to fluid \(B\), then Eq. (2.141) is still true. To avoid any confusion, we can write the following relation

\[
X + P_A(X, t) = Y(X, t) + P_B[Y(X, t), t]. \tag{2.142}
\]

This relation also holds if one defines the Lagrangian coordinate system according to fluid \(B\), just in that case one is interested in the dependence \(X(Y, t)\). Hereafter we will assume that the Lagrangian coordinate system is defined according to fluid \(A\). With this in mind, Eq. (2.142) states several key points:

\[
X = Y(X, t_i); \quad X \neq Y(X, t), \quad t > t_i; \tag{2.143}
\]

\[
P_A(X, t) \neq P_B[Y(X, t), t], \quad t > t_i; \tag{2.144}
\]

\[
P_A(X, t_i) = P_B[Y(X, t_i), t_i] = 0; \tag{2.145}
\]

\[
0 = P_B[Y(X, t), t_i], \quad t > t_i. \tag{2.146}
\]

Effectively, \(Y(X, t)\) is a map from an element comoving with \(A\) back along the flow lines of \(B\) that instantaneously intersect with those of \(A\) at \(t\) to the initial Eulerian position at \(t_i\) of each successive element of \(B\), as shown in Fig. 2.1. We must assume that there is no crossing of the flow lines of \(B\).

For the Lagrangian picture with one fluid component, mass is conserved along the fluid flow according to Eq. (2.38). So for the two-component case, if we follow the above discussion then for fluid \(A\) one always has

\[
\rho_A(X, t_i) = \rho_A(X, t) J_A. \tag{2.147}
\]

\(^6\)Here we use \(A\) and \(B\) standing for two fluid elements, where element \(A\) belongs to species \(\alpha\) and element \(B\) belongs to species \(\beta\).
Figure 2.1: Here we use a schematic diagram to show that the relation between $X$ and $Y$. At initial time $t_i$ the Lagrangian coordinates are same as the Eulerian coordinates. For a component $A$ originating from an initial position $X$, following its trajectory at each point there will be an element of component $B$ originating from another initial position, whose trajectory will cross the same point. But for different time, the crossing point will be different, and the initial position of element $B$ will be different. The same situation happens to an element of component $B$ originating from an initial position $X$. Note that this diagram is plotted in Eulerian coordinate space. Note the difference between the trajectories of $A_X$ and $B_X$ has been exaggerated to make the diagram clearer.

But for fluid $B$ the situation will become much more complicated. As noted above, for any point $p$ at a later time, the total mass contained in an infinitesimal volume around this point $p$ is given by Eq. (2.140) with volume $d^3q$. So we should have

$$d^3q = J_A d^3X = F(Y, t) d^3Y,$$  \hspace{1cm} (2.148)

where we use $F(Y, t)$ to stand for the unknown function of $Y$. This function will make the volume elements for $A$ and $B$ at point $p$ the same. Since $J_A$ denotes the transformation between the Eulerian coordinates $q$ and Lagrangian coordinates $X$, then in principle $F(Y, t)$ can be explained as a transformation between $q$ and $Y$. Recall for $t = t_i$, $X = Y$ and $J_A(X, t_i) = F(Y, t_i) = 1$. Also since $Y$
is a function of $\mathbf{X}$ and $t$, one will have

$$d^3q = J_A d^3X = \frac{J_A}{J_{AB}} d^3Y,$$

(2.149)

which can be easily derived from the chain rule. $J_{AB}$ denotes the transformation between $X$ and $Y$ and should be calculated using Eqs. (2.34, 2.142)

$$J_{AB} = \mathcal{J}(Y_1, Y_2, Y_3) = \frac{1}{6} \varepsilon^{ijk} \varepsilon^{lmn} Y_i^l Y_j^m Y_k^n.$$  

(2.150)

Bearing in mind that we are discussing a moment at a later time $t > t_i$, the total mass is

$$\delta M(p, t) = \varrho(q, t) d^3q = \varrho_A(X_p, t) J_A d^3X + \varrho_B(Y_p, t) \frac{J_A}{J_{AB}} d^3Y,$$

(2.151)

and the total mass density is

$$\varrho(q, t) = \varrho_A(X_p, t) + \varrho_B(Y(X_p, t), t).$$

(2.152)

Now we have to find a similar relation to Eq. (2.147) for fluid $B$. As we have noted, $Y$ is the Lagrangian coordinate system for the elements of component $B$. Thus along the flow line of $B$ the mass of $B$ should be conserved, giving the relation

$$\varrho_B(Y_p, t_i) = J_B \varrho_B(Y_p, t),$$

(2.153)

where $J_B$ has a similar definition to $J_A$ and $Y_p$ is defined by the moment when the elements of $A$ and $B$ meet at point $p$ at $t > t_i$. So following the trajectory of $B$ and mapping back along the flow lines of $A$ to the initial time, we see that usually $X_p \neq Y_p$. The following issue now arises: at the initial time $t_i$ the two elements $A$ and $B$, which meet at $p$ at a later time $t$, have different initial Eulerian position, so one might ask whether it is correct to define $J_B$ by Eq. (2.34). To answer this, consider the total mass equation (2.151), noting that along the trajectory of $B$ the element mass of component $B$ does not change. As a consequence, from the viewpoint of $B$, one has

$$\frac{dM_B}{dt} = 0 = \frac{d}{dt} \int \varrho_B(Y_p, t) \frac{J_A(X, t)}{J_{AB}(X, t)} d^3Y$$

(2.154)
\[ \int dV \left\{ \rho_B(Y_p, t) \frac{J_A(X, t)}{J_{AB}(X, t)} \right\} d^3Y, \]

which means
\[ \rho_B(Y_p, t) \frac{J_A(X, t)}{J_{AB}(X, t)} = \rho_B(Y_p, t_i) \frac{1}{J_{AB}(X, t_i)}. \] (2.155)

So if we define \( J_B = \frac{J_A(X, t)}{J_{AB}(X, t)} \) with \( J_{AB}(X, t_i) = 1 \) then we will recover Eq. (2.153). We can conclude that for the observer comoving with fluid element \( A \) the evolution equation of fluid element \( B \) obeys Eq. (2.155) but for the observer comoving with \( B \) the mass evolution equation of itself will obey Eq. (2.153).

In summary, for the Lagrangian approach in Newtonian cosmologies composed of two gravitationally coupled components, we have the preliminary Lagrangian system from the view point of two species:

\[ X + P_A(X, t) = Y(X, t) + P_B[Y(X, t), t] , \] (2.156)
\[ \rho_A(X, t_i) = \rho_A(X, t) J_A , \] (2.157)
\[ \rho_B(Y, t_i) = \rho_B(Y, t) \frac{J_A(X, t)}{J_{AB}(X, t)} , \] (2.158)
\[ \rho(X, t) = \rho_A(X, t) + \rho_B[Y(X, t), t] , \] (2.159)

\( J_A \) is given by Eqs. (2.34, 2.142) and \( J_{AB} \) is the transformation between \( X \) and \( Y \). Note that in Eq. (2.158) we have used \( Y \) as variables determined by Eq. (2.156). Here \( \rho_B(Y(X, t), t_i) \) is actually a function of time \( t \) and position \( X \).

### 2.2.3.1 Derivations of the evolution equations for each species

In last subsection we have constructed the preliminary Lagrangian system of the single species from the perspectives of two species. In this subsection we will apply the perturbation approach as we have previously done in section 2.2.2.5. Again for simplicity, we only consider \( \Lambda = 0 \) and a small perturbation \( P \sim \mathcal{O}(\epsilon) \) and keep only the first two orders. Recall that the pressure in this case is not a source for gravitational fields.

According to the relation Eq. (2.40), for each element belonging to different
fluids, one will have an alternative expression in comoving Eulerian coordinates

\[ 0 = \frac{\ddot{a}}{a} \varepsilon^{hji} \dot{q}_{i,j} + 2H \varepsilon^{hji} \dot{q}_{i,j} + \frac{1}{a^2 \varrho_A^2} \varepsilon^{hji} p_{A,j} \varrho_{A,i}. \]  

(2.160)

Remember that the comma here denotes the spatial derivative with respect to comoving Eulerian coordinates. With the assumption that both fluids have equations of state of a similar form, \( p = \kappa \varrho^\gamma = \alpha (\varrho) \), the last term in above equation actually is zero

\[ \frac{1}{\varrho^2} \nabla p \times \nabla \varrho = \frac{\alpha' (\varrho)}{\varrho^2} \nabla \varrho \times \nabla \varrho = 0. \]  

(2.161)

Eq. (2.41) is equivalent to the new expression

\[ \Lambda - 4\pi G \varrho_{\text{total}} = 3 \frac{\ddot{a}}{a} + 2H \dot{q}_{i,i} + \ddot{q}_{i,i} + \frac{1}{a^2 \varrho_A^2} p_{A,ii} - \frac{1}{a^2 \varrho_A^2} p_{A,i} \varrho_{A,i}. \]  

(2.162)

Note that both equations still hold if we replace component \( A \) by component \( B \).

We will discuss the perturbation equations for each components \( A \) and \( B \) separately:

1. Component \( A \):

   In this case, up to second order, the derivatives with respect to the Lagrangian comoving coordinates \( X \) can be represented as

   \[ J_A = 1 + P_{Am|m} + \frac{1}{2} \varepsilon^{ijk} J (X_i, P_{Aj}, P_{Ak}) + O (\varepsilon^3), \]

   \[ \varepsilon^{hji} \dot{q}_{i,j} = \frac{1}{J_A} \left[ \varepsilon^{kij} \ddot{P}_{A|i} - J \left( \ddot{P}_{Ai} + 2H \dot{P}_{Ai}, P_{Ah} \right) - J \left( \ddot{P}_{Ai}, P_{Ai}, X_h \right) \right], \]  

   (2.163)

   \[ \varepsilon^{hji} \dot{q}_{i,j} = \frac{1}{J_A} \left[ \varepsilon^{kij} \ddot{P}_{A|i} - J \left( \ddot{P}_{Ai} + 2H \dot{P}_{Ai}, P_{Ah} \right) - J \left( \ddot{P}_{Ai}, P_{Ai}, X_h \right) \right], \]

so that up to second order Eq. (2.160) becomes

\[ \varepsilon^{hji} \left( \ddot{P}_{A|j} + 2H \dot{P}_{A|j} \right) - J \left( \ddot{P}_{Ai} + 2H \dot{P}_{Ai}, X_i, P_{Ah} \right) - J \left( \ddot{P}_{Ai} + 2H \dot{P}_{Ai}, P_{Ai}, X_h \right) = 0. \]  

(2.164)

If we only focus on the first order term then the above equation shows that

\[ \nabla_X \times \left( \ddot{\mathbf{P}} + 2H \dot{\mathbf{P}} \right) = 0, \]  

(2.165)
which matches Eq. (24a) in [Buchert and Adler, 1999].

Now let us consider Eq. (2.162). We have assumed the deformation fields are small for both components, and we also expect that the initial density contrasts are also small. With these assumptions we can represent the initial mass density by

\[ \rho_A (X, t) = \rho_{AH} (t_1) (1 + \delta \rho_A (X, t_1)) ; \]
\[ \rho_B (Y, t) = \rho_{BH} (t_1) (1 + \delta \rho_B (Y, t_1)) . \]

(2.166)

One thus can represent Eqs. (2.157, 2.158) to second order by

\[ \rho_A (X, t) = \rho_{AH} \left( 1 + \delta \rho_A - P_{Am|m} + S_{2A} \right) , \]
\[ \rho_B (Y, t) = \rho_{BH} \left( 1 + \delta \rho_B - \frac{\partial P_{Bm}}{\partial Y_m} + S_{2B} \right) , \]

(2.167)

(2.168)

where \( S_{2} \) means the second order terms for each component:

\[ S_{2A} = P_{Am|m} P_{A_{j|m}} - \frac{1}{2} \epsilon^{ijk} \mathcal{J} (X_i, P_{A_j}, P_{A_k}) - \delta \rho_{AI} P_{Am|m} , \]
\[ S_{2B} = \frac{\partial P_{Bm}}{\partial Y_m} \frac{\partial P_{B_j}}{\partial Y_j} - \frac{1}{2} \epsilon^{ijk} \mathcal{J}_Y (Y_i, P_{B_j}, P_{B_k}) - \delta \rho_{BI} \frac{\partial P_{B_m}}{\partial Y_m} , \]

(2.169)

(2.170)

and we use \( \mathcal{J}_Y \) for the definition Eq. (2.34) with respect to \( Y \). Here for simplicity we retain the terms \( \delta \rho_{AI} - P_{Am|m} \), which actually should be expressed as the sum of first and second order terms. Furthermore,

\[ \dot{q}_{h,i} = \dot{P}_{A_{i|j}} + \mathcal{M}_{1}^{A2} + \mathcal{O} (\epsilon^3) , \]
\[ \ddot{q}_{h,i} = \ddot{P}_{A_{i|j}} + \mathcal{M}_{2}^{A2} + \mathcal{O} (\epsilon^3) , \]

(2.171)

(2.172)

where

\[ \mathcal{M}_{1}^{A2} = \frac{1}{2} \epsilon^{ipq} \left[ \mathcal{J} \left( \dot{P}_{Ai} , X_p, P_{Aq} \right) + \mathcal{J} \left( \dot{P}_{Ai} , P_{Ap} , X_q \right) \right] - \dot{P}_{A_{j|j}} P_{A_{k|k}} , \]
\[ \mathcal{M}_{2}^{A2} = \frac{1}{2} \epsilon^{ipq} \left[ \mathcal{J} \left( \ddot{P}_{Ai} , X_p, P_{Aq} \right) + \mathcal{J} \left( \ddot{P}_{Ai} , P_{Ap} , X_q \right) \right] - \ddot{P}_{A_{j|j}} P_{A_{k|k}} , \]

(2.173)

(2.174)

are second order terms. The other terms can be perturbed to be

\[ \bar{P}_A = \delta \rho_{AI} - P_{Am|m} , \]

(2.175)
\[ \frac{p_{A,ii}}{a^2 \rho_A} = \frac{\varrho_{AH}^{2/3}}{a^2} \Delta X \kappa_\alpha + O(\varepsilon^3), \quad (2.176) \]
\[ \frac{p_{A,ij} \varrho_{A,i}}{a^2 \rho_A^2} = O(\varepsilon^3). \quad (2.177) \]

Here again we adopt \( \kappa(X) \sim O(\varepsilon^2) \). As a consequence, the right hand side of Eq. (2.162) becomes

\[ r.h.s. = 3 \frac{\ddot{a}}{a} - 2 \frac{\dot{a}}{a} \dot{P}_A - \ddot{P}_A + \frac{\varrho_{AH}^{2/3}}{a^2} \Delta X \kappa_\alpha + 2H \mathcal{M}_1^{A2} + \mathcal{M}_2^{A2}, \quad (2.178) \]

Correspondingly, the left hand side of Eq. (2.162) up to second order will give

\[ l.h.s = \Lambda - 4\pi G (\varrho_{AH} + \varrho_{BH}) - 4\pi G \left[ \varrho_{AH} \bar{P}_A + \varrho_{BH} \left( \delta \varrho_{Bi} - \frac{\partial \varrho_{Bi}(Y,t)}{\partial Y_i} \right) \right] \]
\[ - 4\pi G \left( \varrho_{AH} S_{A2} + \varrho_{BH} S_{B2} \right). \quad (2.179) \]

Combining Eqs. (2.65, 2.142, 2.178, 2.179), finally Eq. (2.162) becomes

\[ \ddot{P}_A + 2 \frac{\dot{a}}{a} \dot{P}_A - \frac{\varrho_{AH}^{2/3}}{a^2} \Delta X \kappa_\alpha - 4\pi G \left[ \varrho_{AH} \bar{P}_A + \varrho_{BH} \left( \delta \varrho_{Bi} - \frac{\partial \varrho_{Bi}(Y,t)}{\partial Y_i} \right) \right] \]
\[ - 4\pi G \left( \varrho_{AH} S_{A2} + \varrho_{BH} S_{B2} \right) - 2H \mathcal{M}_1^{A2} - \mathcal{M}_2^{A2} = 0. \quad (2.180) \]

For a single component \( A \), keeping only the first order terms one recovers the well-known dust linear perturbation equation (2.29).

2. Component \( B \):

Now consider the element of \( B \) which has the same initial position \( X \) as the element of \( A \). Taking the same Lagrangian coordinates for both elements mean they will obey similar evolution equations. So we can repeat the derivation for component \( A \). The evolution equations for \( B \) will be identical to Eqs. (2.164, 2.180) upon exchanging \( A \) and \( B \),

\[ \varepsilon^{bij} \left( \bar{P}_{Bi,j} + 2H \dot{P}_{Bi,j} \right) - \mathcal{J} \left( \dot{P}_{Bi} + 2H \dot{P}_{Bi}, X_i, P_{Bi} \right) \]
\[ - \mathcal{J} \left( \dot{P}_{Bi} + 2H \dot{P}_{Bi}, P_{Bi}, X_i \right) = 0. \quad (2.181) \]
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\[ \ddot{P}_B + 2\frac{\dot{a}}{a}\dot{P}_B - \frac{q_A^2}{a^2}\Delta_X \kappa_a - 4\pi G \left[ q_{BH} \dot{P}_B + q_{AH} \left( \delta_{Y_1} - \frac{\partial P_{B_1}(Y, t)}{\partial Y_i} \right) \right] = 0 \]

\[ - 4\pi G (q_{BH} S_{B_2} + q_{AH} S_{A_2}) - 2H M^{B_2}_1 - M^{B_2}_2 = 0. \]

where we have used the relation (2.142) but with \( Z \) instead of \( Y \), as we are focusing on the component \( B \) which originates from same initial position as \( A \), see Fig. 2.1.

We have derived the evolution equation of the deformation fields for two different components up to second order. Since we assumed the deformation fields are small, the first order terms dominate. We kept the second order terms in above as the basis for future calculations.

Thus for a Newtonian cosmology with two different components, the evolution equations for the two fluids \( A(B) \) originating from same initial position \( X \), and meeting another element \( B(A) \) at same physical position at a later time, are

\[ \ddot{P}_A + 2\frac{\dot{a}}{a}\dot{P}_A - 4\pi G \left[ q_{AH} \dot{P}_A + q_{BH} \left( \delta_{Y_1} - \frac{\partial P_{B_1}(Y, t)}{\partial Y_i} \right) \right] = 0, \]

\[ \ddot{P}_B + 2\frac{\dot{a}}{a}\dot{P}_B - 4\pi G \left[ q_{BH} \dot{P}_B + q_{AH} \left( \delta_{Y_1} - \frac{\partial P_{A_1}(Z, t)}{\partial Z_i} \right) \right] = 0, \]  

\[ X + P_A(X, t) = Y + P_B(Y, t), \]

\[ X + P_B(X, t) = Z + P_A(Z, t), \]  

These equations have a similar form to the standard equations Eq. (2.103). Again, we have made several assumptions in deriving these equations. The first and most important assumption is that the two components are solely coupled by gravity, and have different initial velocities. This makes the two components at the same initial position evolve along different trajectories. Also each element from one fluid will meet another element from the second fluid at a later time. The second assumption is we require that any shell crossing occurs only after the two different components meet, \( i.e. \), the evolution equations (2.183) are only valid before the shell crossing of the same component. We also assumed the deformation fields are small.

Although we have not solved the above equations up to second order, it can be proved that Eq. (2.180) is equivalent to Eq. (2.137) under specific conditions. If we choose \( X = Y = Z \), then unsurprisingly one should choose \( u_\alpha = u_\beta \). This
condition means \( \mathbf{u}^{(1)} = \mathbf{u}^{(1)}_{\alpha(\beta)} \) so it is straightforward to prove the equivalent of Eqs. (2.137, 2.180).

### 2.3 The relativistic Lagrangian perturbation approach

In this chapter we have discussed the Lagrangian perturbation approach to large scale structure formation in Newtonian cosmologies. Naturally one should generalize this approach to general relativistic cosmologies. A key point is that relativistic effects will be important when small scale inhomogeneities are large, and small scale inhomogeneities may impact on the large scale average expansion via backreaction.

Early work on this problem was undertaken by Matarrese et al. [1993], who developed a new general-relativistic algorithm to study the nonlinear evolution of density perturbations of an irrotational collisionless fluid. They neglected the interaction with tensor perturbations and adopted a Lagrangian method. Within this framework the dynamics of each fluid element was followed in its own inertial rest frame. It gave an improvement on the Zel’dovich approximation in three spatial dimensions. The cosmological implications of such relativistic effects were studied using the same method in a follow-up paper [Matarrese et al., 1994b], which elucidated the dynamical role of the magnetic part of the Weyl tensor. Second order Lagrangian solutions were subsequently discussed [Matarrese et al., 1994a], and the synchronous and Poisson gauges compared in detail in the case of the Einstein-de Sitter universe [Matarrese et al., 1998].

Croudace et al. [1994] provided a systematic derivation of the Zel’dovich approximation describing the nonlinear evolution of collisionless dust in general relativistic cosmologies. Beginning by evolving dust particles along their world lines, the authors demonstrated that the Szekeres line element is an exact but unstable solution of the evolution equations describing pancake collapse. By employing Hamilton-Jacobi techniques and a spatial gradient expansion of the Einstein equations, they determined a prescription for evolving a seed metric up to the formation of pancakes.
Kasai [1995] developed an alternative approximation scheme in General Relativity for the same purpose, i.e., to describe nonlinear inhomogeneous universes containing irrotational dust. Using a tetrad-based perturbative approach, Kasai obtained a second-order differential equation for the perturbations of the spatial basis vectors, and presented the first-order solution. Subsequent papers then extended and improved this formalism up to second-order solutions [Russ et al., 1996] and to a spherically symmetric model [Morita et al., 1998].

All references we mention above were limited to the class of irrotational dust matter models. To take into account the vortical effect of dust matter, Asada and Kasai [1999] developed a Lagrangian perturbative approach, where the propagation equation for the vorticity as well as the density was exactly solved. Asada [2000] then extended this approach to the case of perfect fluids in a subsequent paper.

The topic was pursued by just a few authors in the following decade. Ellis and Tsagas [2002] discussed the peculiar motion of nonrelativistic matter in a fully covariant way, and derived an exact nonlinear equation which is claimed to provide a fully covariant formulation of the Zel’dovich approximation. Rampf and Rigopoulos [2013] then showed that the Zel’dovich approximation could be obtained from a general relativistic gradient expansion in a ΛCDM cosmology. In particular, by applying a second-order nonlocal coordinate transformation from comoving coordinates to another coordinate system which takes the metric to a Newtonian form, they defined the displacement fields as the difference between the comoving coordinates and the new ones. The resulting density contrast turned out not to be related to the Newtonian potential via the Poisson equation, but via a modified Helmholtz equation, as a consequence of causality. This approach was generalized to tensor perturbations in a subsequent paper [Rampf and Wiegand, 2014].

A sequence of significant papers were published by Buchert and various co-authors [Buchert and Ostermann, 2012; Buchert et al., 2013; Alles et al., 2015; Al Roumi et al., 2017]. They revisited the Lagrangian approach in a fully rigorous manner within the framework of Einstein’s equations. With the help of Cartan’s coframe, the dynamical equations are explicitly given. The only variable in these equations is the Lagrangian deformation field, which can be expressed by the Cartan coframes. All other variables, such as the curvature tensor, are also
derived by the coframe method. However, this series of papers has been limited to an irrotational dust continuum so that one can write the Einstein equations within a flow-orthogonal foliation. In next chapter, we will extend the matter model to the case of perfect fluids but keep the condition of irrotationality.
CHAPTER 3

Relativistic Lagrangian perturbation theory for irrotational fluids

We have discussed the Lagrangian perturbation theory in a Newtonian cosmology composed of two different dust species in the last chapter, and briefly reviewed the relativistic LPT. In this chapter we will extend relativistic Lagrangian perturbations for a dust matter model to the case of irrotational perfect fluids, and also to cases that are relevant for the modelling of multistream regimes where the dust approximation breaks down. This will provide a framework not only to deal with a relativistic generalization of Newtonian Lagrangian perturbation theory with pressure at late epochs, but also to the fully relativistic situation of the early Universe.

There are several motivations for such an investigation. A primary motivation is to establish a framework which is better suited to studies of the backreaction of inhomogeneities in cosmology as compared to standard perturbation theory. In particular, standard cosmological perturbation theory conventionally assumes that average cosmic evolution is exactly described by a solution to Einstein’s equations with a prescribed energy–momentum tensor on a global hypersurface irrespective of the scale of coarse–graining of the matter fields. No fundamental physical principle demands such an outcome [Wiltshire, 2014].

Neglecting backreaction in the primordial plasma may seem to be a reasonable approximation for the evolution of the background universe to leading order, given that it is extremely close to being spatially homogeneous and isotropic at early times. However, backreaction can nonetheless make a significant difference when considering the growth of perturbations. In particular, even if the difference from the Friedmann equation is of order $10^{-5}$ as a fraction of energy density at decoupling, this is nonetheless of the same order as the density perturbations. A recent study of Cosmic Microwave Background (CMB) anisotropies in the
timescape model found that systematic uncertainties that arise from neglecting such small differences in initial conditions at last scattering, lead to systematic uncertainties of 8–13%, in particular for cosmological parameters at the present epoch [Nazer and Wiltshire, 2015]. This remark applies to the conservative assumption that the background universe does not already contain backreaction arising from earlier epochs that could be compatible with large–scale homogeneity and isotropy [Buchert and Obadia, 2011].

For these reasons, we desire a new approach to cosmological perturbation theory which is intrinsic to the fluid and not anchored to an embedding space. Relativistic Lagrangian perturbation theory represents a promising avenue, as it is intimately tied to physical particles. But as a first step towards a fully realistic theory, we will firstly consider relativistic Lagrangian perturbation theory for the same system that was considered in Ref. [Buchert, 2001], namely a single component perfect fluid with barotropic equation of state. We will also include an explicit cosmological constant term.

This chapter is organized as follows. In section 3.1 we briefly introduce the 3 + 1 formalism with Lagrangian spatial coordinates introduced in Chap. 1, presenting the general framework and foliation structure for a general irrotational matter model. We then restrict our attention to a barotropic perfect fluid and discuss in detail the fluid variables and their equation of state. In this context, in section 3.2 we introduce Cartan’s coframe formalism, proceeding with the relativistic Lagrangian perturbation approach. We develop the first–order Lagrangian scheme and derive master equations for the trace and trace–free parts of the perturbation field. In section 3.3 we apply the first–order Lagrangian scheme to particular matter models, allowing us to explicitly derive solutions for the trace part, and we illustrate the results. Particular solutions for the gravitoelectric traceless part are studied in appendix B.

3.1 Spacetime foliation structure and 3+1 Einstein equations

In this chapter we will consider a model universe containing a single irrotational fluid, so that a foliation of spacetime into flow–orthogonal hypersurfaces can be
introduced.

3.1.1 Decomposition of Einstein’s equations for flow-orthogonal hypersurfaces

In section 1.3.2 we have introduced the basic dynamical equations in 3+1 formalism. The irrotationality assumption on the fluid amounts to the existence of two scalar functions, $N$ and $t$, such that the 1–form dual to the normalized 4–velocity vector $u^{\mu}$ of the fluid can be written as:

$$u_{\mu} = -N \partial_{\mu} t, \quad N = (-\partial^\mu t \partial_\mu t)^{-1/2} , \quad (3.1)$$

where we choose the spatial coordinates to be spatial Lagrangian (or comoving) coordinates, denoted $X^i$, that are assumed to be constant along each flow line. In the set of coordinates $(X^\mu) = (t, X^i)$, the components of the fluid 4–velocity vector and its dual are then respectively:

$$u^\mu = \frac{1}{N}(1,0,0,0), \quad u_\mu = (-N,0,0,0) , \quad (3.2)$$

while the line element can be written as

$$ds^2 = g_{\mu\nu} dX^\mu dX^\nu = -N^2 dt^2 + g_{ij} dX^i dX^j . \quad (3.3)$$

The spatial metric $h_{ij} = g_{\mu\nu} h^\mu_i h^\nu_j = g_{ij}$ and the lapse function $N$ together will encode the inhomogeneities. (We will later use the more elementary coframe coefficients instead of the 3–metric coefficients.)

Without loss of generality, the energy–momentum tensor of the fluid is given by

$$T_{\mu\nu} = (\epsilon + p) u_\mu u_\nu + pg_{\mu\nu} + \pi_{\mu\nu} + q_\mu u_\nu + q_\nu u_\mu , \quad (3.4)$$

where $\pi_{\mu\nu}$ is an anisotropic pressure, with $\pi_{[\mu\nu]} = 0$, $u^\mu \pi_{\mu\nu} = 0$ and $\pi_\mu^\mu = 0$, and $q_\mu$ the heat flux, with $q_\mu u^\mu = 0$.

Introducing the expansion tensor (as minus the extrinsic curvature $K$) of the

---

1 Again, here Greek letters $\mu, \nu, \cdots$ are spacetime indices running from 0 to 3, while lower-case Latin letters $i, j, \cdots$ are spatial indices running from 1 to 3. We use units in which $c = 1$, if not otherwise stated.
hypersurfaces,
\[ \Theta_{ij} \equiv \nabla_\nu n_\mu h^{\mu}_i h^{\nu}_j = \frac{1}{2N} \partial_t g_{ij} , \] (3.5)

Einstein’s equations with a cosmological constant may be cast into a set of constraint and evolution equations. The constraint equations are the energy and momentum constraints, Eqs. (1.42):\(^2\)

\[ R + \Theta^2 - \Theta^i_j \Theta^j_i = 16\pi G \epsilon + 2\Lambda ; \]
\[ \Theta^i_j \parallel - \Theta^j_i = -8\pi G q_j . \] (3.6)

The propagation equations are given by
\[ \Theta^i_j = \frac{1}{2N} g^{ik} \partial_t g_{kj} ; \]
\[ N^{-1} \partial_t \Theta^i_j = - \Theta \Theta^i_j - R^i_j + A^i_j + 4\pi G \left[ (\epsilon - p) \delta^i_j + 2\pi^i_j \right] + \Lambda \delta^i_j , \] (3.7)

where \( a_\mu \equiv u^\nu \nabla_\nu u_\mu = N^{-1} N_{||\mu} \) is the covariant acceleration of the fluid (with \( \nabla \) denoting the 4-covariant derivative), and \( A^i_j \equiv a^i_{||j} + a^i a_j = N^{-1} N_{||i} \parallel j \). Combining the trace of the second equation with the energy constraint yields the Raychaudhuri equation:
\[ N^{-1} \partial_t \Theta = - \frac{1}{3} \Theta^2 - 2\sigma^2 - 4\pi G (\epsilon + 3p) + A + \Lambda , \] (3.8)

where \( A \equiv A^i_i = \nabla_\mu a^\mu = N^{-1} N_{||i} \parallel i \).

With the spacetime described by the given metric, the energy–momentum conservation laws are expressed as follows:
\[ \partial_t \epsilon + N \Theta (\epsilon + p) = -N \left( q^\mu_{||\mu} + 2q^\mu a_\mu + \sigma_{\mu\nu} \pi^{\mu\nu} \right) ; \] (3.9)
\[ (\epsilon + p) a_\mu + p_{||\mu} = - \left( \pi_{\mu\nu} ||_{\nu} + a^\nu \pi_{\mu
u} \right) \]
\[ - \left( \frac{4}{3} \Theta q_\mu + q^\nu \sigma_{\mu\nu} + u^\nu \nabla_\nu q_\mu - q^\nu a_\nu u_\mu \right) . \] (3.10)

In what follows, we will specialize to the case of isotropic pressure, \( \pi_{\mu\nu} = 0 \), and

\(^2\)The symbol \( \parallel \) denotes the covariant derivative with respect to the 3-metric \( h_{ij} \). When applied to scalars it reduces to a partial derivative, denoted \( | \), with respect to the Lagrangian coordinates, \( X^i \).
vanishing heat flux, $q_\mu = 0$. Note that with these assumptions we do still allow for some nonperfect fluids, since $p$ is not necessarily the local thermodynamic equilibrium pressure [Ellis et al., 2012].

Such a restriction is required here since both extra terms in general create vorticity, which cannot be covered by the class of flow–orthogonal foliations considered in this work. Let us illustrate this by considering more closely the irrotationality condition for a fluid with negligible heat flux, $q_\mu = 0$, to see how this condition constrains the equation of state and the anisotropic pressure. The vanishing of the vorticity 2–form implies vanishing of the antisymmetrized projected gradient of the acceleration, $a_{[\nu][\mu]} = 0$, since $a_\mu = (\ln N)_{[\mu}$ from Eq. (3.1), being a consequence of the existence of the fluid–orthogonal foliation. From this, one obtains through Eq. (3.10) the following constraint on the energy–momentum components:

$$
\epsilon_{[\mu} P_{\nu]} + (\epsilon + p)_{[\mu} h^\rho_{\nu]} \nabla^\sigma \pi_{\rho] \sigma} - (\epsilon + p) h^\rho_{[\mu} h^\sigma_{\nu]} \nabla^\rho \nabla^\tau \pi_{\tau] \sigma} = 0 \ .
$$

(3.11)

Since $\nabla_{\mu} \pi^{\mu}_{\nu} = 0$ would imply the vanishing of the right hand sides of Eq. (3.9)–Eq. (3.10), an anisotropic pressure that does contribute to the dynamics will satisfy $\nabla_{\mu} \pi^{\mu}_{\nu} \neq 0$ and thus will not fulfil the above condition in general, producing a vortical flow. Conversely, a barotropic perfect fluid flow with $\pi_{\mu\nu} = 0$ and an effective equation of state of the form $p = \beta(\epsilon)$, automatically satisfies the above constraint. Moreover, for such a fluid, Eq. (3.10) allows one to write the acceleration as a flow–orthogonal projected gradient, and it will indeed obey the relativistic equivalent of the Kelvin–Helmholtz theorem, so that irrotationality will be preserved along the flow lines [Ehlers, 1993; Ellis et al., 2012]. We shall therefore concentrate on the barotropic perfect fluid case in what follows.

### 3.1.2 Barotropic perfect fluid spacetimes

With assumption of perfect fluids we have $q_\mu = 0$ and $\pi_{\mu\nu} = 0$, and the energy–momentum tensor Eq. (3.4) then reduces to

$$
T_{\mu\nu} = (\epsilon + p)u_\mu u_\nu + pg_{\mu\nu} \,.
$$

(3.12)
while its conservation equations Eq. (3.9)–(3.10) become, respectively

$$\partial_t \epsilon + N \Theta (\epsilon + p) = 0 ;$$  \hspace{1cm} (3.13)

$$a_\mu = - \frac{p_{||\mu}}{\epsilon + p} .$$  \hspace{1cm} (3.14)

As a further restriction we will assume that the fluid flow is \textit{barotropic}, \textit{i.e.}, we assume a local relation of the form \( p = \beta (\epsilon) \) to effectively hold throughout the entire fluid,\(^3\) that we will henceforth call \textit{the equation of state} or EoS. As noted earlier, such a relation will ensure that the flow remains irrotational. For such a fluid, setting some reference constant energy and rest mass density values \( \epsilon_1, \varrho_1 \), we may use the EoS to define a formal rest mass density \( \varrho (\epsilon) \) and a related specific enthalpy \( h (\epsilon) \) – as an injection energy per fluid element and unit formal rest mass [Israel and Stewart, 1976] – respectively, by

$$\varrho \equiv F (\epsilon) = \varrho_1 \exp \int_{\epsilon_1}^{\epsilon} \frac{dx}{x + \beta (x)} ;$$  \hspace{1cm} (3.15)

$$h (\epsilon) \equiv \frac{\epsilon + \beta (\epsilon)}{F (\epsilon)} = \epsilon + \frac{p}{\varrho} .$$  \hspace{1cm} (3.16)

The energy–momentum conservation equations (3.9) and (3.10) then, respectively, provide a conservation law for \( \varrho \),

$$\partial_t \varrho + N \Theta \varrho = 0 ,$$  \hspace{1cm} (3.17)

and a relation between the specific enthalpy (3.16) and the lapse,

$$\frac{N_{||\mu}}{N} = a_\mu = - \frac{h_{||\mu}}{h} : (N h)_i = 0 .$$  \hspace{1cm} (3.18)

See section 1.3.3 for more details. By an appropriate choice of the hypersurface–labelling function \( t \), the lapse can thus be rescaled so that [Buchert, 2001; Ellis

\(^3\) Considering the local dynamical solution for these variables, there is always a freedom of integration constants that depend on the Lagrangian coordinates, \textit{i.e.}, on the particular fluid element. We assume here that the same relation holds for all fluid elements. Only this assumption makes the dynamical relation an apparent equation of state that is valid throughout the fluid flow. All related variables then also depend on this assumption, which is a restriction imposed on initial data.
We assume that the fluid remains at equilibrium locally. If it has a nonvanishing rest mass density, then this density will follow the same evolution law (3.17) as \( \varrho = F(\epsilon) \), by rest mass conservation. This formal \( \varrho \) and the actual rest mass density will then coincide up to a possible different spatial dependence (cf., footnote 3). These two quantities may be made equal by a suitable choice of initial conditions for the rest mass density or local thermodynamic equilibrium assumptions.\(^4\) This would then ensure the validity of the interpretation of \( \varrho \) and \( h \) as the physical rest mass density (or particle number density) and specific enthalpy of the fluid, respectively. We shall not, however, make such assumptions in the following section 3.2, to keep its level of generality. This will allow us to consider the case of a zero rest mass fluid (for which \( F(\epsilon) \neq 0 \) and \( h(\epsilon) \) are still well-defined), as well as that of a nonzero rest mass density with less constrained initial conditions. It will also allow us to consider the variable \( p \) as an effective pressure term — e.g., modelling velocity dispersion — instead of the local thermodynamic equilibrium pressure. For the general treatment including these cases it will suffice to formally define \( \varrho \) and \( h \) from equations (3.15)–(3.16) using the single barotropic assumption \( p = \beta(\epsilon) \). We follow the notation of Ref. [Buchert and Ostermann, 2012] here.

\(^4\) We take the local state of the fluid to belong to a thermodynamic Gibbs space admitting the equation of state \( u(s,v) \), where \( s \) is the specific entropy, \( v \) is the specific volume and \( u = \epsilon v \) is the specific internal energy. If we now assume that \( p \) is indeed the local thermodynamic equilibrium pressure of the fluid, it can then be expressed as \( p(s,v) = -\partial u / \partial v \). Provided that a specific equation of state does not render the above relations degenerate, then these relations may be inverted to provide \( v(\epsilon,p) \). Within a barotropic flow satisfying \( p = \beta(\epsilon) \), the actual rest mass density \( v^{-1} \) thus only depends on the energy density \( \epsilon \), which fully determines its initial conditions. From the conservation equations of both quantities, \( \partial \epsilon / (\epsilon + \beta(\epsilon)) = -N \Theta = \partial_t (v^{-1}) / v^{-1} \), this dependency must be \( v^{-1} = F(\epsilon) \), for \( \Theta \) not identically vanishing, up to a constant prefactor which can be absorbed in the choice of \( g_1 \). Hence, in this case, \( F(\epsilon) \) is indeed the rest mass density of the fluid with no further restriction of generality. Also note that under the same assumptions, \( s \) is also a function of \( \epsilon \), preserved along the flow lines as the flow is adiabatic: \( \partial_t s = 0 = (ds / d\epsilon) \partial_\epsilon \), while \( \partial_\epsilon \) and \( \partial_\epsilon \epsilon \) is not identically vanishing. The flow is thus isentropic, \( s \) being a constant \( s_1 \) that depends neither on time nor on the fluid element. The barotropic relation then corresponds to the equation \( p(\epsilon,s) \) deduced from the thermodynamic equation of state, and taken at constant \( s \), \( \beta(\epsilon) = p(\epsilon,s = s_1) \) (see [Israel and Stewart, 1976, 1979; Ehlers, 1993; Friedrich, 1998; Stephani et al., 2003; Ellis et al., 2012]).
3.2 Lagrangian perturbation scheme

In this section we will introduce the coframe formalism to describe spacetime, which is a set of four deformation 1–form fields dual to a generally noncoordinate basis of vectors at every point of the manifold [Ellis and Elst, 1999b; Ellis, 1967; Zakharov et al., 2006]. A general relativistic version of a coframe–based perturbative approach for an irrotational dust continuum has been proposed in Ref. [Kasai, 1995], developed further in Ref. [Matarrese and Terranova, 1996] and in final form, featuring only the coframes as the single perturbation variable in Ref. [Buchert and Ostermann, 2012].

3.2.1 Coframe formulation

Following [Buchert et al., 2013; Alles et al., 2015; Al Roumi et al., 2017], we construct a set of three spatial coframes $\eta^a$ such that the spatial metric can be rewritten in the form

$$
(3) g = G_{ab} \eta^a \otimes \eta^b : g_{ij} = G_{ab} \eta^a_i \eta^b_j .
$$

(3.20)

Here $G_{ab}(X)$ is the Gram matrix that encodes all the initial spatial metric perturbations, $G_{ab}(X) \equiv \delta^i_a \delta^j_b G_{ij}(X)$, with the initial metric coefficients, $G_{ij}(X) \equiv g_{ij}(t_i, X)$. On the other hand we can also include the temporal component into the matrix and rewrite it as

$$
\tilde{G}_{\alpha\beta} = \begin{pmatrix} -1 & 0 \\ 0 & G_{ab} \end{pmatrix} .
$$

(3.21)

With this we introduce a full set of four spacetime coframes $\eta^\alpha$ to describe the 4–metric $(4) g$:

$$
(4) g = \tilde{G}_{\alpha\beta} \eta^\alpha \otimes \eta^\beta ,
$$

(3.22)

by defining the coframe components as

$$
\eta^0_\mu = (-N, 0, 0, 0) , \ \eta^a_\mu = (0, \eta^a ) \text{ for } a \neq 0 .
$$

(3.23)

Notice here the Latin $a, b, c, \cdots$ denote the spatial components.

Similar with its definition in 3-metric case, we now define the transformation...
between coordinate and noncoordinate bases as: $J = \sqrt{-\tilde{g}}/\sqrt{-\tilde{G}} = \sqrt{-\tilde{g}}/\sqrt{G}$ (the signature adopted here being $(-1,1,1,1)$, and using notation $g \equiv \det(g^{\alpha\beta})$, $\tilde{G} \equiv \det(\tilde{G}^{\alpha\beta})$ and $G \equiv \det(G_{ab})$). This corresponds to $J = -\det(\eta^{\alpha}_{\mu})$, or,

$$\frac{1}{4!}\epsilon_{\alpha\beta\gamma\delta}\eta^{\alpha} \wedge \eta^{\beta} \wedge \eta^{\gamma} \wedge \eta^{\delta} = -\frac{1}{4!}J\epsilon_{\mu\nu\rho\sigma}dX^{\mu} \wedge dX^{\nu} \wedge dX^{\rho} \wedge dX^{\sigma}.$$  \hfill (3.24)

From Eq. (3.23), in terms of the spatial components of the coframes, $J$ becomes

$$J = \frac{1}{3!}N\epsilon_{abc}\epsilon^{ijk}\eta^{a}_{i}\eta^{b}_{j}\eta^{c}_{k} = N\det(\eta^{a}_{i});$$  \hfill (3.25)

while correspondingly, the dual vector basis can be described by the four frames $e_{\alpha} = e_{\alpha}^{\mu} \partial/\partial X^{\mu}$:

$$e_{\alpha}^{\mu} \eta^{\alpha}_{\nu} = \delta^{\mu}_{\nu} ; \quad e_{\alpha}^{\mu} \eta^{\beta}_{\mu} = \delta^{\beta}_{\alpha} ; \quad e_{\alpha}^{\mu} = -\frac{1}{6}J\epsilon^{\alpha\beta\gamma\delta}\epsilon^{\mu\nu\rho\sigma}\eta^{\beta}_{\nu}\eta^{\gamma}_{\rho}\eta^{\delta}_{\sigma} ; \quad e_{a}^{i} = \frac{1}{2J}N\epsilon_{abc}\epsilon^{ijk}\eta^{b}_{j}\eta^{c}_{k};$$  \hfill (3.26)

$$e_{0}^{\mu} = \frac{1}{N}(-1,0,0,0) , \quad e_{a}^{\mu} = (0, e_{a}^{i}).$$

With this choice, the evolution equations for $J$ and the expansion tensor coefficients $\Theta^{i}_{j}$ read:

$$\partial_{t}J = \frac{\partial_{t}N}{N}J + JN\Theta;$$  \hfill (3.27)

$$\Theta^{i}_{j} = \frac{1}{2J}\epsilon_{abc}\epsilon^{ikl}\partial_{t}\eta^{a}_{i}\eta^{b}_{j}\eta^{c}_{k};$$

$$\frac{\partial_{t}\Theta^{i}_{j}}{N} = -\Theta\Theta^{i}_{j} + \frac{1}{2J}\epsilon_{abc}\epsilon^{ikl}\partial_{t}\left(\frac{1}{N}\partial_{t}\eta^{a}_{i}\right)\eta^{b}_{k}\eta^{c}_{l} + \frac{1}{NJ}\epsilon_{abc}\epsilon^{ikl}\partial_{t}\eta^{a}_{i}\partial_{t}\eta^{b}_{j}\eta^{c}_{k}. $$

From the constraint and evolution equations (3.6)–(3.8), together with the definition of $J$ and Eqs. (3.27), the Lagrange–Einstein system of an irrotational perfect fluid model is cast into the following form:

$$G_{ab}\partial_{t}\eta^{a}_{i}\eta^{b}_{j} = 0;$$  \hfill (3.28)

$$\frac{1}{2J}\epsilon_{abc}\epsilon^{ikl}\partial_{t}\left(\frac{1}{N}\partial_{t}\eta^{a}_{i}\eta^{b}_{j}\eta^{c}_{k}\right) = A^{i}_{j} - R^{i}_{j} + [4\pi G(\epsilon - p) + \Lambda] \delta^{i}_{j};$$  \hfill (3.29)

$$\epsilon_{abc}\epsilon^{ijk}\partial_{t}\eta^{a}_{i}\partial_{t}\eta^{b}_{j}\eta^{c}_{k} = (16\pi G\epsilon + 2\Lambda - R)NJ;$$  \hfill (3.30)
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\begin{equation}
\left( \frac{1}{J} \epsilon_{abc}^{ijkl} \partial_t \eta^j_i \eta^k_i \right) = \left( \frac{1}{J} \epsilon_{abc}^{ijkl} \partial_t \eta^a_i \eta^b_k \eta^c_l \right) ; 
\end{equation}
\end{equation}
\begin{equation}
p = \beta(\epsilon) .
\end{equation}

The equations (3.28)–(3.31) are not closed unless an EoS, here (3.32), is specified. Recall that the lapse appearing above can be replaced by its expression in terms of \( \epsilon, N = (\epsilon + \beta(\epsilon))^{-1} F(\epsilon) \). The expansion tensor evolution equation (3.29) may be split into a trace part, which we then combine with the energy constraint (3.30) to obtain the Raychaudhuri equation, and a trace–free part, yielding respectively:

\begin{equation}
\frac{1}{2J} \epsilon_{abc}^{ijkl} \partial_t \left( \frac{1}{N} \partial_t \eta^a_i \right) \eta^b_k \eta^c_l = A - 4\pi G(\epsilon + 3p) + \Lambda ;
\end{equation}
\begin{equation}
\frac{1}{2J} \left[ \epsilon_{abc}^{ijkl} \partial_t \left( \frac{1}{N} \partial_t \eta^a_j \eta^b_k \eta^c_l \right) - \frac{1}{3} \epsilon_{abc}^{mkl} \partial_t \left( \frac{1}{N} \partial_t \eta^a_m \eta^b_k \eta^c_l \right) \delta^i_j \right] = \xi^i_j - \tau^i_j ,
\end{equation}

where \( \tau^i_j = R^i_j - \frac{1}{3} R \delta^i_j \) are the coefficients of the trace–free part of the spatial Ricci tensor, and \( \xi^i_j = A^i_j - \frac{1}{3} A \delta^i_j \).

The Lagrange–Einstein system, Eqs. (3.28)–(3.32), is closed and provides the components \( \eta^a_i \) of coframes, from which one can calculate the evolution of the perturbations. The system comprises 14 equations, where 9 equations describe the evolution for the coefficient functions of 3 spatial Cartan coframe fields, and the remaining 5 equations originate from the 4 constraints and the EoS defining the properties of the fluid.

### 3.2.2 Perturbation ansatz

#### 3.2.2.1 Spacetime background

We will choose a spatially flat, homogeneous and isotropic model universe as the background spacetime, with the same perfect fluid EoS, and including a possible constant curvature term into the first–order perturbations, (cf., e.g., [Alles et al., 2015]). Accordingly, the spatial metric coefficients of the background will be \( a^2(t) \delta_{ij} \), \( a(t) \) being the background scale factor. We prescribe a homogeneous lapse \( N_H(t) \) for this homogeneous and isotropic background, by setting its relation to the background energy density \( \epsilon_H \), formal rest mass density \( \rho_H \equiv F(\epsilon_H) \).
and pressure $p_H = \beta(\epsilon_H)$ as being the same relations as those for the inhomogeneous quantities,

$$N_H = \frac{\varrho_H}{\epsilon_H + p_H} = \frac{F(\epsilon_H)}{\epsilon_H + \beta(\epsilon_H)}.$$  \hspace{1cm} (3.35)

We may then write the background line element as

$$ds^2_H = -N_H^2(t)dt^2 + a^2(t) \delta_{ij} dX^i dX^j.$$  \hspace{1cm} (3.36)

Note that the evolution of the background lapse function $N_H(t)$ will be given by its definition (3.35) and the EoS, making it time–dependent for $p_H \neq 0$.\(^5\) One should keep in mind that our choice of time coordinate $t$ will consequently not coincide in general with the usual ‘cosmic time’ coordinate for the background, and will evolve at a different rate. The usual cosmic time $\tilde{t}$ would rather be defined by $d\tilde{t} = N_H(t)dt$, so that the background line element (3.36) would take the usual Friedmannian form for homogeneous and isotropic model universes.\(^6\)

$$ds^2_H = -d\tilde{t}^2 + a^2[\tilde{t}] \delta_{ij} dX^i dX^j.$$  \hspace{1cm} (3.37)

With this time variable, the standard Friedmann equations (1.2, 1.3) would indeed be recovered:

$$3 \frac{\partial^2 a}{\partial \tilde{t}^2} = -4\pi G(\epsilon_H + 3p_H) + \Lambda ;$$

$$3 \left( \frac{\partial a}{\partial \tilde{t}} \right)^2 = 8\pi G \epsilon_H + \Lambda ;$$

$$\partial^2 \epsilon_H + 3 \frac{\partial a}{\partial \tilde{t}} (\epsilon_H + p_H) = 0.$$  \hspace{1cm} (3.38)

However, for consistency with the lapsed foliation used for the full inhomogeneous spacetime, we will include the homogeneous lapse $N_H$ into the background and use the coordinate $t$. In terms of this variable, the acceleration and Friedmann

\(^5\) In general, the background lapse function and background pressure would be inhomogeneous and the scale factor would become space–dependent, as seen from the perturbed hypersurface.

\(^6\) The notation $a[\tilde{t}]$ signifies that the scale factor still takes the same values, $a[\tilde{t}] := a(t)$, but has a different functional dependence on the alternative time coordinate.
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The equations are respectively:

\[
\begin{align*}
\frac{3}{N_H^2} \frac{\partial_t^2 a}{a} &= -4\pi G (\epsilon_H + 3p_H) + \Lambda + 3 \frac{\partial_i a}{a} \frac{\partial_i N_H}{N_H^3} ; \\
\frac{3}{N_H^2} \left( \frac{\partial_t a}{a} \right)^2 &= 8\pi G \epsilon_H + \Lambda ,
\end{align*}
\]

while the energy–momentum conservation equation is formally unchanged:

\[
\partial_t \epsilon_H + 3 \frac{\partial_t a}{a} (\epsilon_H + p_H) = 0 .
\]

### 3.2.2.2 Coframes decomposition

It is important to express the full set of equations in terms of a single perturbation variable, the coframes, so that the Lagrangian perturbation approach is well-defined. Although this is not made explicit in the Lagrange–Einstein system (3.28)–(3.32), it is indeed implicitly the case as the Ricci tensor and covariant derivatives are functionals of the metric, hence of the coframes, and \(\epsilon, p, N\) and \(A_{ij}\) can be expressed in terms of the coframes and initial energy density data. The latter relations are obtained via the conservation equation (3.17) for \(\rho = F(\epsilon)\) and the evolution equation for \(J \equiv J/N = \det(\eta^a_i)\) from the first equation in Eq. (3.27):

\[
N \Theta = - \frac{\partial_t F(\epsilon)}{F(\epsilon)} = \frac{\partial_t J}{J} ; \quad \epsilon = F^{-1} \left( \frac{F(\epsilon_1)}{J} \right) ,
\]

with \(J_1 = 1\) here as a result of the choice of initial conditions for the coframes. The barotropic EoS and choice of \(N\) then allows us to determine \(p, N\) and \(A_{ij} = N^{-1} N^{||}_{||ij}\), and to express these fields as functions of \(J = \det(\eta^a_i)\).

We then follow the previous works and decompose the coframes into a FLRW coframe set and deviations thereof,

\[
\eta^a = \eta^a_i dX^i = a(t) (\delta^a_i + P^a_i) dX^i .
\]

At this nonperturbative level, the metric coefficients are then related to the
deformation field by
\[ g_{ij} = a^2(t) \left( G_{ij} + 2P_{(ij)} + G_{ab}P^a_iP^b_j \right), \] (3.43)
where we have defined
\[ P^i_j = \delta^i_a P^a_j; \quad P \equiv P^k_k = \delta^k_a P^a_k; \quad P_{ij} \equiv G_{ai}P^a_j. \] (3.44)

Recall that the Gram matrix coefficients \( G_{ab} \) have been defined to encode the initial metric inhomogeneities, so that the coefficients \( P^a_i \) can be set to zero initially. Also recall that this coframe split is made with respect to a FLRW background with a nontrivial lapse included, and that the functional dependence of \( a \), or of the deformation field, on the time coordinate \( t \) will be affected accordingly.

We then expand the deformation fields \( P^a_i \) into a perturbative sum, so that the coframes are given by:
\[ \eta^a = a(t) \left( \delta^a_i + \sum_{m=1}^{\infty} P^{(m)}_a i \right) dX^i, \] (3.45)
where the \( m \)th–order deformation field coefficients \( P^{(m)}_a i \) are of order \( \varepsilon^m \) for some book–keeping parameter \( \varepsilon \ll 1 \). In this work we will only focus on first–order deformations. The higher orders should be investigated in the future.

### 3.2.2.3 Initial conditions

To apply the relativistic LPT to the realistic problem we have to set the initial conditions. In this chapter we will follow the steps of Refs. [Alles et al., 2015; Al Roumi et al., 2017] to prescribe the initial data. The deformation field and its time–derivatives are given at some initial time \( t_i \) by:
\[ P^a_i(t_i) = 0; \quad (\partial_t P^a_i)(t_i) = U^a_i; \quad (\partial_t^2 P^a_i)(t_i) = W^a_i - 2H_iU^a_i, \] (3.46)
where \( H \equiv \partial_t a/a \) is the Hubble function. Hereafter, we will normalize the scale factor as \( a_i = 1 \), where \( A_i \) denotes the quantity \( A \) evaluated at initial time \( t_i \). The six 1–form fields \( U^a = U^a_i dX^i \) and \( W^a = W^a_i dX^i \) are 1–form generalizations of the initial Newtonian peculiar–velocity and peculiar–acceleration gradient fields,
respectively.

The Lagrange–Einstein system with its split into trace and traceless parts according to Eqs. (3.28)–(3.34) then translates into constraints on the initial data:

\[
U_{ij} = 0 ; \quad W_{ij} = 0 ;
\]

\[
W - U \left( \frac{\partial t N}{N} \right)_i = 3H_i \left[ \left( \frac{\partial t N}{N} \right)_i - \left( \frac{\partial t N_H}{N_H} \right)_i \right] + \Lambda \left( N^2_i - N^2_{H1} \right) + N^2_i \mathcal{A}_i
\]

\[\quad - 4\pi G \left[ (\epsilon + 3p_1)N^2_i - (\epsilon_{H1} + 3p_{H1})N^2_{H1} \right] ;
\]

\[
t_i W^a_j \delta_a^i + \left( \frac{H_i - \left( \frac{\partial t N}{N} \right)_i}{t} \right) t^i U^a_j \delta_a^i + U t^i U^a_j \delta_a^i
\]

\[\quad - \left( U^a_k \delta_a^i U^b_j \delta_b^k - \frac{1}{3} U^a_i \delta_a^k U^b_k \delta_b^i \right) = N^2_i \left( \xi^i_j \left( t_i \right) - \tau^i_j \left( t_i \right) \right) ;
\]

\[
U^2 - U^a_i \delta_a^i U^b_j \delta_b^j + 4H_i U = 16\pi G \left( \epsilon_i N^2_i - \epsilon_{H1} N^2_{H1} \right) + 2\Lambda \left( N^2_i - N^2_{H1} \right) - \mathcal{R}_i N^2_i ;
\]

\[
\left( N^{-1}_i U^a_j \delta_a^i \right)_{\parallel i} = \left( N^{-1}_i U \right)_{\parallel i} + 2H_i \left( N^{-1}_i \right)_{\parallel i} ;
\]

\[
p_i = \beta(\epsilon_i) ; \quad p_{H1} = \beta(\epsilon_{H1}) .
\]

The abbreviations \( U \equiv U^a_k \delta_a^k \), \( W \equiv W^a_k \delta_a^k \), and \( t^i W^a_i \equiv W^a_i - (1/3)W \delta^a_i \), \( t^i U^a_i \equiv U^a_i - (1/3)U \delta^a_i \), are used for the trace and traceless parts, respectively.

### 3.2.3 First–order Lagrange–Einstein system

We now expand the above Lagrange–Einstein system and its initial conditions to first order\(^7\) in the only dynamical variable in this Lagrangian perturbation approach, namely the deformation field \( P^a_i \). In what follows we omit the index \(^{(1)}\) for the first–order deformation field and the associated initial conditions \( U_{ij} \), \( W_{ij} \), but keep the index for the other variables, as functionals of \( P^a_i \). We first need to express these functionals explicitly at first order.

\(^7\) Note that initial data can be assumed, without loss of generality, to be first order.
3.2.3.1 Dependent variables at first order

Beginning with the first–order Ricci tensor and scalar curvature, we expand the initial metric coefficients to first order as

\[ G_{ij}^{(1)}(X) = \delta_{ij} + G_{ij}^{(1)}(X) \]

since they reduce to \( \delta_{ij} \) at the unperturbed zero–order level. Introducing the first–order quantities

\[ G_{ij}^{(1)} \equiv \delta^{k}_{i} \delta^{l}_{j} G_{kl}^{(1)}, \quad P_{ij}^{(1)} \equiv \delta^{k}_{i} \delta^{l}_{j} P_{kl} \]

for the inverse metric, we can then substitute the metric and its inverse, truncated to first order,

\[ g_{ij} = a^2 \left( \delta_{ij} + G_{ij}^{(1)} + 2P_{ij}^{(1)} \right), \quad (3.53) \]
\[ g_{ij} = a^{-2} \left( \delta_{ij} - G_{ij}^{(1)} - 2P_{ij}^{(1)} \right), \quad (3.54) \]

into the definitions of the spatial Christoffel symbols and of the spatial Ricci tensor. We thereby obtain:

\[ \Gamma_{ij}^{k(1)} = \frac{1}{2} g^{kl} \left( G_{ilj}^{(1)} + G_{lj}^{(1)} - G_{ijl}^{(1)} \right) + \delta^{kl} \left( P_{(ij)l}^{(1)} + P_{(ij)i}^{(1)} - P_{(ij)l} \right); \quad (3.55) \]
\[ R_{ij}^{(1)} = \mathcal{R}_{ij} + P^{k}_{[ij]i} + P^{k}_{(ij)[k]i} + P^{(ik)}_{(ij)j} - P_{(ij)}^{(1)}; \quad (3.56) \]
\[ R^{(1)} = a^{-2} \mathcal{R} + 2a^{-2} \left( P^{ki}_{[ij]} - P^{ki}_{[j]} \right), \quad (3.57) \]

where \( \mathcal{R}_{ij} \equiv G_{[ij]i}^{(1)k} + G_{[ij]i}^{(1)k} \), and \( \mathcal{R} \equiv \delta_{ij} \mathcal{R}_{ij} = 2 G_{[ij]}^{(1)l} \) are the initial conditions for the curvature tensor coefficients and their trace, respectively.

An important difference from the dust case is that here the spatial Ricci scalar will in general not be constrained to evolve as \( \mathcal{R}(X) a(t)^{-2} \) at first order, due to the contributions from the lapse in the momentum constraints. Indeed, as we will see below, these contributions give rise to a nonzero evolution for the (initially vanishing) second term \( (P^{ki}_{[ij]} - P^{ki}_{[j]}) \), or equivalently a nonconserved scalar curvature, \( \partial_{t} R^{(1)} + 2H R^{(1)} = a^{-2} \partial_{t}(a^2 R^{(1)}) \neq 0 \), in contrast to the dust case.

Using the barotropic EoS and the corresponding solution (3.41) to the energy conservation equation (3.13), we can also expand \( \epsilon, p, N \) and \( \mathbf{A}_{i} \) in terms of the first–order deformation field. We write \( \epsilon_{i} \equiv \epsilon_{H}^{(1)}(1 + \delta \epsilon_{i}) \) at first order, and expand \( J^{-1} = a^{-3} \det(\delta^{a}_{i} + P^{a}_{i}) \) at the same order as \( a^{-3}(1 - P) \). The solution (3.41) for \( \epsilon \) as a function of \( J \) can then be expanded to first order in the perturbation
as
\[ \epsilon = F^{-1} \left( \frac{F(\epsilon_H)}{a^3} + \frac{F'(\epsilon_H) \epsilon_H \delta \epsilon_1}{a^3} - \frac{F(\epsilon_H) P}{a^3} \right) \]
\[ = F^{-1} \left( \frac{F(\epsilon_H)}{a^3} \right) + \left[ \frac{1}{a^3} \epsilon_H F'(\epsilon_H) \delta \epsilon_1 - \frac{P F(\epsilon_H)}{a^3} \right] \left( F^{-1} \right)' \left( \frac{F(\epsilon_H)}{a^3} \right). \] (3.58)

The background energy–momentum conservation equation (3.41) still holds for background quantities, giving
\[ F(\epsilon_H) = \frac{F(\epsilon_H)}{a^3}. \] (3.59)

This can be substituted into Eq. (3.58) to give
\[ \epsilon = \epsilon_H \left[ 1 + \frac{F(\epsilon_H)}{\epsilon_H F'(\epsilon_H)} \left( \frac{\epsilon_H F'(\epsilon_H)}{F(\epsilon_H)} \delta \epsilon_1 - P \right) \right]. \] (3.60)

The further use of the definition of \( F \), Eq. (3.15), allows us to simplify the above to
\[ \epsilon = \epsilon_H \left[ 1 - \left( 1 + \frac{\rho_H}{\epsilon_H} \right) \bar{P} \right], \] (3.61)

which we have written for convenience in terms of a shifted deformation trace,
\[ \bar{P} = P - \alpha_H \delta \epsilon_1, \] (3.62)

where \( \alpha_H = (\epsilon_H + \beta(\epsilon_H))^{-1} \epsilon_H \) is a constant, and \( \delta \epsilon_1 \) is the initial energy perturbation distribution in space.

The pressure can in turn be expanded to first order as \( p = \beta(\epsilon) \), yielding
\[ p = p_H - \beta'(\epsilon_H) (\epsilon_H + p_H) \bar{P}. \] (3.63)

Note that the factor \( \beta'(\epsilon_H) \) corresponds to the (generally time–dependent) dimensionless ratio of the background speed of sound to speed of light squared, \( \beta'(\epsilon_H) = c_s^2(t)/c^2 \), if \( p_H \) is the thermodynamic equilibrium pressure for the background fluid. We then expand the lapse \( N = (\epsilon + p)^{-1} F(\epsilon) \) as
\[ N = N_H \left[ 1 + \beta'(\epsilon_H) \bar{P} \right] \] (3.64)
at first order in the deformation field. At this order, one will then have (with \( \partial_t P = \partial_t \bar{P} \)):

\[
\frac{\partial_t N}{N} = \frac{\partial_t N_H}{N_H} + \beta' (\epsilon_H) \partial_t \bar{P} - 3H (\epsilon_H + \beta (\epsilon_H)) \beta'' (\epsilon_H) \bar{P},
\]

(3.65)

with

\[
\frac{\partial_t N_H}{N_H} = 3H \beta' (\epsilon_H).
\]

(3.66)

Furthermore, we can calculate the first–order expression for \( A_{ij} = N^{-1} N_{1}^{[i} |_{j]} \), resulting in

\[
A_{ij}^{(1)} = a^{-2} \beta' (\epsilon_H) \delta^{ik} \bar{P}_{j[k}. \]

(3.67)

3.2.3.2 First–order system

The Lagrange–Einstein system (3.28)–(3.31) can then be rewritten at first order in the deformation field as follows:

\[
\partial_t P_{ij} = 0 ;
\]

(3.68)

\[
\partial^2_t P_{ij}^{(1)} + 3H \left[ 1 - \beta' (\epsilon_H) \right] \partial_t P_{ij}^{(1)} + H \left[ 1 - \beta' (\epsilon_H) - V(t) \right] \partial_t P \delta_j^i = 0,
\]

(3.69)

\[
\partial_t \left( P_{ij}^{(1)} - P_{[ij]} \right) = -2H \beta' (\epsilon_H) \bar{P}_{ij},
\]

(3.70)

\[
H \partial_t \bar{P} + 4\pi G \left[ \epsilon_H + p_H - (2\epsilon_H + \tilde{\Lambda}) \beta' (\epsilon_H) \right] N_H^2 \bar{P} = -\frac{1}{4} N_H^2 R^{(1)} ,
\]

(3.71)

where \( A_{ij}^{(1)} \), \( R_{ij}^{(1)} = a^{-2} \delta^{ik} R_{kj}^{(1)} \) and \( R^{(1)} \) are expressed as functions of \( P_{ni}^{(1)} \) according to the formulas given above, \( \tilde{\Lambda} \equiv \Lambda / (4\pi G) \), and we used the abbreviation

\[
V(t) = \left[ \epsilon_H + p_H - (2\epsilon_H + \tilde{\Lambda}) \beta' (\epsilon_H) \right]^{-1}
\]

(3.72)

\[
\times \left\{ \epsilon_H + p_H - (3\epsilon_H - p_H + 2\tilde{\Lambda}) \beta' (\epsilon_H) + (2\epsilon_H + \tilde{\Lambda}) \left[ \epsilon_H + p_H \right] \beta'' (\epsilon_H) \right\}.
\]

Eq. (3.69) has been obtained from the first–order expansion of the extrinsic curvature evolution equation (3.29) by combining it with the first–order energy constraint (3.71). The EoS (3.32) has already been used to expand \( \epsilon, p \) and \( N \) in terms of the first–order deformation field.
3.2.4 First–order master equations

Following the approach of Ref. [Al Roumi et al., 2017] the above system can be re-expressed by decomposing the deformation fields into trace, trace-free symmetric and antisymmetric parts:

\[ P_{ij} = \frac{1}{3}P \delta_{ij} + \Pi_{ij} + \Psi_{ij}, \tag{3.73} \]

where \( \Pi_{ij} = P_{(ij)} - \frac{1}{3}P \delta_{ij} \) and \( \Psi_{ij} = P_{(ij)} \). We will now derive the governing equations for these parts, named master equations. For the trace part we use the new variable (3.62).

Accordingly, (3.68)–(3.69) become:

\[ \partial_t \Psi_{ij} = 0 ; \quad \Psi_{ij} = \Psi_{ij}(t_i) = 0 ; \tag{3.74} \]

\[ \partial^2_t \bar{P} + 3H [2 - 2\beta'(\epsilon_H) - \mathcal{V}(t)] \partial_t \bar{P} = N_H^2 \mathcal{A}(1) - N_H^2 \left( 1 - \frac{3}{4} \mathcal{V}(t) \right) \mathcal{R}(1) ; \tag{3.75} \]

\[ \partial^2_t \Pi_{ij} + 3H [1 - \beta'(\epsilon_H)] \partial_t \Pi_{ij} = N_H^2 \left( \xi^{(1)}_{ij} - \tau^{(1)}_{ij} \right) ; \tag{3.76} \]

\[ \partial_t \left( \Pi_{ji} - \frac{2}{3} \bar{P}_{ij} \right) = -2H \beta' (\epsilon_H) \bar{P}_{ij} ; \tag{3.77} \]

where we have also used \( \partial_t \bar{P} = \partial_t \bar{P} \).

Once again the first–order quantities \( \mathcal{A}(1), \xi^{(1)}_{ij}, \mathcal{R}(1) \) and \( \tau^{(1)}_{ij} \) are used as shorthand notations but are meant to be expressed in terms of the deformation field. These expressions are obtained from the results above, Eqs. (3.56), (3.57), (3.67), as follows:

\[ a^2 \mathcal{A}(1) = \beta' (\epsilon_H) \Delta_0 \bar{P} ; \tag{3.78} \]

\[ a^2 \xi^{(1)}_{ij} = \beta'(\epsilon_H) \left( \bar{P}^{ji}_{ij} - \frac{\delta^j_i}{3} \Delta_0 \bar{P} \right) ; \tag{3.79} \]

8 The expression given for \( \tau^{(1)}_{ij} \) makes use of the momentum constraints (3.77), which imply, through their spatial derivative, \( \partial_t \Pi_{k[ij]} = 0 \) and thus \( \Pi_{k[ij]} = \Pi_{k[ji]} = t_i = 0 \). Also note that since \( P \) and \( \bar{P} \) differ by an initial spatial function, we can express (3.78)–(3.81) in terms of either variable. Here we have adopted the most compact possibility, noting that the initial value of \( \bar{P} \) is nonzero, whereas (3.80) and (3.81) involve the initial curvature which is independent of the initial perturbation field.
\[ a^2 R^{(1)} = \mathcal{R} + 2 \left( \Pi^k_{k|i} - \frac{2}{3} P^k_{|k} \right) ; \] (3.80)

\[ a^2 \tau^i_j (1) = \mathcal{T}^i_j + 2 \Pi^k_{k|j} - \Pi^j_{k|k} - \frac{1}{3} \left( 2 \Pi^k_{l|k} \delta^i_j + P^i_{|j} - \frac{1}{3} \Delta_0 P \delta^i_j \right) , \] (3.81)

with \( \mathcal{T}^i_j \equiv \mathcal{R}^i_j - \frac{1}{3} \beta \delta^i_j = \tau^i_j (1)(t_1) \), and with \( \Delta_0 \) the coordinate Laplacian operator in the Lagrangian coordinates \( \{ X^i \} \), \( \Delta_0 \equiv \delta^i_j \partial_i \partial_j \).

### 3.2.4.1 Master equation for the trace

Contracting the momentum constraints (3.77) with a spatial derivative \( \partial_j \) yields the first–order evolution equation for the nontrivial part of the scalar curvature:

\[ \partial_t \left( P^k_{k|i} - P^k_{|k} \right) = \partial_t \left( \Pi^k_{k|i} - \frac{2}{3} P^k_{|k} \right) = -2H \beta'(\epsilon_H) \Delta_0 \bar{P} . \] (3.82)

From the respective expressions (3.57), (3.78) for \( R^{(1)} \) and \( A^{(1)} \), this amounts to the following evolution for \( R^{(1)} \):

\[ \partial_t R^{(1)} + 2HR^{(1)} = -4Ha^{-2} \beta'(\epsilon_H) \Delta_0 \bar{P} = -4H A^{(1)} , \] (3.83)

which unlike the case of dust does remain coupled to the dynamics of the inhomogeneous perturbation.

Combining this evolution equation with the linearized energy constraint (3.71) and its time–derivative one then obtains the master equation for the evolution of the trace (3.62) of the first–order deformation field:

\[ \partial_t^2 \bar{P} + 2H(1 - 3\beta'(\epsilon_H)) \partial_t \bar{P} - \mathcal{W}(t)N^2_H \bar{P} = a^{-2} N^2_H \beta'(\epsilon_H) \Delta_0 \bar{P} , \] (3.84)

---

9 This equation can also be derived by combining the energy constraint (3.71) with the trace (3.75) of the evolution equation to eliminate \( R^{(1)} \), or equivalently by directly expanding the Raychaudhuri equation (3.33) to first–order. In both cases, the master equation for the trace would then be recovered after replacing the first–order acceleration divergence \( A^{(1)} \) by its explicit expansion (3.78).
where \( p_H = \beta(\epsilon_H) \) and \( N_H = F(\epsilon_H)/(\epsilon_H + p_H) \) still, and

\[
W(t) = 4\pi G \left[ \epsilon_H + p_H - (2\epsilon_H + \tilde{\Lambda})\beta'(\epsilon_H) \right] \left[ 4 - 3\nu(t) \right] \\
= 4\pi G \left[ \epsilon_H + p_H + (\epsilon_H - 3p_H + 2\tilde{\Lambda})\beta'(\epsilon_H) \right] \\
- 12\pi G \left( 2\epsilon_H + \tilde{\Lambda} \right) (\epsilon_H + p_H)\beta''(\epsilon_H). \tag{3.85}
\]

To avoid potential confusion, since the time coordinate \( t \) used in this paper has a different rate as compared to the conventional cosmic time, it will sometimes be convenient for further applications to use the (time-coordinate-independent) background scale factor \( a \) as the time variable instead. With this change of parametrization, the energy constraint (3.71) and the master equation for the trace (3.84) may be rewritten as follows:

\[
\frac{a}{\partial a} \frac{\partial \tilde{P}}{\partial a} + \alpha_0 \tilde{P} = -\frac{N_H^2}{4H^2} R^{(1)}; \tag{3.86}
\]

\[
\frac{1}{a^2} \frac{\partial^2 \tilde{P}}{\partial a^2} + \frac{\alpha_1}{a} \frac{\partial \tilde{P}}{\partial a} - \frac{\alpha_2}{a^2} \tilde{P} = \frac{\alpha_3}{a^4} \Delta_0 \tilde{P}, \tag{3.87}
\]

respectively, with time-dependent coefficients,

\[
\alpha_0 = 4\pi G \frac{N_H^2}{H^2} \left[ \epsilon_H + p_H - \left( 2\epsilon_H + \tilde{\Lambda} \right) \beta'(\epsilon_H) \right] ; \tag{3.88}
\]

\[
\alpha_1 = \alpha_0 + 4\pi G \frac{N_H^2}{H^2} \left[ \tilde{\Lambda} - 2p_H \right] ;
\]

\[
\alpha_2 = N_H^2 W(t)/H^2 \quad ; \quad \alpha_3 := N_H^2 \beta'((\epsilon_H)/H^2 ,
\]

where we remind that from the background Friedmann equation we have \( H^2/N_H^2 = 4\pi G (2\epsilon_H + \tilde{\Lambda})/3 \).

From Eq. (3.87) we can introduce a time-dependent background Jeans wavenumber \( k_J(\epsilon_H) \) by\(^{10}\)

\[
k_J(\epsilon_H) \equiv \frac{1}{c} \sqrt{\frac{\alpha_2}{\alpha_3}} = \frac{1}{c} \sqrt{\frac{W(t)}{\beta'(\epsilon_H)}}, \tag{3.89}
\]

provided that the term in the square root is positive. Pressure should be positive for sound waves to resist gravitational collapse, and the existence of the Jeans

\(^{10}\)We include the factor \( c \) explicitly so that the dimensional content of this relation is clear. The right hand side of (3.85) must be divided by \( c^3 \) if units \( c \neq 1 \) are restored.
length is intimately related to the energy conditions satisfied by the matter field.

A remark is in order here. In general, one would expect the evolution of the inhomogeneous deformation to be affected by the local, inhomogeneous speed of sound and density, so that a nonperturbative Lagrangian realization would rather feature a local Jeans wavenumber $k_J(\epsilon)$ [Buchert, 2006]. The dynamics in presence of an important density contrast will thus not be fully captured by the above first–order equation, where $\epsilon$ has been expanded in $P^a_i$ and, accordingly, only zero–order background factors such as $k_J(\epsilon_H)$ survive in front of the first–order $\bar{P}$.

As in the dust case, the advantages of the Lagrangian approach are only fully realized via extrapolation, e.g., by computing the energy density as a full nonlinear functional from the first–order deformation. As in the dust case and in contrast to standard Eulerian linear perturbation schemes, applying this procedure to compute the energy density out of the solution to first–order equations such as (3.84), will already capture part of the nonlinear features. This is due to the nonlinear extrapolation and to the use of Lagrangian spatial coordinates which follow the fluid propagation in an exact manner. Further nonlinear effects of inhomogeneous pressure will, however, still be missed due to the absence of local Jeans length contributions in the equation used for $\bar{P}$, compared to what should appear in the nonperturbative evolution equation.

We shall not go beyond this procedure in the present work. Let us nonetheless suggest here a possible direction for improvement. It would require properly defining the local Jeans length in the relativistic context as a functional of the deformation. This quantity would then be substituted for the background Jeans length in the trace master equation. The corresponding nonlinear master equation could then be solved in an iterative manner, by computing at each step the local Jeans length via functional extrapolation out of the previous estimate for the deformation field. Note that each step would also involve a search for the traceless part of the deformation, as all of its components would be required for the extrapolation.

The evolution equation (3.84) may be rewritten in an alternative form via a time–dependent rescaling of the variable $\bar{P} \mapsto \bar{P}/N_H(t)$. Using the variation
rate (3.66) of the background lapse one finds the more transparent form:

$$\partial^2_t \left( \frac{\bar{P}}{N_H} \right) + 2H\partial_t \left( \frac{\bar{P}}{N_H} \right) - 4\pi G(\epsilon_H + p_H)N_H^2 \left( \frac{\bar{P}}{N_H} \right) = a^{-2}N_H^2 \beta'(\epsilon_H) \Delta_0 \left( \frac{\bar{P}}{N_H} \right).$$

(3.90)

• **Dust limit:** Both $t$–variable forms of the trace master equation, Eqs. (3.84) and (3.90), reduce to the dust deformation trace evolution equation of previous series papers in the limit where $p_H = \beta(\epsilon_H) = 0$, see also the first-order $P$ of Eq. (2.41). Indeed, in this case we find $W(t) = 4\pi G\epsilon_H = 4\pi G\rho_H = 4\pi G\rho_H a^{-3}$ and $N_H(t) = (\epsilon_H + p_H)^{-1}\rho_H = 1$, and consequently the trace master equation becomes:

$$\partial^2_t P + 2H\partial_t P - 4\pi G\rho_H a^{-3}P = -4\pi G\rho_H a^{-3}\delta\epsilon_1.$$  

(3.91)

With $N_H = 1$ the time variable used is indeed the standard FLRW time coordinate $\tilde{t} = t$, so that the above time–derivatives coincide with those used in previous papers like Ref. [Al Roumi et al., 2017] (denoted there by overdots). Finally, as evaluating Eq. (3.91) at the initial time gives $W = -4\pi G\rho_H a^{-3}$, its right hand side can always be rewritten as $Wa^{-3}$, and the dust–case master equation for the trace (Eq. (41) of [Al Roumi et al., 2017]) is thus recovered.

• **Newtonian limit:** The Newtonian limit is obtained by the joint application of the Minkowski Restriction (MR) for the deformation field, as introduced for dust in [Buchert and Ostermann, 2012], and of the $c \to \infty$ limit together with the assumption of a nonrelativistic pressure.

The latter two assumptions imply that the pressure is no longer a source of the gravitational field, as the energy density is then $\epsilon \simeq \rho c^2 \gg p$ (where the constant $c$ has been temporarily restored), so that all source terms reduce to the contribution of $\rho$. Note that $\rho$ can indeed be considered as equal to the actual rest mass density in this limit. A further consequence of this is that the lapse becomes trivial, $N = \rho c^2/(\epsilon + p) \simeq 1$, consistent with its spatial variation rate, $N^{-1}N_{ij} = -(\epsilon + p)^{-1} p_{ij} \simeq -(\rho c^2)^{-1} p_{ij} \to 0$ when $c \to \infty$, for any pressure spatial gradient. It is also the case for the (already homogeneous, but generally time–dependent) background lapse that $N_H \simeq 1$. Consequently, the fluid–orthogonal hypersurface time label $t$ now coincides with the fluid’s proper time $\tau$ (since
$1 \simeq N = \partial_t \tau$ as well as with the standard background cosmic (proper) time $\tilde{t}$. All these notions thus consistently define a time reference that can be used as the Newtonian absolute time. We will denote the corresponding Lagrangian time–derivative operator by an overdot.

With $N = 1$ the line element (3.3) reduces to the one used in [Buchert and Ostermann, 2012] for irrotational dust, and one can thus directly use the corresponding definition of the MR in this context.¹¹ This restriction amounts to assuming that the initial metric is Euclidean and that the spatial coframes are exact in the three–dimensional hypersurfaces, i.e., that there exist spatial coordinates $x^a = f^a (X^i, t)$ such that $G_{ab} = \delta_{ab}$ and

$$\eta^a_i = a(t) (\delta^a_i + P^a_i) = f^a_i .$$

(3.92)

In any $t = const$ hypersurface, the spatial line element then reads $ds^2 = \delta_{ab} dx^a dx^b$. The coordinates $x^a$ thus define Cartesian–type Eulerian coordinates in which the metric coefficients are manifestly Euclidean at each time, and they can be used to define a Newtonian spatial reference frame. Through its second equality, Eq. (3.92) also implies that the deformation 1–forms $P^a$ are also exact and accordingly define a deformation vector $\mathbf{P}$, with components $P^a$,

$$x = a(t) [X + \mathbf{P} (X, t)] , \quad P^a_i =: P^a_{i|} .$$

(3.93)

With these two assumptions the master equation (3.90) on the trace $P = \delta_a^i P^a_i$ becomes an equation on the Lagrangian divergence $\nabla_0 \cdot \mathbf{P} = \delta_a^i P^a_i$ of $\mathbf{P}$:

$$\nabla_0 \cdot \dot{\mathbf{P}} + 2H \nabla_0 \cdot \dot{\mathbf{P}} - 4\pi G \rho H (\nabla_0 \cdot \mathbf{P} - \delta \partial_t) = a^{-2} \frac{dp_H}{d\rho H} \Delta_0 (\nabla_0 \cdot \mathbf{P} - \delta \partial_t) ,$$

(3.94)

¹¹ Note that the Minkowski Restriction introduced for the dust case is in principle independent of a possible $c \to \infty$ limit and can still otherwise be applied in a Minkowskian regime, as the name suggests. In the present case, when $c$ is still finite, this procedure would need to be extended to the presence of pressure and consequently of an inhomogeneous lapse. We believe, however, that such an extension to this case would require a modification of the perturbation framework used so far in this paper, through the use of a spacetime foliation better adapted to this purpose, and we will consequently not attempt to provide such a generalization here.
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with \( \varrho_H = a^{-3} \varrho_{H1} \) still, and \( \varrho_i = \varrho_{H1}(1 + \delta \varrho) \). Note that, although the pressure itself no longer contributes as a source of gravitation, its spatial gradient still produces an acceleration (as obviously expected in a Newtonian framework), which is why it still affects the dynamics of \( \nabla_0 \cdot \mathbf{P} \) above through the sound speed squared factor \( dp_H/d\varrho_H \) in front of its Laplacian.

The above equation (3.94) matches\(^{12} \) the corresponding equation for the deformation vector obtained in the Newtonian Lagrangian framework, Eq. (24b) in [Buchert and Adler, 1999] or Eq. (45) in [Buchert and Domínguez, 2005] written for the longitudinal part of the deformation vector. By definition, this part obeys the same evolution equation as the Lagrangian divergence of the vector, as can be seen in the unnumbered equations involving that divergence before Eq. (24a) in [Buchert and Adler, 1999]. Note that in this reference, the Laplacian term features a local sound speed squared (related to the local Jeans length) \( dp/\varrho \), but it is already noted there that it should actually be replaced by the background value for consistency with the first–order expansion, and it is indeed replaced by the corresponding background expression in [Buchert and Domínguez, 2005].

3.2.4.2 Master equation for the traceless part

The first–order evolution of the traceless symmetric part \( \Pi^i_{\ j} \) is given by Eq. (3.76), with \( \xi^{(1)} \) and \( \tau^{(1)} \) substituted into (3.79) and (3.81), respectively. Eliminating the initial traceless curvature \( \mathcal{T}^i_{\ j} \) by evaluation of the evolution equation, at the time corresponding to the initial condition (3.113), then first yields the following evolution equation for the traceless symmetric part:

\[
\partial^2_t \Pi^i_{\ j} + 3H \left[ 1 - \beta'(\epsilon_H) \right] \partial_t \Pi^i_{\ j} + \frac{N^2_H}{a^2} \left( 2 \Pi^i_{\ k|j} - \Pi^i_{\ j|k} - \frac{2}{3} \Pi^k_{\ l|k} \delta^i_j \right) = \frac{N^2_H}{3a^2} \left( 1 + 3\beta'(\epsilon_H) \right) D^i_{\ j} \tilde{P} - \left[ 1 + 3\beta'(\epsilon_{H1}) \right] D^i_{\ j} \tilde{P} \]

\(^{12} \)Eq. (3.94) features additional contributions from the initial density perturbations \( \delta \varrho \) as compared to the original Newtonian result obtained in [Buchert and Adler, 1999]. These perturbations were indeed neglected there, by assuming \( \varrho_i = \varrho_{H1} \), as is also assumed in Zel’dych’s original work for the dust case [Zel’dovich, 1970a]. However, as is demonstrated in Appendix A of [Buchert and Adler, 1999], such an assumption can be made without loss of generality in the Newtonian context within the first–order perturbation scheme in the deformation vector, through a suitable change of Lagrangian coordinates, making both approaches equivalent.
Here \( \bar{P}_i = -\alpha H \delta \epsilon \) due to the vanishing of the initial spatial perturbation field, and we have introduced the coordinate traceless spatial Hessian operator \( D^j_i \equiv \delta^{ik} \partial_k \partial_j - (1/3) \delta^j_i \Delta_0 \). This equation still explicitly features the trace, but it can be fully expressed in terms of \( \Pi^j_i \) by making use of the momentum constraints (3.77). The latter can indeed be rewritten as

\[
2 \Delta_0 U_{t'i} + \partial_t \Pi^j_i \| \| = 0 .
\]  

(3.96)

A time–integration and spatial differentiation of this equation allows one to express \( D^i_j \bar{P} \) as

\[
\frac{D^i_j \bar{P}}{N_H} = \frac{D^i_j \bar{P}}{N_{H1}} + \frac{1}{2} \int_{t_i}^t \partial_t \left( \frac{3 \Pi^k | i_j - \Pi^k | l_k \delta^i_j }{N_H} \right) \Delta t' .
\]  

(3.97)

The pair of equations (3.95), (3.97) together comprise the master equation for the traceless part. When \( p_H = 0 \), one simply has \( N_H(t) = 1 \) and \( \beta'(\epsilon_H) = 0 \) so that this master equation indeed reduces to the corresponding one in the dust case, Eq. (43) in [Al Roumi et al., 2017].

### 3.2.4.3 Master equations for free and scattered gravitational waves

Following the approach developed in [Alles et al., 2015; Al Roumi et al., 2017], we can gain more insight into the evolution of \( \Pi^j_i \) by splitting the full master equation for the traceless variable into gravitoelectric and gravitomagnetic parts. To this end, we first define a corresponding split of the initial conditions for the traceless variables:

\[
U^i_j = U^i_{tE} + U^i_{tH} ;
\]

\[
W^i_j = W^i_{tE} + W^i_{tH} ;
\]

\[
U_{t'i} = 0 ;
\]

\[
W_{t'i} = 0 .
\]  

(3.98)

(3.99)

(3.100)

(3.101)

\[
2 \Delta_0 U_{t'i} + \partial_t \Pi^j_i \| \| = 0 .
\]

(3.102)

\[
2 \Delta_0 W_{t'i} + \partial_t \Pi^j_i \| \| = 0 .
\]

(3.103)
The last two equations hold because of the following geometric identity (taking its first two time–derivatives and evaluating them at the initial time):

\[
(2 \Delta_0 \Pi^i_j + \Pi^k_{\ell|k} \delta^i_j - 3 \Pi^i_{k|j} \delta^k_i)_{|i} = 0.
\] (3.102)

This in turn is due to the following consequence of the momentum constraints (see footnote 8): \( \Pi^k_{[\ell|j]} \delta^k_i = 0 \).

We can then define the gravitoelectric and gravitomagnetic traceless parts, respectively, \( E \Pi^i_j \) and \( H \Pi^i_j \), as initially vanishing and having initial first time–derivatives \( \dddot{\Pi}^i_j \) and \( \dddot{\Pi}^i_j \). They obey the following evolution equations:

\[
\partial_t^2 H \Pi^i_j + 3H \left[ 1 - \beta'(\epsilon_H) \right] \partial_t H \Pi^i_j - \frac{N_H^2}{a^2} \Delta_0 H \Pi^i_j
= \frac{N_H^2}{a^2 N_H^2} \left( \dddot{H} W^i_j + H_1 \left[ 1 - 3 \beta'(\epsilon_H) \right] \dddot{U}^i_j \right);
\] (3.103)

\[
\partial_t^2 E \Pi^i_j + 3H \left[ 1 - \beta'(\epsilon_H) \right] \partial_t E \Pi^i_j + \frac{N_H^2}{3a^2} \Delta_0 E \Pi^i_j
= \frac{N_H^2}{3a^2} \left[ \left[ 1 + 3 \beta'(\epsilon_H) \right] \mathcal{D}^i_j \bar{\mathcal{P}} - \left[ 1 + 3 \beta'(\epsilon_H) \right] \mathcal{D}^i_j \bar{\mathcal{P}} \right]
+ \frac{N_H^2}{a^2 N_H^2} \left( \dddot{E} W^i_j + H_1 \left[ 1 - 3 \beta'(\epsilon_H) \right] \dddot{U}^i_j \right).
\] (3.104)

Eq. (3.103) is the master equation for free gravitational waves, while Eq. (3.104), after elimination of the coupling to the trace, is the master equation for the gravitational wave part that is scattered at the perfect fluid source. We will discuss the coupling to the trace of this latter equation in more detail below.

The above evolution equations ensure that we indeed get a decomposition of the traceless deformation field obeying (3.95) at all times:

\[
\Pi^i_j = E \Pi^i_j + H \Pi^i_j.
\] (3.105)

They will also propagate the initial constraints (3.98)–(3.101) that define the split of \( \dddot{U}^i_j \) and \( \dddot{W}^i_j \). This will ensure the preservation at all times of the divergence–free nature of free gravitational waves as well as the geometric identity on their
scattered part, similar to the dust case:

\[ H \Pi^{ij}_{ji} = 0, \tag{3.106} \]

\[ 2 \Delta_0 E^{ij}_{j} + E^{ik}_{lj} \, \gamma \, \delta^{ij}_{j} - 3 E^{i}_{klij} = 0. \tag{3.107} \]

The (also propagating) momentum constraints (3.96) split as follows:

\[ H \Pi^{i}_{ji} = 0; \quad \frac{1}{N_H} \partial_t E^{i}_{ji} = \frac{2}{3} \partial_t \left( \frac{\bar{P}_j}{N_H} \right). \tag{3.108} \]

Observe that \( H \Pi^{i}_{ji} \) decouples from the trace in both the momentum constraints and the evolution equation, while \( E^{i}_{ji} \) remains coupled to the trace in both cases. Alternatively, using a time integral of the momentum constraints,

\[ E^{i}_{ji} = \frac{2}{3} \int_{t_i}^{t} N_H \partial_t \left( \frac{\bar{P}_j}{N_H} \right) dt', \tag{3.109} \]

the geometric constraint (3.107) on \( E^{i}_{ji} \) can be expressed as follows:

\[ \Delta_0 E^{i}_{ji} = D^{i}_{j} \left( \int_{t_i}^{t} N_H \partial_t \left( \frac{\bar{P}}{N_H} \right) dt' \right). \tag{3.110} \]

This is to be compared to the dust–case relation, Eq. (51) in [Al Roumi et al., 2017], to which it reduces when \( p_H = 0 \) and accordingly \( N_H(t) = 1: \Delta_0 E^{i}_{ji} = D^{i}_{j} (\bar{P} - \bar{P}_1) = D^{i}_{j} P \). Hence, in the presence of pressure, in contrast to the dust case, the gravitoelectric traceless part and the trace, although still tightly coupled, will in general have different time behaviours.

With the antisymmetric part vanishing at all times, the evolution equations for the trace and for the gravitoelectromagnetic split of the traceless symmetric part, coupled through the momentum constraints, characterize the behaviour of the first–order Lagrangian deformation field for this general barotropic single fluid. These evolution equations have yet to be complemented by the set of initial constraints (3.47)–(3.52), to which we turn now.
3.2.5 First–order initial conditions

The constraints on the initial conditions for the deformation field, the density and the spatial curvature are expressed at the first–order level as follows:

\[
U_{[ij]} = 0 ; \quad W_{[ij]} = 0 ; \quad (3.111)
\]

\[
W - 6H_1 \beta'(\epsilon H_1) U = -N_{H_1}^2 \alpha_H \left[ W(t_1) \delta \epsilon_1 + \beta'(\epsilon H_1) \Delta_0 (\delta \epsilon_1) \right] ; \quad (3.112)
\]

\[
[u W_j + H_1 [1 - 3 \beta'(\epsilon H_1)] u U_j] = -N_{H_1}^2 \mathcal{\mathcal{S}}^j_j - N_{H_1}^2 \alpha_H \beta'(\epsilon H_1) \left[ (\delta \epsilon_1)_i^j - \frac{1}{3} \Delta_0 (\delta \epsilon_1) \delta^i_j \right] ; \quad (3.113)
\]

\[
H_1 U = -\frac{1}{4} \mathcal{R} N_{H_1}^2 + 4\pi G N_{H_1}^2 \alpha_H \delta \epsilon_1 \times \left[ \epsilon H_1 + p_{H_1} - (2\epsilon H_1 + \Lambda) \beta'(\epsilon H_1) \right] ; \quad (3.114)
\]

\[
U_{j|i} - U_{i|j} = 2H_1 \alpha_H \beta'(\epsilon H_1) (\delta \epsilon_1)_{ij} ; \quad (3.115)
\]

\[
p_i = p_{H_1} + \epsilon H_1 \beta'(\epsilon H_1) \delta \epsilon_1 ; \quad p_{H_1} = \beta(\epsilon H_1) . \quad (3.116)
\]

This set of initial conditions can also be obtained by evaluating the linearized Lagrange–Einstein system at an initial time. It can be complemented by the requirements (3.98)–(3.101) which define the initial split into gravitoelectric and gravitomagnetic parts of the traceless deformation field. Note that the above set keeps more variables coupled than the corresponding ones in [Al Roumi et al., 2017]. This is to be expected, since in the dust case a vanishing pressure and a constant lapse allowed for the elimination of \( \epsilon \) and \( \Lambda \) between the first two constraints, leaving only a relation between \( U, W \) and \( \mathcal{R} \). Here, we also have contributions from \( p, \Lambda \) (due to the lapse factor in the \( \Lambda \) term) and the nonvanishing \( \mathcal{A}_1^{(1)} \). Accordingly, the dependence on the initial energy density \( \epsilon_1 \) and its spatial derivatives can no longer be explicitly removed in general. However, as in the dust case, the scalar constraints (3.112) and (3.114), together with the initial EoS (3.116), show that only two independent first–order initial conditions need to be given for the scalar variables \( U, W, \mathcal{R}, \epsilon_1 \), and \( p_1 \). One could for instance only specify \( U \) and \( W \) as can be done in the dust case, fully determining the other scalar initial conditions. In contrast to the dust case, however, determining \( \epsilon_1 \) in this situation would involve solving for the Laplacian differential
equation (3.112).

3.3 Application to specific equations of state

Concrete results can be obtained by looking at special cases of the barotropic EoS. In this section, we will first consider the family of linear relations between the pressure and the energy density. We then proceed to a special nonlinear polytropic EoS that allows one to model the isotropic part of a velocity dispersion field up to late epochs of nonlinear structure formation.

3.3.1 Case of a linear Equation of State: $p = w\epsilon$

In the previous section we have derived the evolution equations for the first–order deformation field, sourced by a general barotropic fluid. In this section we will consider the simplest barotropic EoS as an example, where $p = \beta(\epsilon) = w\epsilon$ with $w$ a constant parameter obeying the dominant energy condition, $-1 \leq w \leq 1$. In addition to the radiation fluid, with $w = 1/3$, other interesting cases include a “stiff fluid” corresponding to a free scalar field source, with $w = 1$, and a “curvature” or “string gas” equation of state, with $w = -1/3$. When $p = w\epsilon$ we can readily apply the procedure suggested in [Alles et al., 2015; Al Roumi et al., 2017] to find the relativistic Lagrangian first–order solutions.

The formal rest mass density $F(\epsilon)$ and the lapse are found to be as follows:

$$N = \frac{F(\epsilon)}{\epsilon + \beta(\epsilon)} = \frac{\rho_1}{\epsilon_1 (1 + w)} \left( \frac{\epsilon}{\epsilon_1} \right)^{-w/(1+w)} ,$$

(3.117)

if $w \neq -1$, where we defined $F(\epsilon) = \rho_1 (\epsilon/\epsilon_1)^{1/(1+w)}$. (The case $w = -1$ for a “vacuum energy equation of state” can be treated separately by the explicit cosmological term.) The solution (3.41) of the energy conservation law then yields the energy density, and the lapse as deduced from (3.117), as the following respective functionals of the coframes, with $J = \det(\eta^a_i)$:

$$\epsilon = \epsilon_1 J^{-(1+w)} ; \quad N = N_1 J^w .$$

(3.118)
Similar equations hold for the background spacetime,

\[ \epsilon_H = \epsilon_{H_1} a^{-3(1+w)}; \quad N_H = N_{H_1} a^{3w}; \quad \frac{\partial_t N_H}{N_H} = 3wH \, . \] (3.119)

Given the linear barotropic EoS, the pressure and background pressure are immediately deduced from the expression of the corresponding energy densities, and will share their functional dependencies.

### 3.3.1.1 First–order equations

With the linear EoS \( \beta(\epsilon) = w\epsilon, \beta'(\epsilon_H) \) reduces to the constant value \( w \), \( \beta''(\epsilon_H) \) vanishes at all times, and \( \alpha_{H_1} = (1 + w)^{-1} \). Consistent with a first–order evaluation of the exact formulas above, the first–order expressions (3.61)–(3.65) for \( \bar{P}, \epsilon, p, F(\epsilon), N \) and their rate of evolution thus simplify to

\[ \bar{P} = P - (1 + w)^{-1}\delta\epsilon; \]
\[ \epsilon = \epsilon_H \left[ 1 - (1 + w)\bar{P} \right]; \quad p = p_H - w(1 + w) \epsilon_H \bar{P}; \]
\[ F(\epsilon) = F(\epsilon_H)[1 - \bar{P}]; \]
\[ N = N_H[1 + w\bar{P}]; \quad \frac{\partial_t N}{N} = 3wH + w \partial_t \bar{P}. \] (3.120)

Eq. (3.72) then reduces to

\[ \mathcal{V}(t) = \frac{\epsilon_H(1 - w)^2 - 2w\Lambda}{\epsilon_H(1 - w) - w\Lambda}, \] (3.121)

and the first–order Lagrange–Einstein system (3.71), (3.74)–(3.77) becomes:\(^{13}\)

\[ \partial_t \mathfrak{P}_{ij} = 0; \quad \mathfrak{P}_{ij} = \mathfrak{P}_{ij}(t_i) = 0; \]
\[ \partial^2_t \bar{P} + 3H\frac{\epsilon_H(1 - w)^2 + 2w^2\Lambda}{\epsilon_H(1 - w) - w\Lambda} \partial_t \bar{P} \]

\(^{13}\)It is worth noting in the case when \( \Lambda = 0 \), \( \mathcal{V}(t) \) simplifies further and reduces to the constant \( 1 - w \), so that (3.122) becomes

\[ \partial_t^2 \bar{P} + 3H(1 - w)\partial_t \bar{P} = N_{H_1}^2 a^{6w} \left[ A^{(1)} - \frac{1 + 3w}{4} R^{(1)} \right]. \]
\[ \mathcal{W}(t) = 4\pi G \left[ \epsilon_{H_1} a^{-3(1+w)(1-w)(1+3w)} + 2w\tilde{\Lambda} \right], \quad (3.129) \]

the master equation (3.84) for the trace of the perturbation now reads:

\[ \partial_t^2 \bar{P} + 2H(1-3w)\partial_t \bar{P} - 4\pi G N_{H_1}^2 \left[ \epsilon_{H_1}(1-w)(1+3w) a^{3(w-1)} + 2w\tilde{\Lambda} a^{6w} \right] \bar{P} = w N_{H_1}^2 a^{6w-2} \Delta_0 \bar{P}. \quad (3.130) \]

In turn, the master equation (3.95) for the traceless symmetric part of the deformation field becomes

\[ \partial_t^2 \Pi^i_j + 3H(1-w)\partial_t \Pi^i_j 
+ N_{H_1}^2 a^{6w-2} \left\{ 2\Pi^i_{\ k} |^k_{\ j\ k} - 2^{\ 3} \Pi^k_{\ i\ k} |^i_{\ j\ k} - \frac{1}{3} (1+3w) D^i_j (\bar{P} - \bar{P}_1) \right\} \]

\[ = N_{H_1}^2 a^{6w} \left[ \mathcal{A}^{(1)} - \frac{\epsilon_H(1-w)(1+3w) + 2w\tilde{\Lambda}}{4\epsilon_H(1-w) - 4w\tilde{\Lambda}} \mathcal{R}^{(1)} \right]; \quad (3.122) \]

and

\[ \partial_t^2 \Pi^i_j + 3H(1-w)\partial_t \Pi^i_j = N_{H_1}^2 a^{6w} \left( \xi^i_j^{(1)} - \tau^i_j^{(1)} \right); \quad (3.123) \]

\[ H \partial_t \bar{P} + 4\pi G \left[ \epsilon_H(1-w) - w\tilde{\Lambda} \right] N_{H_1}^2 a^{6w} \bar{P} = -\frac{1}{4} N_{H_1}^2 a^{6w} \mathcal{R}^{(1)}; \quad (3.124) \]

\[ \partial_t \left( \Pi^i_j |^i_{\ j} - \frac{2}{3} \bar{P}_{j} \right) = -2wH \bar{P}. \quad (3.125) \]

The acceleration gradient and its trace and traceless parts are expressed in terms of the deformation field at first order according to Eqs. (3.67), (3.78), (3.79), yielding

\[ \mathcal{A}^{(1)}_j = a^{-2w} \frac{\bar{P}^{\ i}}{\bar{P}^{\ j}}; \quad (3.126) \]

\[ \mathcal{A}^{(1)} = a^{-2w} \Delta_0 \bar{P}; \quad (3.127) \]

\[ \xi^{(1)}_j = a^{-2w} D^i_j \bar{P}, \quad (3.128) \]

while the first–order expressions (3.57), (3.80), (3.81) of the Ricci tensor and its trace/traceless split are formally unchanged.

Since for the chosen EoS, \( W(t) \) yields

\[ W(t) = 4\pi G \left[ \epsilon_{H_1} a^{-3(1+w)(1-w)(1+3w)} + 2w\tilde{\Lambda} \right], \quad (3.129) \]
\[ a^{6w-2} \left[ ^{\text{tr}} W^i_j + (1 - 3w) H_i ^{\text{tr}} U^i_j \right], \quad (3.131) \]

with, from the momentum constraints (3.125),

\[ a^{-3w} D^i_j \bar{P} = D^i_j \bar{P} + \int_{t_i}^{t} \frac{\partial_t \left( 3 \Pi^k_{j[l} \, ^{|i} - \Pi^k_{i[l} \, ^{|j} \right)}{2 a^{3w}} \, dt'. \quad (3.132) \]

We can finally rewrite the set of initial conditions (3.111)–(3.116) for the linear EoS:

\[ U_{[ij]} = 0; \quad W_{[ij]} = 0; \quad (3.133) \]

\[ W - 6w H_i U = - \frac{N_{H1}^2}{1 + w} \left( w \Delta_0 (\delta \epsilon_i) + 4\pi G \left[ \epsilon_{H1} (1 - w) + 1 + 3w \right] \right) \delta \epsilon_i; \quad (3.134) \]

\[ ^{\text{tr}} W^i_j + (1 - 3w) H_i ^{\text{tr}} U^i_j = - \frac{N_{H1}^2}{1 + w} \left[ \mathcal{D}^i_j + \frac{w}{1 + w} D^i_j (\delta \epsilon_i) \right]; \quad (3.135) \]

\[ H_i U = - \frac{1}{4} \mathcal{R} N_{H1}^2 + \frac{4\pi G N_{H1}^2}{1 + w} \left[ \epsilon_{H1} (1 - w) - w \Lambda \right] \delta \epsilon_i; \quad (3.136) \]

\[ U^i_{j|i} - U^i_j = 2 \frac{w}{1 + w} H_i (\delta \epsilon_i)_j; \quad (3.137) \]

\[ p_i = p_{H1} + w \epsilon_{H1} \delta \epsilon_i; \quad p_{H1} = w \epsilon_{H1}. \quad (3.138) \]

### 3.3.1.2 Solutions for the trace of the deformation field

We will now further investigate the behaviour of the trace \( P \) of the first–order deformation. For simplicity, we will restrict attention to the case of a vanishing cosmological constant, \( \Lambda = 0 \), as may be reasonably assumed during the radiation–dominated era. In this case Eqs. (3.86)–(3.88) reduce to

\[ a \frac{\partial \bar{P}}{\partial a} + \frac{3}{2} (1 - w) \bar{P} = \frac{-3}{32\pi G \epsilon_{H1}} a^{3(1+w)} \mathcal{R}^{(1)}; \quad (3.139) \]

\[ \frac{\partial^2 \bar{P}}{\partial a^2} + \frac{\alpha_1}{a} \frac{\partial \bar{P}}{\partial a} - \frac{\alpha_2}{a^2} \bar{P} = \alpha_3 a^{3w-1} \Delta_0 \bar{P}, \quad (3.140) \]

with the constant parameters

\[ \alpha_1 = \frac{3(1 - 3w)}{2} \quad \alpha_2 = \frac{3(1 - w)(3w + 1)}{2} \quad \alpha_3 = \frac{3w}{8\pi G \epsilon_{H1}}. \quad (3.141) \]
If $w > 0$ (implying $\alpha_3 > 0$), as we will assume in the following, then Eq. (3.140) is a second–order hyperbolic partial differential equation (PDE). This equation is formally analogous to the standard Eulerian propagation equations for a linearized density contrast [Tsagas et al., 2008; Ellis et al., 2012; Peter and Uzan, 2009] once those are re–expressed in terms of the variable scale factor $a$. In the Eulerian case, assuming global flat–space spatial coordinates, one can find the analytical general solution using a Fourier transformation. A discussion of the differences between the Eulerian and Lagrangian approaches has been given in [Al Roumi et al., 2017]. (See also the related discussion in [Villa et al., 2014].) Ref. [Al Roumi et al., 2017] also elucidated a procedure for finding general–relativistic Lagrangian first–order solutions for the deformation field in the dust case. We show here that this procedure can be readily extended to the presence of pressure and apply it to the determination of a Lagrangian solution for the trace part. First, we can use the formal identity of Eq. (3.140), written in Lagrangian coordinates on the nontrivial spacetime manifold, with an equation written in Euclidean space. We can thus work within this flat space with its effective ‘Eulerian’ Cartesian spatial coordinates $x^i$ and solve equation (3.140) with $\Delta_0 \mapsto \delta^{ij} \partial_x \partial_{x^j}$, for the unknown $\bar{P}(a, x)$. On this space we can then indeed apply an inverse Fourier transformation:

$$\bar{P}(a, x) = \iiint \tilde{P}_k(a, k) e^{-i k \cdot x} d^3 k ,$$

(3.142)

and accordingly get a second–order linear ordinary differential equation:

$$\frac{d^2 \tilde{P}_k}{da^2} + \frac{\alpha_1}{a} \frac{d \tilde{P}_k}{da} - \left( \alpha_2 a^{-2} - \alpha_3 k^2 a^{3w-1} \right) \tilde{P}_k = 0 ,$$

(3.143)

14 It would be an elliptic PDE for $w < 0$ (i.e. $\alpha_3 < 0$), while for the parabolic case $w = 0$ (and consequently $\alpha_3 = 0$) it reduces, as expected, to the evolution equation for the dust case, with decoupled time and space variables.

15 Note that in terms of the conventional cosmic time $\tilde{t}$ introduced in (3.37), Eq. (3.123) reduces to $\partial_{\tilde{t}} \tilde{P} + (2 - 3w) a^{-1} \partial_\phi \partial_{\tilde{t}} \tilde{P} - 4\pi G \left[ (1 - w)(1 + 3w)\epsilon_H + 2w \Lambda \right] \tilde{P} = wa^{-2} \Delta_0 \tilde{P}$. This is formally equivalent to the linearized Eulerian equation (3.2.17) of Ref. [Tsagas et al., 2008] in that the coefficients agree, but both the dependent and (spatial) independent variables differ.

16 A complementary picture of an equivalent procedure is shown in Appendix B.2 and applied to the search for a particular solution for the traceless part.
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where we have used \( \mathbf{k} \cdot \mathbf{x} \equiv \delta_{ij}k^ix^j \) and \( k \equiv (\delta_{ij}k^ik^j)^{1/2} \). The background Jeans wavenumber (3.89) then satisfies

\[
k_j^2 = \frac{\alpha_2}{\alpha_3} a^{-3(1+w)} = 4\pi G \epsilon_H \left( 1 - w \right) \frac{(3w + 1)}{w a^{3(1+w)}} ,
\]

where we recall that \( 0 < w \leq 1 \) is assumed. The behaviour of the solution to Eq. (3.140) will then depend on the relative values of \( k \) and \( a k_j(\epsilon_H) \).

One can first proceed by investigating the extreme cases, as is commonly done in the Eulerian analyses. When \( k \ll a k_j(\epsilon_H) \), Eq. (3.143) may be solved as

\[
\bar{P}_k = a^{1+3w} C_{k,1} + a^{3(1-w)} C_{k,2} ,
\]

where \( C_{k,1(2)} \) are two functions of \( k \) encoding the initial conditions. This corresponds, as expected, to the unstable regime since the term with coefficient \( C_{k,1} \) is a growing mode.

In the opposite situation when \( k \gg a k_j(\epsilon_H) \), the solution reads

\[
\bar{P}_k = a^{9w-1} \left[ J_{\nu} \left( B a^{1+3w} k \right) C_{k,1} + Y_{\nu} \left( B a^{1+3w} k \right) C_{k,2} \right] ;
\]

\[
B = \frac{2 \sqrt{\alpha_3} }{1 + 3w} ; \quad \nu = \frac{9w - 1}{2 + 6w} ,
\]

with different \( k \)-dependent coefficients \( C_{k,1(2)} \) and where \( J_{\nu}(x) \) and \( Y_{\nu}(x) \) denote the Bessel functions of the first and second kind, respectively. This corresponds to a ‘stable’ regime of acoustic oscillations, although their amplitude will grow over time (as \( a^{(3w-1)/2} \) for large \( a \)) for an unusual EoS with \( w > 1/3 \). The latter remark includes the “stiff fluid” EoS \( w = 1 \), for which the above solution is exact at all times, since it corresponds to \( k_j(\epsilon_H) = 0 \).

From the expression (3.144) of \( k_j(\epsilon_H) \), the noncomoving Jeans wavenumber \( a k_j(\epsilon_H) \) decreases over time, so that even an initially unstable solution will eventually enter the stable regime. Such a solution will cross the threshold \( k \approx a k_j(\epsilon_H) \) and it may be useful to be able to describe this transition period as well. As in the Newtonian case in the Eulerian approach, with different coefficients (see, e.g., [Gailis and Frankel, 2006]), the Bessel functions actually allow for an
explicit solution of Eq. (3.143) for any mode at all times. The general solution
is the same as (3.146) up to a change of the order of the Bessel functions:

\[
\tilde{P}_k = a^{9w-1} \left[ J_\nu \left( B a^{\frac{1+3w}{2}} k \right) C_{k,1} + Y_\nu \left( B a^{\frac{1+3w}{2}} k \right) C_{k,2} \right];
\]

\[
B = \frac{2\sqrt{\alpha_i}}{1 + 3w}; \quad \nu = \frac{5 + 3w}{2 + 6w}. \tag{3.147}
\]

The integration constants \( C_{k,1(2)} \) are derived from the initial conditions on \( \tilde{P} \) and
its time–derivative, \( \tilde{P}_t(X) \) and \( U(X) \). To this end, one formally replaces these
quantities by functions of the ‘Eulerian’ coordinates \( x^i \) on the Euclidean space,
with the same functional dependence, \( \tilde{P}_i(x) \) and \( U(x) \). One is then working
on flat–space, and the respective Fourier transforms \( \tilde{P}_k(a = a_1 = 1, k) \) and
\( (\partial_t \tilde{P}_k)(a = 1, k) = H_1(\partial_t \tilde{P}_k)(a = 1, k) \) can be computed, from which \( C_{k,1(2)}(k) \)
are deduced. Knowing these, \( \tilde{P}(a, k) \) is expressed as the full solution given by
Eq. (3.147) and its inverse Fourier transform (3.142) gives \( \tilde{P}(a, x) \) in Euclidean
space.

Finally, one can formally replace the Eulerian spatial coordinates by the La-
grangian ones in \( \tilde{P}(a, x) \) while preserving the functional form. The resulting
Lagrangian function \( \tilde{P}(a, X) \) then indeed gives a solution to the evolution equa-
tion (3.140) in the nonconstant curvature spatial sections, thanks to the algebraic
identity of this equation with its Euclidean space counterpart.

It is now a Lagrangian solution, however, and must be interpreted as such:
the coordinates \( X^i \) are comoving with the inhomogeneous fluid flow. They are
interpreted as local coordinates on the perturbed manifold; accordingly the solution
\( P(a, X) \) describes perturbations as they evolve in the perturbed space. This
also implies that there is no diffeomorphism to transform the Lagrangian coor-
dinates back to Eulerian space, even though the evolution equation is formally
exactly the same. Note that the Fourier modes \( \tilde{P}(a, k) \) are only an interme-
diate resolution step as they only correspond to modes in the ancillary Euclidean
space. As the inversion of the solution (3.147) does not allow for an explicit
general analytic expression, it requires the specification of the initial conditions
and will usually involve numerical integration with the given \( C_{k,1(2)}(k) \) to realize
this solution procedure.
3.3.2 Case of a polytropic Equation of State: \( p = \kappa \varrho^\gamma \)

As a second class of models we will now turn to the nonlinear case of polytropic equations of state.

3.3.2.1 Equation of state and resolution procedure

We consider the polytropic EoS, \( p = \kappa \varrho^\gamma \), \( \varrho = F(\epsilon) \), where \( \kappa \) is the polytropic constant, and \( \gamma > 1 \) the polytropic exponent. For such flows the pressure and the energy density obey the relation [Ellis et al., 2012; Rezzolla and Zanotti, 2013]

\[
\epsilon = \beta^{-1}(p) = \frac{1}{\gamma - 1} p + A \frac{1}{\gamma - 1} \kappa \varrho^\gamma + A \frac{1}{\gamma - 1} \kappa \varrho, 
\]

where \( A \) is a constant parameter. We will assume in this section that the formal \( \varrho = F(\epsilon) \) actually coincides with the rest mass density of the fluid, e.g., via suitable initial conditions. For \( A = 0 \), we again obtain the (non–dust) linear case \( p = w \epsilon \) with \( w := \gamma - 1 > 0 \). In the following, we will instead consider the case \( A \kappa^{1/\gamma} = 1 \) (in particular \( A > 0 \)), corresponding to an EoS of the type of a nonrelativistic adiabatic ideal gas, the energy density being the sum of the rest mass density and an internal energy density equal to \( p/(\gamma - 1) \).

As a relevant example, we will focus on the case \( \gamma = 5/3 \) \(^{17} \), which has been proven to be an exact solution for a locally isotropic distribution with velocity dispersion, derived from relativistic kinetic theory of collisionless matter [Ehlers, 1993]. (See also [Treciokas and Ellis, 1971] and references therein.) This EoS also coincides with the corresponding exact solution in Newtonian cosmology derived from kinetic theory [Buchert and Domínguez, 1998, 2005]. In this latter papers it is also shown that this particular EoS arises in the inhomogeneous case by closing the hierarchy of kinetic equations through truncation of the third and higher reduced moments. In the inhomogeneous case this law is, however, phenomenological, since there is a nonvanishing anisotropic part; neglecting this part strictly results in shear–free motion confirming the exactness of the law in the homogeneous case.

The conservation law (3.17), combined with \( p = \kappa \varrho^\gamma \), gives for the evolution

---

\(^{17}\) Notice here the pressure also sources the gravitation, whereas in section 2.2.2.7 we have assumed the effective dynamical pressure arising from velocity dispersion is second-order.
of \( p \):

\[
\partial_t p + \gamma N \Theta p = 0 ; \quad \gamma = \frac{5}{3} .
\]  

(3.149)

The same relation holds within the background spacetime, so that \( p_H a^5 = p_{H_1} a_1^5 \). The assumption of the background sources following the same EoS also gives, for \( \gamma = 5/3 \):

\[
\epsilon_H = \beta^{-1}(p_H) = \frac{3}{2} \frac{p_H + A p_H^{3/5}}{} ;
\]

\[
\beta'(\epsilon_H) = \frac{2}{3} \frac{5}{5 + 2 A p_H^{-2/5}} ;
\]

\[
\beta''(\epsilon_H) = \frac{80 A p_H^{-7/5}}{9 \left(5 + 2 A p_H^{-2/5}\right)^3} .
\]  

(3.150)

The procedure outlined in the last subsection for solving the trace master equation, Eq. (3.87), in terms of Fourier transformation within a set of coordinates formally equivalent to Eulerian spatial coordinates, is still applicable in this case. We can thus substitute (3.150) and (3.88) in the Eulerian coordinate analogue of (3.87), and solve the corresponding ordinary differential evolution equation for each Fourier mode. This has to be performed by numerical integration as the more complicated time–evolution of the coefficients prevents an explicit analytic solution. Once initial conditions are specified we can then numerically compute the inverse Fourier transform, and formally replace the (Eulerian) spatial coordinates by the Lagrangian coordinates \( X^i \) (see section 3.3.1.2) to obtain the solution for \( \tilde{P}(t, X^i) \).

### 3.3.2.2 Behavior of the first–order trace for a model overdense region

As an instructive toy model, we will now consider the evolution of an initial Gaussian deformation describing a spherical local overdensity:

\[
- \tilde{P}_i = \alpha_{H_1} \delta \epsilon_i = c_1 \exp \left( - \frac{R^2}{2\sigma^2} \right) ,
\]  

(3.151)

where \( \sigma \) and \( c_1 \) respectively define the characteristic scale and maximum amplitude of the initial perturbation, and \( R \equiv (\delta_{ij} X^i X^j)^{1/2} \) is a Lagrangian coordinate.
We will take \( c_i > 0 \) and \( c_i \ll 1 \), which can be seen to describe a small initial overdensity, since the initial rest mass density contrast,

\[
\delta_i := \frac{\varrho_i}{\varrho_H} - 1 = \frac{F(\epsilon_i)}{F(\epsilon_H)} - 1 = \frac{F(\epsilon_H[1 + \delta \epsilon_i]) - F(\epsilon_H)}{F(\epsilon_H)},
\]

is well approximated by \( \alpha H \delta \epsilon_i = -\bar{P}_i \) for \( c_i \ll 1 \). The actual value of the amplitude \( c_i \) is irrelevant for the evolution of \( \bar{P} \) itself, since it obeys a linear equation. However, it will matter for the nonlinear evaluation of any physical quantity such as \( \varrho \) determined by the solution for \( \bar{P} \). Indeed, in the Relativistic Zel’dovich Approximation observables have to be extrapolated by evaluating them as exact functionals of the deformation field once the latter is known, even if it arises as a solution to the Lagrange–Einstein equations restricted to a given order in the deformation. To best illustrate the effect of this extrapolation procedure, we choose a rather large overdensity with the arbitrary amplitude \( c_i = 10^{-3} \) at an initial time that corresponds to the epoch of last scattering. As we will see, this will let the unstable perturbations enter the mildly nonlinear regime (where \( |\bar{P}| < 1 \) but is of order 1) around the present epoch, i.e., around \( a = a_0 \simeq 1090 \) since we set \( a_i = 1 \). The other independent initial condition amounts to specifying the first time–derivative \( (\partial_t \bar{P})(t_i) \). For this we simply consider an initially stationary deformation and set \( (\partial_t \bar{P})(t_i) = U = 0 \).

The present formalism focuses on the description of a single fluid source, as it allows for a description in terms of a single velocity field and a single EoS. We shall consequently make the simplifying assumption of a universe model filled with a single–component matter fluid and a cosmological constant. The description of model universes with multicomponent fluids is beyond the scope of the present paper, and is left to future work. The background density parameters \( \Omega_m, \Omega_\Lambda \) for a single matter component and the cosmological constant respectively, satisfy \( \Omega_m + \Omega_\Lambda = 1 \). We will take the present epoch value \( \Omega_\Lambda^0 = 0.692 \) in agreement with the best–fit \( \Lambda \)CDM parameters from the Planck collaboration [Ade et al., 2018].

---

18 We have chosen the set of Lagrangian coordinates \( X^i \) such that the components of the spatial metric at initial time, \( G_{ij} \), are approximately \( \delta_{ij} \) (at leading order) in these coordinates. They can thus be considered as Cartesian–like coordinates, and \( R \) is accordingly a fluid–comoving radial coordinate. It does not, however, coincide with the spatial metric distance between the fluid elements of the respective Lagrangian coordinates \( (X^i) \) and \( (0,0,0) \). (This is true irrespective of a possible normalization by \( a(t) \) to make it a background–comoving distance.)
The background is also affected by the polytropic EoS (3.148) of the source fluid. As noted above, our polytrop is exact for the background and is parameterized by the arbitrary constant $\kappa$, or equivalently $A$ as we set $A\kappa^{1/\gamma} = 1$. Specifying its value amounts to choosing the initial instability scale as determined by $k_J(\epsilon_{H_1})$. It also controls the ratio between pressure and rest mass density at a given time, and hence the deviation of the background from a dust–fluid $\Lambda$CDM model. The value we adopt for our examples below, $A\rho_{H_1}^{-2/3} = 3/2$, requires the background fluid pressure to be relativistic (and radiation–like) at the initial time, $p_{H_1} = \epsilon_{H_1}/3$, with $p_{H_1}/\rho_{H_1} = 2/3$. However, it subsequently quickly becomes negligible as $p_{H}/\rho_{H} \propto a^{-2}$, keeping the late–time dynamics of the background very close to that of the $\Lambda$CDM model.

We choose to make the lengths $R, \sigma$ dimensionless by setting the initial instability scale $k_J(\epsilon_{H_1})^{-1}$ (as derived from substituting (3.150) into (3.89) at the initial time) to be our length unit. Thus $\sigma < 1$ means that the scale of the initial perturbation is below the Jeans scale $k_J(\epsilon_{H_1})^{-1}$, and above it for $\sigma > 1$. For the value of $A$ adopted in the present example and estimating $\rho_{H_1}$ from $\Lambda$CDM background parameters [Ade et al., 2016a], this length unit is approximately 98 kpc. This would correspond to a large background comoving initial overdensity size of $a_0 k_J(\epsilon_{H_1})^{-1} \simeq 107$ Mpc.$^{19}$ Figs. 3.1-3.3 show the numerical results for $\bar{P}$ with the procedure, initial conditions and parameters given above, for three different values of $\sigma$.

The first case, $\sigma = 10$ (Fig. 3.1), corresponds to a super–Jeans length, hence unstable, initial perturbation. Figs. 3.1(a), (b) show the numerical results for the evolution of the perturbation $-\bar{P}$ as a function of the scale factor at several values of $R$, and over the whole range of radii $R$ for increasing values of $a$, respectively. As expected, this perturbation is unstable and remains so by growing at all times, the pressure gradient being insufficient to prevent the collapse of the structure.

$^{19}$Note that $k_J(\epsilon_{H_1})^{-1}$ defines an initial instability ‘scale’ only in terms of Lagrangian co-ordinates, e.g., in terms of $R$. This means that the corresponding ‘background–comoving’ distance, $a(t)k_J(\epsilon_{H_1})^{-1}$ evaluated at present time, does not coincide with the present–day physical size of an object that would initially have been of this scale, as such a size must be evaluated using the actual, deformed, spatial metric. (See previous footnote.) It may be seen as a rough estimate of this size where the deformations $G_{ab}^{(I)}, P_{i}^{(I)}$ are fully neglected in the evaluation of the integrated spatial line element.
Figure 3.1: Numerical solution for the first–order trace $-\bar{P}$ in Lagrangian space, for an initial spherical Gaussian overdensity with a peak amplitude of $10^{-3}$ at $R = 0$ and a standard deviation $\sigma$ such that $k_J(\epsilon_{H_1})\sigma = 10$. (a Top). Evolution of $-\bar{P}$ as a function of $a$ for fixed values of the Lagrangian radius $R$. From top to bottom: $R = 0, 10, 20$ and $30$. (b Bottom). Spatial variation of $-\bar{P}$ with $R$, for several values of the background scale factor. From bottom to top: $a = 1, 10, 200, 500$ and $1000$. The perturbation strongly grows over time, indicating that the structure is collapsing.
Figure 3.2: Numerical solution for the first–order trace $-\bar{P}$ in Lagrangian space, for an initial spherical Gaussian overdensity with a peak amplitude of $10^{-3}$ at $R = 0$ and a standard deviation $\sigma$ such that $k_J(\epsilon_{H1}) \sigma = 0.2$. (a Top). Evolution of $-\bar{P}$ as a function of $a$ at fixed distance $R$. From top to bottom at $a = 1000$: $R = 3$, $R = 4$, $R = 1$ and $R = 0$. The inset panel shows a detail of the early evolution (small values of $a$), where only the $R = 0$ (solid line) and $R = 1$ (dashed line) are visibly nonzero. (b Bottom). Spatial variation of $-\bar{P}$ with the Lagrangian radius, for several values of the background scale factor. The structure is first damped and spread out by the Lagrangian pressure gradient, before starting to grow back after the critical wavenumber $a k_J(\epsilon_H)$ has increased, as the perturbation enters the unstable regime.
Figure 3.3: Continued in the next page.
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Figure 3.3: Numerical solution for the first–order trace $-\bar{P}$ in Lagrangian space, for an initial spherical Gaussian overdensity with a peak amplitude of $10^{-3}$ at $R = 0$ and a standard deviation $\sigma$ such that $k_J(\epsilon_{H1}) \sigma = 1$. (a) and (b). Evolution of $-\bar{P}$ as a function of $a$ at a given distance $R$, for late and early times, respectively. From top to bottom at $a = 1000$ for (a): $R = 3$, $R = 1$, $R = 0$, $R = 4$, $R = 5$; same order for (b) at $a = 20$. (c). Spatial variation of $-\bar{P}$ with $R$, for fixed values of the background scale factor. From top to bottom at $R = 0$: $a = 1000$, $a = 500$, $a = 200$, $a = 1$, $a = 20$, $a = 4$. The behaviour is rather similar to the previous case of $k_J(\epsilon_{H1}) \sigma = 0.2$; as expected, the unstable regime is, however, reached sooner, and the perturbation then grows similarly to the case of $k_J(\epsilon_{H1}) \sigma = 10$, up to much above its initial amplitude.
The evolution is similar to the dust case with the fast onset of a linear growth of the perturbation with $a$ before a late–time slow down due to the presence of $\Lambda$.

The second case, $\sigma = 0.2$ (Fig. 3.2), illustrates the opposite situation of an initially sub–Jeans length perturbation. Figs. 3.2(a),(b) show the numerical solution for $-\bar{P}$ in this situation along the same reasoning as for Figs. 3.1(a),(b). At the early stage, the pressure gradient dominates and opposes the gravitational collapse. The perturbation behaves as an acoustic wave and is damped as it propagates away from the initial peak at $R = 0$. However, the instability wavenumber $a k_J(\epsilon_H)$ quickly starts increasing over time (cf., Fig. 3.4). That is why around $a = 50$ to $100$ the perturbation starts to grow as its typical wavelength ends up below the critical value and it enters the unstable regime. The peak of this growing structure remains at a mostly stationary Lagrangian position, at $R \approx 3.7$, while its amplitude still remains small and below the initial value $-\bar{P}(a = 1, R = 0) = 10^{-3}$ up to present time ($a \approx 1090$).

For comparison we also consider the special case where the initial scale lies at the stability threshold, $\sigma = 1$. The evolution of the corresponding solution for $-\bar{P}$ with $a$ at several radii is shown in Figs. 3.3(a),(b), with the latter highlighting the early evolution ($1 \leq a \leq 20$). Fig. 3.3(c) shows the spatial dependence of $-\bar{P}$ with $R$ at some values of the scale factor. The behaviour of the perturbation in this case is indeed intermediate, with an initial acoustic damping and propagation away from $R = 0$ similarly to the $\sigma = 0.2$ case, but more rapidly entering an unstable regime, after $a \approx 5$. The amplitude of the perturbation then starts growing with a dust–like behaviour up to beyond 20 times its initial value at present time, with a shifted peak as in the $\sigma = 0.2$ case, that stays around $R \approx 2.5$. The results obtained here for different values of $\sigma$ are in agreement with the expectation that the larger the initial perturbation scale, the sooner the structure will collapse due to a weaker pressure, and the larger the amplitude of the pressure will grow until the present epoch.

3.3.2.3 Evaluating the nonlinear density contrast

As we recalled above, even the first–order Lagrangian perturbation scheme allows one to probe part of the nonlinear regime in the evaluation of observable quantities. This involves extrapolating these observables as exact, nonlinear functionals
Figure 3.4: Evolution of the instability wavenumber $a k_J(\epsilon_H)$ with the scale factor $a$ for the polytropic EoS considered here. As this wavenumber only depends on the background by construction, this result applies to all examples considered in this subsection 3.3.2.

of the deformation field, the latter being evaluated as a solution to its first–order evolution equations and constraints. Adopting this procedure for the rest mass density we evaluate it as the exact integral to the rest mass conservation equation (3.17):

$$\rho = \frac{\rho_i}{J} ; \quad J = \det(\eta^\alpha_i) = a^3 \det(\delta^\alpha_i + P^\alpha_i) , \quad (3.153)$$

where $P^\alpha_i$ are the components of the deformation field. The density contrast $\delta$ is then deduced from the above:

$$\delta \equiv \frac{\rho - \rho_H}{\rho_H} = \frac{\rho_i}{\rho_H a^{-3} J} - 1 ; \quad a^{-3} J = \det(\delta^\alpha_i + P^\alpha_i) , \quad (3.154)$$

and it is evaluated by replacing $P^\alpha_i$ by the first–order solution. Using the polytropic EoS with the values of $\gamma$, $\kappa$ and $A$ adopted here, the lapse may be computed
Figure 3.5: Numerical evaluation of the nonlinear density contrast $\delta$ as extrapolated from the first–order Lagrangian perturbation, where the initial $-\bar{P}$ is the same spherical Gaussian field as for Fig. 3.1, with peak value of $10^{-3}$ and $k_f(\epsilon_H)\sigma = 10$. (a Top). Evolution of $\delta$ with the background scale factor at fixed distances $R$. From top to bottom: $R = 0, 10, 20$ and $30$. (b Bottom). Spatial variation of $\delta$ with the Lagrangian radius, for given values of $a$. From bottom to top: $a = 1, 10, 200, 500$ and $1000$. The overall behaviour of $\delta$ is similar to the results of Fig. 3.1 for the first–order $-\bar{P}$ in the same situation, but the extrapolated density contrast grows faster at late times near the $R = 0$ maximal overdensity. Additional nonlinear effects concerning the comparison with a standard perturbation approach, not studied here, could also be made visible by using instead as the $x$–axis for (b) the actual spatial metric distance to the $R = 0$ fluid element (as an ‘Eulerian radius’), altering the spatial dependence. (See the discussion in section 3.3.2.4.)
Figure 3.6: Comparison of the extrapolated nonlinear density contrast $\delta$ (dashed line) with the first–order solution for the sign–reverted deformation trace $-\bar{P}$ (solid line) within the same setting as Figs. 3.1 and 3.5. (a Top). Comparison of the evolution of both quantities as a function of $a$ at the centre of the overdensity ($R = 0$). (b Bottom). Comparison of the spatial variation of both quantities with $R$ at a late time ($a = 1000$). In this situation, the perturbation grows large enough to enter the nonlinear regime and to render the time evolution and spatial behaviour of the extrapolated $\delta$ clearly deviate from those of $-\bar{P}$.
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from

\[ N = \frac{\rho}{\epsilon + p} = \frac{\rho}{\epsilon + \frac{\gamma}{n-1} \kappa \rho^n} = \frac{1}{1 + \frac{5}{3} (1 + \delta)^{2/3} a^{-2}}, \quad (3.155) \]

with \( \delta \) expressed from the deformation field as above. This formula shows that the lapse is 1 in empty regions (\( \delta = -1 \)) and decreases with increasing density contrast at a given time. The deviation \( (1 - N) \) rapidly decreases over time as \( \propto a^{-2} \), with late times values of order \( 10^{-6} \) (when \( a \simeq 1000 \)), as long as \( \delta \) remains at most of order unity.

We will now illustrate this process for our polytropic EoS by two examples. Note that this evaluation requires the knowledge of all components of the deformation field, including the traceless part. We specify procedures in Appendix B to obtain a particular (gravitoelectric) solution for the first–order traceless part from the initial conditions for the trace in specific cases. These procedures have been used to determine a consistent solution for the full deformation field in the examples below. We have also made use of the fact that the initial density \( \rho_i = F(\epsilon_{H_i}[1 + \delta \epsilon_i]) \) is well approximated by \( F(\epsilon_{H_i})(1 + \alpha_{H_i} \delta \epsilon_i) = \rho_{H_i}(1 - \bar{P}_i) \) for a small, still linear, initial density perturbation (with \( \alpha_{H_i} = 3/4 \) for the chosen EoS parameters) for the evaluation of \( \delta \).

### 3.3.2.3.1 Localized overdensity:

Let us first retain the ‘spherical’ initial overdensity example studied thus far in this section, with the initial conditions for the trace given by \( (3.151) \), with \( c_1 = 10^{-3} \), and \( U = 0 \). The first–order solution for the trace in this situation has been determined above, and is complemented by a gravitoelectric solution for the first–order traceless part through the use of the procedure shown in Appendix B.2 that directly applies to this case. The determinant \( J \) is then computed from this solution as in Appendix B.4, giving \( \delta \) from Eq. \( (3.154) \).

Note that when all components of the deformation field are very small, \( i.e. \), when it lies fully in the linear regime, then the extrapolated \( \delta \) remains quantitatively close to \( -\bar{P} \), which corresponds to its expansion at first order in the deformation field. This is the case in the initially stable or marginally stable cases \( \sigma = 0.2 \) and \( \sigma = 1 \), where the initial acoustic damping of the perturbation keeps its amplitude small up to the present time despite the late–time growth. In both of these cases, the resulting density contrast indeed remains indistinguishable.
from the value of $-\bar{P}$ already depicted above (Figs. 3.2–3.3).

We will consequently focus from now on on the case $\sigma = 10$, where the unstable deformation reaches into the mildly nonlinear regime before the present time, as can be seen for the trace (whose amplitude reaches about 0.5 at the present epoch). Figs. 3.5(a),(b) show the result of the nonlinear evaluation of the density contrast in this situation, as a function of $a$ at given radii $R$, and as a function of the radius at several moments in its evolution, respectively. Although the general behaviour is roughly similar to that of $-\bar{P}$ (cf. Fig. 3.1), nonlinear effects are visible in the amplified growth of $\delta$ at late times near $R = 0$, with a maximal overdensity reaching about 0.7 at present. This nonlinear deviation of the density contrast functional with respect to its first–order estimate $-\bar{P}$ is made explicit by the direct comparison of the peak ($R = 0$) amplitude evolution of $\delta$ and $-\bar{P}$ as a function of the background scale factor in Fig. 3.6(a). The spatial dependence on $R$ of both quantities at late times, compared in Fig. 3.6(b) at $a = 1000$, is also visibly affected by the amplified growth of the density contrast where $\bar{P}$ is no longer small, i.e., around $R = 0$.

### 3.3.2.3.2 Lagrangian plane–wave:

The second toy model we consider is that of a single Lagrangian plane–wave deformation. The choices of background parameters and the length unit ($k_J(\epsilon_H) = 1$) are unchanged. The initial perturbation is now chosen to be

$$-\bar{P}_1 = c_i \cos(KX) \quad ; \quad U = 0 ,$$

where we will again take $c_i = 10^{-3}$ as an initial amplitude. This situation corresponds to an initially stationary plane wave in the given Lagrangian coordinate set,$^{20}$ $-\bar{P}_1 = c_i \cos(\delta_{ij}K^iX^j + \phi_0)$ with $\phi_0 = 0$ and a wave–vector $K$ along the

---

$^{20}$Similarly to the interpretation of $R$ for the previous example, it is important to keep in mind that the perturbation we are considering here only has a sinusoidal plane–wave dependence in the chosen Lagrangian coordinates $X^i$. It would have a different functional dependence in terms of actual physical (metric) spatial distance between two points on a given hypersurface $t = \text{const}$. One expects for instance, at a given late time $t$ and along a given spatial geodesic line, the distance between the successive perturbation nodes at $KX = -\pi/2$ and $KX = \pi/2$ (surrounding a collapsing overdensity) to be shorter than the distance between the nodes at $KX = \pi/2$ and $KX = 3\pi/2$ (surrounding an expanding underdensity), despite all nodes being equally separated in terms of the Lagrangian coordinate $X$. 
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Figure 3.7: Numerical evaluation of the nonlinear density contrast $\delta$ as extrapolated from the first–order Lagrangian perturbation. The first–order deformation trace is taken as a plane–wave in Lagrangian coordinates of wave–vector $K$ (of norm $K$) along the $X$ coordinate, $-\bar{P} \propto \cos(KX)$, of initial amplitude $10^{-3}$. The result is shown at a given time as a function of $KX$ for three possible values of $K$, which is expressed in units $k_J(\epsilon_{HI}) = 1$. (a Top). At $a = 10$, for $K = 0.1$ ($K^{-1} = 10$), $K = 5$ ($K^{-1} = 0.2$) and $K = 1$ by order of decreasing amplitude. (b Bottom). At $a = 1000$, for $K = 0.1$ ($K^{-1} = 10$), $K = 1$ and $K = 5$ ($K^{-1} = 0.2$) by order of decreasing amplitude. The side panel displays the (otherwise barely visible) latter two curves on a different vertical scale. The most unstable overdensity, for $K^{-1} = 10$, displays a non–sinusoidal asymmetric shape at late times as it reaches the mildly nonlinear regime. This shape would be further nonlinearly modified, via a different $x$–axis dependence, if this axis were expressed alternatively in terms of an Eulerian–type, regularly spaced (in terms of spatial metric distances), $x$ coordinate.
first coordinate \( X \), with components \( K^i = (K, 0, 0) \). The first-order trace solution then remains in this plane wave mode form in the Lagrangian coordinates at all times, \( \tilde{P} = \tilde{P}_K(t) \cos(KX) \). The amplitude \( \tilde{P}_K(t) \) evolves according to the ordinary differential equation (B.2) which is solved by numerical integration for a given wavenumber \( K \). A gravitoelectric solution for the traceless part is then determined along the lines of Appendix B.1, where the relevant amplitude \( \tilde{Q}_K(t) \) is again numerically evaluated, knowing \( \tilde{P}_K(t) \), through its defining time-integration formula (B.3). From these, one can calculate the density contrast in the same way as in the previous example, with the determinant \( J \) evaluated as detailed in Appendix B.4.

Here we again study three cases distinguished by their wavenumber in direct analogy to the previous example, with \( K^{-1} \) playing the role of the characteristic length \( \sigma \). We accordingly choose \( K^{-1} = 0.2, K^{-1} = 1 \) and \( K^{-1} = 10 \), which at the initial time are stable, marginally stable and unstable, respectively. The corresponding spatial dependence of \( \delta \) as a function of \( KX \) for the three wavenumber choices is shown at an early time \( (a = 10) \) in Fig. 3.7(a), and at a late time \( (a = 1000) \) in Fig. 3.7(b). In this situation, in the first two cases the components of the deformation field again remain small at all times, due to initial acoustic oscillations, and the density contrast accordingly follows the sinusoidal shape of \( -\tilde{P} \) at all times. This is also the case for the unstable mode \( K^{-1} = 10 \) at \( a = 10 \) when it is still in the linear regime. At \( a = 1000 \), however, this mode clearly deviates from this behaviour as its amplitude is no longer linear. In particular, an asymmetry develops between the under- and overdensity magnitudes as the latter is sharply amplified by the nonlinear evolution of \( \delta \).

### 3.3.2.4 Discussion

In both examples above, the Lagrangian scheme and the proposed extrapolation procedure exhibit nonlinear effects on the overdensity for unstable perturbations when they become large enough. The amplitude of large overdensities in these examples is clearly underestimated by evaluating the first-order expression \(-\tilde{P}\) instead of using the nonlinear extrapolation for \( \delta \).

An even higher initial overdensity amplitude could actually lead to a vanishing determinant \( a^{-3}J \) at the maximum overdensity at a late enough time,
implying $\varrho \to \infty$ with deformation coefficients still of order 1. This situation corresponds to a shell-crossing, beyond which the first-order Lagrangian scheme in no longer valid. The presence of pressure can delay its occurrence by damping the perturbation.

An improvement of the perturbative scheme to account for further local nonlinear effects in the dynamical evolution, e.g., allowing for a nonlinear coefficient to define the Jeans length is needed, however, to fully circumvent this problem. Indeed, velocity dispersion effects may in principle allow us to model the multistream regime, and the stabilization of structure formation in the form of virialization, avoiding shell-crossings [Buchert, 2000b; Buchert and Domínguez, 2005].

We emphasize that the current Lagrangian perturbation scheme already contains another effect of nonlinear structure evolution, which lies in the exact propagation of the spatial coordinates used along the fluid flow lines. This is analogous to the inclusion of quadratic convection terms within linear Lagrangian time derivatives in the Newtonian framework.\textsuperscript{21}

Let us suggest a procedure that would be required to make these effects explicit also in the relativistic context; its concrete application is beyond the scope of this work. Eulerian-like coordinates could first be recovered, at least along a given spatial geodesic direction, by labelling points at equal intervals of spatial metric distances. This would involve solving for the initial metric components $G_{ab}$ such that their Ricci tensor is consistent with the initial conditions (3.113)–(3.114) for given initial deformation field data, and then functionally evaluating and integrating the line element as given by (B.18) from the first-order solution for $P_{a}^{i}$. The resulting length, as a function of a Lagrangian coordinate, could then be used as an estimate of the Eulerian coordinate distance. Finally, this relation would have to be numerically inverted so that a given Lagrangian function obtained through the Relativistic Zel’dovich Approximation, such as $\varrho(X^{i})$, could be expressed as a function of the Eulerian coordinate $x$ estimated by this procedure. A different functional dependence on this spatial distance

\textsuperscript{21}In addition to the time derivatives being taken at different fixed spatial coordinates, a difference also comes from the spatial derivative operators, such as the Laplacian $\Delta_{0}$ appearing in the trace master equation (3.84), being expressed in terms of Lagrangian coordinates and thus differing from the corresponding Eulerian operators. (See Buchert and Adler [1999] for the explicit transformation.)
(which may be normalized by \(a(t)\) to become a background–comoving distance), as compared to the fluid–comoving coordinates \(X^i\), would thus include nonlinear effects of the fluid–propagation–dependent coordinate transformation. Recall, however, that Eulerian observers do not exist in a relativistic (intrinsic) description and, strictly, a coordinate transformation to Eulerian space can only be conducted after the Minkowski Restriction of the relativistic solution has been executed.
CHAPTER 4

Summary

4.1 Conclusion

In recent decades, Lagrangian Perturbation Theory (LPT) has been proved to be a powerful and practical tool in many different applications. The intrinsic nonlinearity encoded in the transformation between the Lagrangian coordinates and the Eulerian coordinates ensures the possibility of LPT modelling large scale structure formation beyond the linear regime. Even in a perturbative approach, the first-order solution of LPT will recover much more nonlinear information when mapped into the Eulerian space of Newtonian cosmologies. Higher-order perturbations will subsequently add more substructures to the description of structure formation. With these advantages for studies of large scale structure formation, in this thesis we have applied the LPT to two different cases.

In Chapter 2, we first reviewed the adhesive approach. Such an approach has been constructed to overcome the shortcomings of the LPT, namely the breakdown of LPT at the epoch of formation of caustics in the density field. By modelling the velocity dispersion of multi-stream flow as dynamical pressure terms, the caustic structure still forms but with a finite density field. Thus we can follow the structure formation process beyond shell-crossing.

Afterwards, we investigated the dynamics of a fluid mixture in Newtonian cosmologies, which is composed of two different fluid species. Each species is assumed to be a dust fluid. Both species are coupled to each other only by gravity with different 4-velocities and different density fields. We then developed the corresponding adhesive approach for such a system.

We have assumed that the velocity dispersion of each species is small. The corrections to dust matter are then second-order, corresponding to the velocity
dispersion. We discussed the dynamical equations for such a fluid mixture and derived the solutions up to second-order. We found that for such a fluid mixture, in the perturbative approach the zeroth-order is no doubt the background term. The first-order term is the standard dust matter model. If we neglect third order and higher terms, then the second-order will introduce a new decaying mode, which decays more slowly than the standard decaying mode in the SPT. Up to second-order, the dynamical solution of the fluid mixture satisfies the Zel’dovich solution. But once we consider even higher orders, then it is expected that more substructures will be added. With the solution of the fluid mixture, we can also obtain the evolution of each species.

In Chapter 2, we also investigated a second method to study the dynamics of the fluid mixture. In this second method, we studied the evolution of the fluid element of each species, originating from the same initial position. We claimed that under specific conditions, the first method and the second method give the same results.

In Chapter 3 we have generalized the Lagrangian perturbation approach to the nonlinear evolution of inhomogeneous general relativistic universe models containing a single perfect fluid obeying a general barotropic equation of state. By choosing a suitable set of coframes, we obtained the master partial differential equations for the evolution of the trace and traceless parts of the first–order deformation field that reduce to the corresponding equations in the dust case. The trace part also matches the Newtonian limit of the corresponding Lagrangian perturbation problem.

We discussed the procedure proposed in previous papers [Buchert and Ostermann, 2012; Alles et al., 2015; Al Roumi et al., 2017] of how to find the solution for perturbations that propagate in the perturbed space, and applied this procedure to specific toy models, illustrating the mildly nonlinear evolution of the density contrast. We also discussed the limits of a first–order Lagrangian scheme, and we proposed ideas for a nonperturbative generalization, which is needed especially in application to cases where the pressure term is taken to model multistreaming beyond the mildly nonlinear regime.
4.2 Discussion and outlook

Let us now turn to the limitations of what has been studied thus far. In both cases we have only considered toy models as yet. Realistic large-scale structure formation includes complications that go beyond such toy models.

In Chapter 2 only the first two orders of solutions have been derived and displayed. The higher orders which could produce much more substructures have been ignored. Such omissions may be unacceptable depending on the precision with which one wants to study the formation and evolution of large-scale structures. In this case we only applied our method in an Einstein-de Sitter universe. An obvious next step is to generalize this to a ΛCDM universe. Furthermore, it would be interesting to test such an approach with \(N\)-body simulations.

The work in Chapter 3 is a first-step investigation of the perturbative scheme to account for the local nonlinear effects in the dynamical evolution in relativistic universes with an irrotational perfect fluid. Building on this work we should further study the dynamical evolution of nonlinear structures in a relativistic universe consisting of two different fluids: \(e.g.,\) baryons and dark matter. We hope that the tools developed here will assist in future development of an approach to describe the evolution of large-scale structures in our Universe in a better and more precise way.
APPENDIX A

Derivation of comoving velocity dispersion

In an Eulerian coordinate system, Eq. (2.58) indicates that one can absorb the quantity \( j_\alpha \) into the new velocity dispersion field \( \tilde{\mathcal{P}}_\alpha \). This new field describes the velocity dispersion around the mean velocity \( \mathbf{u} \) of the mixture. It can be shown that one can define a similar new field in the comoving coordinate system, namely

\[
\Pi_{\alpha ij} = \tilde{\Pi}_{\alpha ij} - \frac{1}{\varrho_\alpha} j_{\alpha i} j_{\alpha j} - (j_{\alpha i} u_j + j_{\alpha j} u_i),
\]  

(A.1)

where

\[
\tilde{\Pi}_{\alpha ij}(q,t) = \frac{m_\alpha}{(aL)^3} \sum_\alpha W(q-q_{\alpha L}) \left( \frac{q-q_{\alpha i}}{L} \right) \left( u_{\alpha i} u_{\alpha j} - u_i u_j \right)
\]  

(A.2)

The partial time derivative of \( \tilde{\Pi}_{\alpha ij} \) can be determined by direct calculation, with the result

\[
\partial_t \tilde{\Pi}_{\alpha ij} + 5H \tilde{\Pi}_{\alpha ij} = 2W_{\alpha(ij)} + \frac{1}{a} \partial_k j_{\alpha k} u_i u_j - \frac{\varrho_\alpha}{\varrho} \sum_\alpha \left( 2F_{\alpha u_{\alpha j}} - \frac{2}{a} \partial_k \tilde{\Pi}_{\alpha k(i)u_j} \right) - a^{-1} \partial_k L_{\alpha ijk},
\]  

(A.3)

where \( F_{\alpha i} \) is defined by (2.75) and

\[
W_{\alpha ij} \equiv \frac{m_\alpha}{(aL)^3} \sum_i W \left( \frac{q-q_{\alpha i}}{L} \right) \left( u_{\alpha i} u_{\alpha j} - w_i u_j \right),
\]  

(A.4)

\[
L_{\alpha ijk} \equiv \frac{m_\alpha}{(aL)^3} \sum_i W \left( \frac{q-q_{\alpha i}}{L} \right) \left( u_{\alpha i} u_{\alpha j} u_{\alpha k} - u_i u_j u_k \right).
\]  

(A.5)
To close the hierarchy of Eq. (A.3) we have to consider an approximation for the new tensor field $L_\alpha$ defined in Eq. (A.5). The simplest case is to assume $\sum \tilde{L}_\alpha = 0$ where [Buchert and Domínguez, 1998]

\[
\tilde{L}_{\alpha ij} = L_{\alpha ij} - u_k \tilde{\Pi}_{\alpha ij} - u_j \tilde{\Pi}_{\alpha ik} - u_i \tilde{\Pi}_{\alpha jk} - LL_{\alpha ij},
\]

(A.6)

\[
LL_{\alpha ij} = 3 \varrho_{\alpha} u_i u_j u_k - \varrho_{\alpha} u_{\alpha i} u_j u_k - \varrho_{\alpha} u_{\alpha j} u_i u_k - \varrho u_i u_j u_k,
\]

(A.7)

\[
\tilde{L}_{ijk} = L_{ijk} - u_k \tilde{\Pi}_{ij} - u_j \tilde{\Pi}_{ik} - u_i \tilde{\Pi}_{jk},
\]

(A.8)

and we have defined $L_{ijk} \equiv \sum L_{\alpha ijk}$ and $\tilde{L}_{ijk} \equiv \sum \tilde{L}_{\alpha ijk}$.

Under the assumption that $F_\alpha = 0$, as in section 2.2.2.2, one finally obtains an evolution equation for $\tilde{\Pi}_{ij} \equiv \tilde{\Pi}_{\alpha ij} + \tilde{\Pi}_{\beta ij}$, viz.

\[
\partial_t \tilde{\Pi}_{ij} + \frac{1}{a} u_k \partial_k \tilde{\Pi}_{ij} + 5 H \tilde{\Pi}_{ij} + \frac{1}{a} \tilde{\Pi}_{ij} \partial_k u_k = -\frac{1}{a} \left( \tilde{\Pi}_{ik} \partial_k u_j + \tilde{\Pi}_{jk} \partial_k u_i \right).
\]

(A.9)

Note that since the small scale inhomogeneities are irrelevant, in a rough approximation, $\sum W_\alpha \approx 0$. However, care must be taken in implementing such an approximation.

The first assumption $F_\alpha = 0$ means the mean field gravity is dominant. This corresponds to a “top-down evolution” of cosmological structure formation where scales below those of collapsing objects are relatively homogeneous. Such models usually refer to the case of hot dark matter, which can have a large velocity dispersion. But this scenario faces difficulties since the angular fluctuations in the temperature of the cosmic microwave background it predicts are too large relative to observations.

The “down-top evolution”, on the other hand, describes a hierarchical clustering where the first structures are formed on a much smaller mass scales ($M \sim 10^5$ – $10^6 M_\odot$) and then structures on larger scales are formed by the successive effects of gravitational instability [Coles and Lucchin, 2002]. In this case, both the velocity dispersion and the deviations from mean field gravity will be relevant.

The second assumption is that for each species $\Pi_\alpha = p_\alpha (\varrho_\alpha) \delta$, i.e., the velocity dispersion is isotropic around the corresponding mean velocity field. Thus the velocity dispersion field $\tilde{\Pi}_\alpha$ around the mean velocity of the mixture will not be isotropic. The effects of relative motion between species are described
by the anisotropic parts of $\tilde{\Pi}$, and extra terms for the isotropic parts. Such approximations are mathematically simple but not a good description of realistic problems.

The third approximation is that we have used is $\sum W_\alpha = 0$. This actually can be seen as a consequence of the first approximation. The irrelevance of small scale inhomogeneities means roughly $w^{(i)}_\alpha \sim w$, so $W_\alpha \sim w j_\alpha$ and finally $\sum W_\alpha \sim 0$.

The fourth approximation, where $\tilde{L} = 0$, is based on the assumption that the velocity dispersion around the mean velocity of mixture is small. In other words, $j_\alpha$ is then relatively small. We are then investigating a mixture composed of two species, with a small relative speed between the species.

All of these approximations limit possible applications of the approach we discussed here to the complicated problem of a realistic cosmology. Nonetheless we will adopt all these approximations as a first step towards a more sophisticated framework.
APPENDIX B

Examples of solutions for the gravitoelectric traceless part

In this work we will not attempt to find the general solution of equations (3.95)–(3.96) for the traceless part. We will, however, discuss a procedure for finding one possible solution, which will be valid within the Lagrangian coordinates map for suitably chosen traceless-part initial conditions. For any barotropic EoS, this yields one example of a full solution for all components of the deformation field $P_{\alpha i}$. It can then be substituted into exact nonlinear formulae to extrapolate functionals of the coframes such as metric distances or the rest mass density, following the reasoning of the Relativistic Zel’dovich Approximation as defined for the dust case in [Buchert and Ostermann, 2012]. To find such an example solution, we will focus on the gravitoelectric part which is directly coupled to the trace, and accordingly we set the gravitomagnetic part to zero.

B.1 Case of a comoving plane wave

Let us first assume that the first–order trace solution can be written as a single plane wave mode in the given set of Lagrangian spatial coordinates $X^i$:

$$\bar{P}(t, X^i) = \varphi(K \cdot X) \hat{P}_K(t),$$

for some constant Lagrangian wave vector $K$, where $K \cdot X := \delta_{ij}K^iX^j$, and $\varphi(K \cdot X) = \cos(K \cdot X + \phi_0)$, for some constant phase $\phi_0$. This form is a solution of the first–order trace master equation, if and only if $\hat{P}_K(t)$ is a solution of the
ordinary differential equation
\[
\frac{d^2 \hat{P}_K}{dt^2} + 2H(1 - 3\beta'(\epsilon_H)) \frac{d}{dt} \hat{P}_K - W(t)N^2_H \hat{P}_K = -a^{-2}N^2_H \beta'(\epsilon_H) K^2 \hat{P}_K,
\]
(B.2)

with \( K = (\delta_{ij}K^iK^j)^{1/2} \). Then \( P = \hat{P} - \hat{P}_1 = \varphi(K \cdot X)(\hat{P}_K(t) - \hat{P}_K(t_i)) \). Setting
\[
\hat{Q}_K(t) = \int_{t_i}^t N_H(t') \partial_t \left( \frac{\hat{P}_K}{N_H} \right)(t') \, dt',
\]
(B.3)

the time integral of the momentum constraints (3.96) is
\[
\Pi^i_{j|i} = \frac{2}{3} \hat{Q}_K(t)K_j \varphi'(K \cdot X).
\]
(B.4)

We now take \( \Pi^i_j \) to be a purely longitudinal mode and get the following solution to the momentum constraints (with \( K_j := \delta_{jl}K^l \)):
\[
\Pi^i_j = \left( \frac{K^iK_j}{K^2} - \frac{1}{3} \delta^i_j \right) \hat{Q}_K(t) \varphi(K \cdot X)
\]
(B.5)
\[
= \left( \frac{K^iK_j}{K^2} - \frac{1}{3} \delta^i_j \right) \left( \frac{\hat{Q}_K(t)}{\hat{P}_K(t) - \hat{P}_K(t_i)} \right) P(t, X^i).
\]
(B.6)

Substituting this form into the master equation (3.95) shows that it is indeed consistently a solution of both equations for the traceless part. This solution is a pure gravitoelectric one, amounting to setting the gravitomagnetic part to zero by a choice of vanishing gravitomagnetic traceless part of the initial conditions:
\[
\Pi^i_j = \xi \Pi^i_j. \quad \text{Indeed, it is straightforward to show from the above formula that}
\]
\[
2 \Delta_0 \Pi^i_j + \Pi^k_{l|k} \delta^i_j - 3 \Pi^i_{k|l} K^k = 0, \quad \text{i.e., this } \Pi^i_j \text{ obeys the defining relation (3.107)}
\]
for the gravitoelectric part and does evolve according to (3.104).

Choosing this solution amounts to specifying the following (gravitoelectric) initial conditions:
\[
\Pi^i_j U^i_j = \left( \frac{K^iK_j}{K^2} - \frac{1}{3} \delta^i_j \right) \left( U + 3H_i \beta'(\epsilon_H) \alpha_{H1} \delta_{i1} \right);
\]
(B.7)
EXAMPLES OF GRAVITOELECTRIC TRACELESS PART

\[ u^j W^i = \left( \frac{K^i K^j}{K^2} - \frac{1}{3} \delta^i_j \right) \left( W + 3H_1 \beta'(\epsilon H_1) U \right. \\
\left. + 3 \left[ \partial_t (H \beta' (\epsilon H))(t_i) + 2 H_1^2 \beta' (\epsilon H_1) \right] \alpha H_1 \delta \epsilon_i \right). \]  

(B.8)

This is compatible with the set of constraints on the initial conditions given in section 3.2.5, in particular the initial momentum constraints (3.115) and Eq. (3.113), provided that the latter is used to specify the traceless part of the initial first–order Ricci tensor \( \mathcal{T}^i_j \).

The corresponding full perturbation field \( P^i_j = \Pi^i_j + \frac{1}{3} \delta^i_j P \) then reads:

\[ P^i_j = \frac{K^i K^j}{K^2} \left( \frac{\dot{Q}_K(t)}{P_K(t) - \dot{P}_K(t_i)} \right) + \frac{1}{3} \delta^i_j \left( \frac{\dot{Q}_K(t)}{P_K(t) - \dot{P}_K(t_i)} - \frac{\dot{Q}_K(t)}{P_K(t) - \dot{P}_K(t_i)} \right) P. \]  

(B.9)

Note that the corresponding deformation 1–forms \( P^i_a = \delta^a_k P^i_k \) are not exact due to the different time evolution of the trace and electric traceless parts. This contrasts with the dust case where a purely electric perturbation would lead to integrable coframes [Al Roumi et al., 2017], so that only the non–flat initial metric would prevent an Euclidean spatial metric at all times in that situation.

By linearity of the equations, a solution for \( \Pi^i_j \) can also be obtained when the trace is a finite sum of such plane waves, or the sum of the two time–evolution modes solutions of the evolution equation (B.2) for a given wave vector \( K \), simply by summing the corresponding solutions as given by (B.5).

### B.2 Case of a spatially localized solution

We here assume either that the spatial slices are globally diffeomorphic to the Euclidean space \( \mathbb{R}^3 \), i.e., that they can be covered by a single chart, or that the deformation field can be assumed to vanish outside a given chart. In either case it suffices to work within the Euclidean space spanned by the spatial coordinates in a given chart.

Let us now consider a spatially localized solution for the trace, e.g., a local overdensity evolving from an initial Gaussian perturbation in terms of the given set of spatial Lagrangian coordinates, as studied in the numerical examples of section 3.3. More specifically, we require that the solution for the trace is always
a square-integrable function of the spatial coordinates in the chart, so that its Fourier transform in these coordinates can be performed and inverted. We can write accordingly:

$$\bar{P}(t, X^i) = \iiint e^{-iK \cdot X} \hat{P}(t, K) \, d^3K,$$

(B.10)

where \(\hat{P}(t, K)\) is a solution of the evolution equation (B.2) at fixed \(K\), with the initial conditions set by the forward Fourier transform in the chart coordinates:

$$\hat{P}(t_1, K) = \frac{1}{(2\pi)^3} \alpha_H \iiint e^{iK \cdot X} \delta \epsilon_1(X) \, d^3X;$$

(B.11)

$$\left(\partial_t \hat{P}\right)(t_1, K) = \frac{1}{(2\pi)^3} \iiint e^{iK \cdot X} U(X) \, d^3X.$$

(B.12)

Note that the above approach represents an alternative and complementary formulation of the method of solution presented in [Al Roumi et al., 2017] which formally replaces the Lagrangian coordinates by ‘Eulerian’ ones. In the present work it is applied in sections 3.3.1.2 and 3.3.2. The reformulation suggested here allows us to be more explicit about the required assumptions, as well as expressing the coordinate components of tensors such as \(\Pi^i_j\) in a more convenient form.

In both formulations, the use of plane-wave modes and flat-space Fourier transformations is sufficient since the Lagrangian first-order master equations to be solved only involve the metric-independent coordinate spatial derivatives \(\partial_1\) and Laplacian \(\Delta_0 = |\partial_1| \delta^{ij}\) as spatial derivative operators.

By linearity of the equations, a solution for the (gravitoelectric) traceless part is obtained by summation of the plane wave solutions for all Fourier modes:

$$\Pi^i_j = E \Pi^i_j = \iiint e^{-iK \cdot X} \frac{K^i K^j}{K^2} \hat{Q}(t, K) \, d^3K - \frac{1}{3} \delta^i_j \iiint e^{-iK \cdot X} \hat{Q}(t, K) \, d^3K,$$

(B.13)

with

$$\hat{Q}(t, K) = \int_{t_1}^t N_H(t') \partial_t \left( \frac{\hat{P}(t, K)}{N_H(t)} \right) (t') \, dt'.$$

(B.14)

Using this solution again implies a specific choice of initial conditions for the traceless deformation field (in particular taking it to be gravitoelectric) and for
the traceless part of the spatial Ricci tensor.

In the case of spherically symmetric initial conditions in the chart coordinates, \( i.e. \), when \( \delta \epsilon_i(X^i) \) and \( U(X^i) \) only depend on \( R := (\delta_{ij}X^iX^j)^{1/2} \), their Fourier transform will also depend only on \( K \). From the evolution equation (B.2), this feature is preserved over time, so that one can write \( \hat{P}(t, K) \) as \( \hat{P}(t, K) \) and consequently \( \hat{Q}(t, K) \) as \( \hat{Q}(t, K) \) and \( \bar{P}(t, R) \) as \( \bar{P}(t, R) \). The above solution for \( \Pi_{ij} \) can then be computed as

\[
\Pi_{ij} = \left( \frac{X^iX_j}{R^2} - \frac{1}{3} \delta^i_j \right) q(t, R) ,
\]

with \( X_j = \delta_{jk}X^k \) and

\[
q(t, R) = \frac{4\pi}{R} \int_0^\infty K \sin(RK) \hat{Q}(t, K) \, dK \\
- \frac{4\pi}{R^3} \int_0^\infty \left( \frac{\sin(RK)}{K} - R \cos(RK) \right) \hat{Q}(t, K) \, dK .
\]

**B.3 Time integral of the gravitoelectric evolution equation**

The above procedure gives a way of obtaining a traceless part consistent with the momentum constraints and evolution equations in particular situations, and when only initial conditions on the trace part (or on the energy density) are explicitly specified. Alternatively, and still focusing on a purely gravitoelectric traceless part, a solution can be derived from the gravitoelectric traceless evolution equation (3.104), if the trace part and the (gravitoelectric) traceless initial conditions are known. This evolution equation can indeed be rewritten as

\[
\partial_t \left( \frac{a^2 N_H}{N_H} \partial^F \Pi_{ij} \right) = - \frac{aN_H}{3} \mathcal{D}_j \left( \int_{t_l}^t \frac{N_H}{N_H} \partial_t \left( \frac{\bar{P}}{N_H} \right) \, dt' \right) \\
+ \frac{aN_H}{3} \left( \left[ 1 + 3\beta'(\epsilon_H) \right] \mathcal{D}_j \bar{P} - \left[ 1 + 3\beta'(\epsilon_H) \right] \mathcal{D}_j \bar{P}_t \right) \\
+ \frac{aN_H}{N^2_H N_{H_l}} \left( 1, U^l_j + H_l \left[ 1 - 3\beta'(\epsilon_H) \right] U^l_j \right) ,
\]

(B.17)
after replacing $\Delta_0^E \Pi^i_j$ by its integral expression (3.110) in terms of $\bar{P}$. It can be readily time-integrated twice to give $\tilde{E} \Pi^i_j$. This yields the full $\Pi^i_j$ if the initial conditions are chosen such that the gravitomagnetic part vanishes.

In contrast to the previous subsections, this procedure can be applied in general, allowing the gravitoelectric initial conditions for the traceless part to be freely set. However, this requires the initial conditions $\tilde{U}^i_j = \tilde{U}^E U^i_j$ and $\tilde{W}^i_j = \tilde{U}^E W^i_j$ to be explicitly specified. While the trace parts relate to the energy density and spatial scalar curvature, the tracefree parts are related to properties of the gravitational wave components at the initial time. The latter have to be set in such a way as to fulfil the momentum constraints and their time derivative at the initial time, as well as the geometric constraints (3.100)–(3.101) for the gravitoelectric parts.

### B.4 On the evaluation of physical quantities

From given solutions for the trace and traceless parts, the full deformation field is straightforwardly obtained as $P^i_j = \Pi^i_j + (1/3)P \delta^i_j$, with $P = \bar{P} - \bar{P}_1$. This expression can then be inserted into the Lagrangian functional expressions for various physical quantities in terms of the deformation field. They can then be directly evaluated without any further linearization. This extrapolation is a crucial part of the Relativistic Zel’dovich Approximation as introduced in Buchert and Ostermann [2012], and it generally requires the knowledge of all components of the deformation field. One would for instance directly compute a spatial distance from the line element

$$ds^2 = a(t)^2 G_{ab}(\delta^a_i + P^a_i)(\delta^b_j + P^b_j) \, dX^i dX^j , \quad \text{(B.18)}$$

where knowledge of $G_{ab}(X^k)$ is also required. In turn, the rest mass density (with initial conditions set in such a way that it does coincide with $\varrho = F(\epsilon)$) would be computed as

$$\varrho = \frac{\varrho_1}{J} = \frac{\varrho_{H1}(1 + \alpha_{H1} \delta\epsilon_1)}{a^3 \det (\delta^a_i + P^a_i)} . \quad \text{(B.19)}$$

For the evaluation of the latter, note that in the case of a plane wave (with one or both time-evolution modes), the deformation field components can be written...
as,

\[ P^i_j = \lambda_1 \frac{K^i K^j}{K^2} + \lambda_2 \delta^i_j, \quad (B.20) \]

and similarly in the case of a localized spherically symmetric perturbation,

\[ P^i_j = \lambda_1 \frac{X^i X^j}{K^2} + \lambda_2 \delta^i_j. \quad (B.21) \]

In the plane wave case, the coefficients \( \lambda_1(t, X^k) \), \( \lambda_2(t, X^k) \) are directly deduced from (B.9) or from a sum of two such solutions, while in the localized spherically symmetric case, \( \lambda_1(t, X^k) = q(t, R) \) and \( \lambda_2(t, X^k) = (P(t, R) - q(t, R)) / 3. \)

The determinant of the spatial coframe coefficients, from which \( \varrho \) is evaluated, is then expressed in both cases by

\[ J = a^3 (1 + \lambda_2)^2 (1 + \lambda_1 + \lambda_2), \quad (B.22) \]

leading to an infinite rest mass density (from shell–crossing) whenever \( \lambda_2 \to -1 \) or \( \lambda_1 + \lambda_2 \to -1. \)

Such an extrapolation procedure provides the exact metrical distances, density and other physical properties as produced by the deformation field at a given order. In particular, this provides powerful approximations for the Ricci and Weyl curvatures that are not available in standard perturbation theory. It is, however, clear that the resulting expressions are approximations that must be controlled. We can furthermore combine the exact functional for a given deformation with exact averages of Einstein’s equations. An example was given in [Buchert et al., 2013] that also showed that the resulting prescription can even lead to exact results. E.g., the combination of the first–order Lagrangian dust model with exact averages led to an exact formula for the kinematical backreaction within a class of averaged Lemaître–Tolman–Bondi solutions [Buchert et al., 2013].
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