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Abstract

This thesis provides extensive research and development for autonomous control of a quadrotor system using low-cost proximity sensors. Investigations towards this are completed in the areas of quadrotor simulation, control algorithm development and prototype system construction.

Autonomous UAV systems can be highly useful for a variety of applications and are becoming more widespread in modern society. Reviewing current techniques for autonomous control showed that most commonly computer vision and GPS methods are utilized, with their key downsides being high complexity and cost. It was proposed that creating a simplified autonomous control system using proximity sensors could be an option for reducing these problems.

The use for such a system was identified to have a potential application within the areas of commercial inspections, where a nearby surface would constantly be present for ranging data. A literature review was completed into current similar applications and methods providing a basis to build off. Further background research was completed into UAV dynamics and relevant hardware for proximity sensor tracking.

To enable the development of algorithms with use of proximity sensors, simulation software was created. The base simulation implementation included dynamic modelling of a quadrotor and localized control methods. Following this virtual sensors and surfaces were designed and implemented into the simulation software. The developed software was functionally tested and worked as expected comparing well to results of similar research.

With use of the built simulator, research was undertaken into potential control algorithms utilizing proximity sensors. The intention of this exploration is to confirm the viability of proximity sensor control and to provide potential algorithm options that can be extended upon in the future. Control algorithms were developed which focused on automating a singular control channel for roll, pitch and yaw of a quadrotor system. Options were presented for both flat and varied vertical surfaces proving the potential viability for such methods.

Development for a prototype system was completed that can control a UAV with autonomous isolated channels, for the purpose of real-world testing of algorithms. The system was validated by testing a prior control algorithm created within the simulator. The results of the functional tests showed the system successfully tracking a vertical surface with autonomous pitch control. Further investigation into the performance results showed that improvements should be focused on reducing system noise as significant fluctuations were present reducing control accuracy.

In summary, this study provides a comprehensive overview of the potential options for autonomous control of a quadrotor using proximity sensors and proves their viability. Key contributions include the addition of virtual sensors in a simulation environment, algorithm options for autonomous control and the development of autonomous control hardware. This investigation provides a solid basis for future researchers with wide possibilities of potential future work that could be completed.
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1 Introduction

This chapter details the use of UAV systems and their potential for autonomous control. Motivations are presented in regards to the application of using an UAV system for commercial inspections. The current limitations towards this specific application are explored to determine what improvements could be made. Current general techniques for autonomous control are also reviewed. The possibility of autonomous control using basic sensors is then discussed, alongside the scope of the contributions that would be made.

1.1 Motivation

1.1.1 UAV Background

An Unmanned Aerial Vehicle (UAV) is a form of aircraft without an on-board human pilot. There are many different type of UAV systems available which are used for different purposes, with some examples being seen in Figure 1. In today’s society UAVs are becoming more widespread for many different applications such as military usage, aerial imaging and commercial inspections [1–3]. They are also also receiving a sizeable amount of attention in current academic fields 1. In particular, this thesis is interested in MAVs (Micro Aerial Vehicles). These are a class of UAVs that are size restricted, allowing them to be suitable for a wide range of tasks which larger vehicles could not achieve or are superfluous for [4,5].

Any UAV requires some form of control to operate the systems navigation as required. Traditionally this is done by a human operator, but advances have been made to allow for these UAVs to operate autonomously with use of autopilot systems [7–9]. These are useful methods of operation, but they do not cover all possibilities of desired autonomous control and there are still many problems that need to be addressed.

Due to the low cost and small size of MAVs they can be easily specialized to a particular task. When creating a specialized UAV system the development of the research, hardware and software would account for a large portion of the cost and thus once completed it would be inexpensive to mass the product itself. This indicates that developing a MAV system for widespread use in a particular field would be highly beneficial. Furthermore, ideally the designed system would have minimal complexity which infers that the development costs would also be lower; thus reducing a significant portion of the cost.

1.1.2 UAV Application within Commercial Inspections

One application of UAVs is using them for commercial inspections in areas that are otherwise difficult to assess, such as tall vertical structures or tight enclosed

1Engineering bibliographic database Compendex shows over 13500 relevant results in the past 5 years alone (2013-2017)
Utilizing UAVs for inspection purposes is useful as it solves problems present in former methods used throughout history. In the past inspections have been made through climbing and rappelling structures, which can be slow and hazardous. Other options included using aerial work platforms in which a human inspector would be placed on to look at some structure more closely. These are limited in the height that they can extend as well as where the base vehicle can be maneuvered to.

Currently commercial inspections can be completed using UAVs, but these require using a highly skilled operator to control the system manually. Completely automating this process would be highly useful for multiple industries, saving both time and money. This a highly technical challenge, but even making progress towards this goal could be useful for other means. Hybrid control could be utilized to prevent operators from accidentally crashing into close proximity surfaces, or allow operators to maintain a fixed steady distance from a vertical surface. Whatever the precise application, there are many specific challenges that must be overcome to make progress towards a complete autonomous system.

**Computational Demands**

One major limitation present for any application of UAVs is the computation limits of the on-board computer. A recent general survey of infrastructure methods identified this as one of the key challenges for UAV vision and control methods due to the high computational demand compared to the processing
capabilities. Depending on the UAV in question there also may be weight and cost limits for the on-board computer which means that there is limits to the computation that can be achieved. Many advanced techniques of navigation can be very computationally expensive, as they make use of advanced control and computer vision methods.

However as technology is rapidly advancing this factor is becoming less and less of an issue, as computation power will be abundant. Even so, it is prudent to explore alternate strategies of reducing computational load by using optimized algorithms or simpler navigation methods.

**GPS-Denied Environment**

Many inspection tasks are situated in areas in which GPS may not be available. This entails that the UAV in question must be able to be completely self-sufficient in absence of GPS for the system to be viable in all applications of commercial inspection.

**Battery Life**

The operation time of a UAV is entirely dependent on the life of the onboard battery. Depending on the type of battery and what your UAV weight this can vary, but the limitation will always be there that it is operating on a restricted time period. For commercial inspection purposes, ideally the battery life should be long enough to fully inspect a entire desired structure without having to return to base. This would varying depending on the exact application of the system.

**Safety**

Commercial inspections imply operating in close range to objects or surfaces. When operating in close proximity to vertical surfaces it is important that the system has highly accurate localization such that it does not drift and crash into any of the nearby obstacles. First and foremost this is due to the aspect of safety. If the UAV were to crash it could endanger nearby personnel or come to rest in a dangerous location to retrieve. Secondarily, a system that crashes frequently can damage the hardware and incur recurring costs that could be otherwise avoided.

**Video Stability**

When inspecting a commercial structures, on-board video cameras are commonly used. Maintaining the stability of the UAV is highly important for obtaining video footage of a subject in question. Shaky and unstable systems would not provide clear footage making it more difficult to process and inspect at a later date. Aerial vehicles have the potential to move at very high speeds, meaning that motion blur could affect the desired footage in some scenarios.

Even if full stability is achieved, another factor to consider is the movement of quadcopter itself. To move different directions quadcopters pitch, roll and
yaw which change the angle of the quadcopter. These fast bank angle changes need to be accounted when designing a system so that the effect is reduced [10].

1.1.3 Current Techniques towards Autonomous Control

GPS

The most straightforward method of navigation is to use GPS to navigate some UAV where required. With advances in modern technology these GPS units can be quite affordable and reasonably accurate; but still can run into issues for certain applications. When operating in close proximity to obstacles accuracy is highly important and cannot be prone to any error such that no collisions can occur. One such implementation in prior work showed a full positional accuracy of less than 1.4m which is sufficient for general exploration but not for precise environments in which a UAV needs to operate in close proximity to obstacles [13]. Another drawback is that relying too heavily on a GPS system also limits the system as it cannot be run in GPS denied areas. This may not be an issue for UAV projects which are focused on areas where a strong GPS signal is present, but must be considered if the system needs to work on all possible locations.

Computer Vision

Computer vision is another valuable option for the autonomous navigation of UAV systems and there is a multitude of different techniques available that can be used [14]. The major problem many computer vision algorithms encounter however is that they can be very prone to disturbances such as changes in lighting conditions or unplanned motion from environmental effects, which could be often present in UAV systems [15]. Many of the algorithms created can also be very computationally intensive and unsuitable for small UAV systems. Listing all techniques possible would be extraneous, so only a few common methods for UAV control will be explored here.

One computer vision technique used for the control and navigation of UAVs is optical flow. This method measures the apparent motion of some video feed caused by the relative motion between the camera lens and the scene. This can then be used to imply data about the UAV such as the current position or speed. Solely using this form of navigation is not perfect however and position error can slowly increase over time due to accumulated system, sensor and control noise. [16].

Feature tracking is another method that can be used for autonomous control. Image processing techniques can be utilized to find features in an image that can be used to identify any objects of interest. Examples of some processing techniques that can be used are points or edge extraction, but these are not always necessary. These key features can then be tracked between frames to and provide a basis for flight navigation and control. When using this technique desired characteristics of the input footage is smooth motion, minimal occlusion, illumination consistency and distinct objects [17]. These characteristics can be
difficult to achieve on a UAV system.

Stereo vision is another method that can be used to help navigate a UAV system. Stereo vision works by using two calibrated cameras together to track certain points of interest. Matching these points between the two cameras the relative depth of the point can be obtained, forming a disparity map. This could be useful for height or motion estimation of the UAV.

Each of these methods presented can be valuable in specific circumstances and adapted to various tasks as necessary, leading computer vision methods to be a versatile option for autonomous control. However, the limitations should always be reviewed and considered.

**SLAM**

The Simultaneous Localisation and Mapping Algorithm (SLAM) algorithm addresses the problem of having a system formulate and update a map of an unknown environment, whilst simultaneously tracking its location within the map. In the right environment, this would allow a UAV to fly around some area and generate a map while continually knowing its own position within that space. This algorithm is implemented using additional sensors, such as vision methods, LIDAR or similar [18,19].

The SLAM algorithm generally consists of multiple stages: Landmark extraction, data association, state estimation, state update and landmark update. As the UAV moves around some environment, landmarks are extracted relative to the system’s position with the use of sensors. Following this, the robot attempts to associate these landmarks with prior observations of its environment. Landmarks that have been previously observed are then used to update the UAV’s position within the environment. New landmarks that have just been encountered for the first time are stored as new observations so they can be compared against later observations [20].

The SLAM algorithm comes with its own trade-offs to consider. These include the requiring large amount of computational power for processing state estimation and the issue of increased complexity for larger maps [21]. One of the goals for this project is to minimize the computational power and keep the system simple, and so this technique will not be utilized.

**1.1.4 Possibility of Proximity Sensor Control**

A more underutilized approach is to use proximity sensors as feedback to enable autonomous control. This form of sensors can return distance measurements to objects in the world to help inform the current position of the UAV system. This could be used for real-time adjustments of a UAV system or to assist in localizing the position of the device. There are many potential options to choose from when selecting sensors and each of these have different trade-offs to consider. Such options include ultrasonic sensors, laser-range finders, LIDAR and infrared sensors.
This area of autonomous navigation has been left relatively unexplored compared to the popular GPS and computer vision techniques. Searching the engineering bibliographic database Compendex with the parameter "UAV" returned 1500+ results in conjunction with parameters "GPS" or "Computer Vision". In comparison, less than 100 results were found for parameters "Proximity Sensor", "Laser Range Finder" or "Ultrasonic Sensors" when searched in conjunction with the "UAV" parameter (July 2017).

In relation to commercial inspections this could be a highly useful area to explore further, as when inspecting objects there would always be a surface present to provide feedback to the UAV through these sensors. Development of a low-cost autonomous solution could be highly beneficial for industries that rely on such inspections. Commercial inspections are one particular use case, and the system could be extended to use for any application that has nearby surfaces present.

There are many further benefits of exploring this method in particular for such a purpose, which include but are not limited to the following:

- Low Complexity
- Works in GPS-Denied Areas
- Robust to changes in lighting conditions
- Accurate control in close proximity to hazardous surfaces.

1.2 Problem Domain

This project focuses on providing research and development towards achieving autonomous control of a UAV system relying predominately on proximity sensors as a means of feedback. It is desired for the project to take a multi-faceted approach to provide initial research within the areas of simulation, algorithm development and prototype creation. This proposed scope allows for a wide range of groundwork to be completed, which can be then used as a basis for future work in similar areas.

The goal of the simulation to create a platform to allow for the testing of various algorithms with use of proximity sensors. The focus will remain toward virtual sensor integration development within the simulation alongside proven dynamic models. The dynamic model used will focus on modelling of the core UAV systems sufficient enough to provide valuable feedback for experimental algorithms. The built simulation is not intended to be a highly accurate model detailing all the possible intricacies of complex UAV system, but instead to provide a sufficient test environment to experiment with control algorithms.

Unconstrained algorithm development can cover a wide area, even focusing solely on proximity sensors. To alleviate this, the scope is reduced to isolated control inputs for both flat and varied surfaces. This enables a variety of unique algorithms and methods to be tested in a controlled environment, which can then be built upon on in future work.
The scope of the prototype builds off the algorithm development goals, in providing a platform to test algorithms using isolated control inputs. This simplifies testing procedures as one degree of freedom can be monitored, controlled and optimized without interference.

1.3 Contribution of Work

The particular contributions of this work will be in the following areas.

*DYNAMIC MODELLING OF UAV SYSTEM WITH FOCUS ON SENSOR INTEGRATION*

A simulation environment will be created to model the dynamics of a UAV system, based off prior work. Virtual sensors and surfaces will be integrated into this environment using a novel approach. This will enable experimentation of algorithms which utilize proximity sensors within the simulation.

*INVESTIGATION OF REAL-TIME PROXIMITY CONTROL ALGORITHMS*

Investigations will be completed into possible control algorithms utilizing proximity sensors for isolated control inputs. These will consider both basic flat surfaces and surfaces of varying profiles. Considerations and development towards these methods will both be presented.

*DEVELOPMENT OF AUTONOMOUS CONTROL HARDWARE FOR UAV SYSTEMS*

Control hardware and software will be designed to autonomously control a UAV. This system will remain modular and transferable between differing UAV systems, and have the capacity for isolating control inputs. A prototype UAV will be constructed to confirm the functionality of the overall system and undergo basic tests of autonomous control using proximity sensors.

1.4 Thesis Overview

This thesis describes the research and development towards a quadrotor capable of autonomous flight using proximity sensors. Chapter 2 first provides an overview of quadrotor and sensor hardware, followed by a review of literature with a focus on autonomous wall following, simulation methods and control methods using proximity sensors. Chapter 3 presents the development of a quadrotor simulator with the addition of virtual proximity sensors. Chapter 4 investigates various potential algorithms for autonomous quadrotor control using proximity sensors. Chapter 5 presents the development of a modular quadrotor platform with the capability of isolating control channels. This includes hardware and software design, followed by validation of the system and experimental testing. Chapter 6 concludes the thesis by summarizing the key findings and recommends options for future work.
2 Background and Literature

This chapter outlines further background research completed and details the literature review undertaken towards this project. Key pieces of hardware were reviewed examining their respective benefits that they bring along with their disadvantages. A variety of current autonomous navigation methods were explored to ensure a correct approach was being taken. A review of the current literature was completed, detailing the current state of the art research towards UAV navigation. In particular a focus was placed on wall following, simulation and proximity sensor navigation.

2.1 Background of Hardware

2.1.1 Quadcopter

Many different types of UAVs are available in today’s market, but this thesis will focus on quadcopters. An example of a quadcopter can be seen in Figure 2. This form of UAV was selected as they are mechanically simple, easy to control, small, highly maneuverable and have sufficient endurance for inspection missions [22]. There are many off the shelf products available when buying quadcopters, allowing the project time and resources to focus on other areas of research using the quadcopter as a base platform.

![Figure 2: Example of a Quadrotor](image)

...
Quadcopters are a multirotor type of helicopter which utilize 4 separate rotors to lift and move the device. Control is achieved through independent control of each of these rotors allowing the quadcopter to pitch, yaw, roll and change altitude with ease. Figure 3 shows how this can be attained by rotating each of the rotors in specific directions with a corresponding torque.

![Diagram of Quadcopter Control](image)

**Figure 3: How control is achieved on a Quadrotor**

A quadcopter's structure is made up of a rigid, lightweight frame with four brushless motors attached to drive the propellers. The each of the rotors operate by a central microcontroller and powered by an onboard battery. Feedback control is provided by an IMU and communication is generally made using an RC Transmitter. Multiple open-source software options are available to drive the quadcopter such as OpenPilot [23] or ArduPilot [8].

### 2.1.2 Ultrasonic Sensors

Ultrasonic sensors are widely used devices for mobile robotics. They consist of an emitter and a detector to send and receive signal waves respectively. Sensors calculate the time delay between sending a signal and receiving an echo, allowing for a distance measurement to be implied from this.

Although there are many benefits with ultrasonic sensors, most prominently the low cost, there are also disadvantages that must be considered [24]. A common problem with using ultrasonic sensors is specular reflection. Commonly in operating environments surfaces generally have smooth textures, which has the adverse effect of ultrasonic waves being reflected similarly to a mirrored surface. Simply put, having a greater incident angle to a surface incurs a smaller receiving signal. Another issue is the relatively slow propagation velocity of ultrasonic signals in air, approximately 343m/s. For instance, it would take an ultrasonic sensor approximately 50ms to measure a distance of 8.5m, which is a significant
period of time for real-time systems.

2.1.3 Laser Range Finder
A laser range finder uses a laser to measure the distance to a target object. A laser beam is sent from the sensor towards a target and the time of flight is measured. Multiplying this by the speed of light provides the distance to the target. Using a laser range finder provides a highly directive, monochromatic source while maintaining minimal power consumption. These features are important to improve signal to noise ratio, ensure the accuracy of the measurement and to elongate operation time. [25]

The core benefits of using a laser range finder are their accuracy and high efficiency in measuring objects even at a large incident angle. This allows for reliable results over a variety of potential surfaces which could vary in material type or incident angle relative to the sensor.

The major drawbacks of these sensors are attributed to their sensitivity to environmental conditions. Laser range finder measurements are commonly susceptible to corruption in environments with high mist, large amounts of dust or strong sunlight [26], although significant progress had been made to reduce these errors over time [27]. These conditions can disperse or reflect the signal prematurely, providing incorrect measurement results. Another downside of this type of sensor is that they cannot range transparent materials as the incident beam passes directly through them.

2.1.4 IMU
An IMU is a device that is mainly used to measure orientation, acceleration and gravitational force [28]. Early on IMU technology consisted of only an accelerometer and a gyroscope to measure inertial accelerations and angular rotation respectively. As IMU technology has advanced a third sensor type was introduced – a magnetometer which measures the bearing magnetic direction and so improves the gyroscopes readings.

IMU’s are highly useful devices that are used consistently used within UAV development, but there are some limitations that must be considered. A key issue that is encountered when using IMU’s for navigational purposes is the accumulation of error over time. Gyroscopes are known for their drift errors over a long intervals of time and integrating recorded accelerations from accelerometers can also quickly accumulate undesirable errors [29]. Accelerometers are particularly sensitive to accelerations when they have rapid rotational or translational motion [29].

A common approach to alleviate these issues is implementing the use of a Kalman Filter or an Extended Kalman Filter. Their implementation can be complex to begin with, but have proven results based on wide usage in many
2.2 Review of Wall Following Techniques

Throughout prior literature various wall following techniques have been utilized in a number of different robotics projects. In particular the wall-following techniques being reviewed are those that pertain to unknown and unstructured environments where sensors must be used to determine the surroundings and analysis must be achieved in real-time to determine local trajectory of a system. The key areas that were explored and researched include map building, obstacle avoidance and improvement of position estimates.

Turennourt, Honderd and Schelven investigated the use of basic ultrasonic distance measurements to determine the distance and orientation of a robot relative to a surface [32]. They use the sensor data to find estimates of the distance and orientation of the robot, which are then used within the feedback controller. A dead reckoning algorithm is also present, which is swapped to when the reference surface is no longer available. They discovered that within their experiments that the robot would have an error of only a few millimetres from the desired distance from the wall. This was deemed to be a highly effective technique for ground based projects which has been expanded upon with many future papers.

Nugraha Et Al looked into a state based approach in regards to wall following, attempting to stay close to a wall without turning into it [33]. It divides the wall into a series of action states that activate immediately based on incoming sensor values. Controlled testing of this state based system provided a successful result, with the robot managing to follow a left-most wall while not crashing into the wall or moving too far away.

Bemporad, Marco and Tesi developed a sensor fusion approach for the estimation of a robot’s coordinates with the use of an Extended Kalman Filter [34]. Their development robot was equipped with 5 sonar sensors equally placed around a 180 degree angle, but only one was used for the initial testing. Experimental results showed that errors on the initial orientations can be up to 10-15 degrees are tolerable, while any larger errors would cause the sensor to lose contact with the wall.

Liu Et Al proposed a novel wall-following technique for mobile robots using a singular distance proximity sensor [35]. The benefits of this include the avoidance of interference between sensors, reduction of hardware costs and a robustness to external interference. They utilize a proximity control strategy to maintain a fixed distance between the wall and the proximity sensor. When the distance is too large the robot is rotated towards the wall and when the distance is too small it rotates away. This produces an oscillatory behavior which slowly self-converges to a steady fixed distance state. Results of both simulated and experimental tests show that their proposed algorithm worked effectively on both straight lines and simple arcs. This method can be seen visually in Figure 4.
Imhof Oetiker and Jensen also explore a singular sensor approach \[36\]. They further this method by implementing a kalman filter for localization of the robot, yielding reliable wall following control method even on plane surfaces or in presence of large perturbation forces. They postulate that although fusing multiple sensors together provides a more accurate and robust system, using a single sensor still allows for the estimation of the necessary values.

An alternate approach is presented by Ando and Yuta \[37\], in which they use a wall-following sonar-ring to control an autonomous mobile robot. Within their experiments they used a 12 directional sensor array and an on-board controller which decides the motion of the robot, an example of which is shown in Figure 5. From their initial simulations they found that robot can track many varied surfaces as long as the wall is in range of detection, and that the wall following showed robust and reliable tracking. Fazli and Kleeman \[38\] also explored using a sonar ring, with a more complex setup of 48 ultrasonic transducers, 24 being receivers and 24 being transceivers. This provided accurate 360 coverage all around the robot when firing all transmitters. This was experimentally demonstrated and showed the effectiveness of obstacle avoidance and wall following algorithms with a simple and reliable implementation.
filter, demonstrating the result on a MAV (Micro-Aerial-Vehicle) [39]. This framework allows for the accurate prediction of a system’s position that is extendable to a large number of sensor inputs and robust to lost signals. They actualize this successfully on a MAV utilizing visual, inertial and pressure sensors alongside a GPS receiver.

Developing a UAV capable of performing inspection tasks within enclosed industrial environments is completed by Nikolic Et Al [40]. Within this it was proposed to control the system using an onboard IMU alongside a pair of cameras in stereo configuration. Using a model-predicative controller the UAV could fly in close proximity to surfaces while maintaining efficient trajectory following. This system worked very effectively, and comparing with a base truth it was found that the drift rates varied only by a few centimeters in a typical flight period. This suggests that when using this method, following longer paths is feasible without relying on any external inputs.

2.3 Review of Simulation Methods

Many prior researchers have developed methods to simulate the operation of a UAV. This allows for testing of control algorithms before spending time and money developing the actual hardware and software used for the physical system. This is also valuable for rapid prototyping of various control algorithms which can be discarded if ineffective.

Comprehensive research has been completed into the area of modelling and identification to form the basis of a simulation. There are several different methods that can be used to formulate the equations of a rigid body with 6 DOF. A common approach for formulating the equations of motion is using Newton-Euler method [41–43]. These are generated in a body frame of reference to provide several benefits, including the inertia matrix being time-invariant, symmetry simplifying equation complexity and control forces being provided in the body frame [41]. These provide an effective and simplistic model of the system which compared well to an actual quadrotor [42], but do not account for any intricate dynamics of the system. Alternatively a similar method is utilized by Patel Et Al via a Lagrangian approach to form the simplified model [44].

Although simplistic models can be useful, they do not account for and model all of the dynamics that a UAV presents. Further research has been completed to attempt to encapsulate these effects within the dynamic model to allow for more accurate simulation. One such area to improve modelling is within the rotor dynamics. A simple model is shown by Sarim Et Al calculating the generated force as a function of the rotational speed of the motor and a thrust constant, determined experimentally [45]. A model with more complexity is presented by Mahony Et Al where the steady state thrust is calculated from the rotor as a function of angular velocity, density of air, thrust coefficient, radius and rotor disk area [46]. However, Mahony also recommended in practice that lumping all those terms together into a singular constant can be more effective. The benefits of determining this experimentally is that it can naturally incorporate the effect of drag induced by the rotor.
When rotors have translational motion horizontally through the air, the advancing blade has a faster tip velocity than the retreating blade which creates a difference in blade lift. This in turn causes the rotor to tilt in the direction of motion, known as Blade-flapping. This can be seen visually in Figure 6. Pounds Et Al model this disturbance by generating blade flapping equations as instantaneous functions of the systems velocity [47]. They determine the resulting angle by solving the constant and sinusoidal components of the blade centrifugal-aerodynamic weight moment system. These effects of Blade-flapping leads to an undesired introduction of induced drag.

![Birds Eye View](image1)

Figure 6: Visualization of the blade flapping phenomenon

With any generated lift there is an associated induced drag caused by the backward inclination of aerodynamic force with respect to the motion. While Blade-flapping is due to the flexing of rotors, induced drag is associated with the rigidity of the motor. Even so, Mahony Et Al [46] states that their mathematical expressions are equal and a single term is suffice enough to represent both effects as a lumped parameter in the dynamic model.

Depending on the desired application, there are also some optional additions that can be added to the overall dynamic model. One common addition is modelling natural atmospheric disturbances such as wind, which can be categorized into deterministic and stochastic models [48]. Examples of deterministic models include head wind, tail wind, cross wind and wind shear. By comparison,
the stochastic model covers fluctuations in wind translational and rotational velocities about certain pre-defined means. These are modelled as a stochastic process, such as von Karman or Dydren wind turbulence models [48]. Sharifi and Nobahari extended this modelling method by using a multiple model filter [49]. This considered 3 different wind models with an extended kalman filter to simultaneously estimate the wind. Results of this showed good performance and the proper estimation of the wind model.

There are multiple programming languages available to implement the full simulations such as C, MATLAB or Java. Realistically any language can be used so determining the most effective language is important. A commonly used simulation environment was using MATLAB Simulink [42]. This provides a graphical editor for modelling and simulating dynamic systems. This simulation environment provided effective results when compared experimentally to real-life flight data. It was found that even with some minor oscillations the quadrotor closely matched the simulation as predicted [42].

Kaidi Et Al looked into designing a hard real-time UAV simulation system based off a real-time operating system [50]. They firstly developed a simulation model using MATLAB and Simulink, then transformed this in C code files directly. They divided up the simulation system to different tasks, including system management, model calculation, scheduling management and interface. It was compiled by Simulink Coder (Formerly Real-Time Workshop) and run on VxWorks RTOS. Simulation results showed that they could still meet the accuracy and real-time requirements. Overall once completed this method was found to accelerate the creation of a hardware-in-the-loop simulation system, reduce development difficulty and increase expandability.

Meyer Et Al designed a comprehensive simulation that integrates with ROS (Robotic Operating System) and Gazebo, a popular robotics simulation tool [51, 52]. This allowed for the simultaneous simulation of different aspects such as flight dynamics, on-board sensors, imaging sensors and complex environments. However, while their implementation covers gravity, contact forces and frictions, it does not cover aerodynamics and propulsion systems in its current form.

2.4 Review of UAV Control Utilizing Proximity Sensors

An investigation was completed into the state of the art research regarding UAV control utilizing proximity sensors. This provides a basis for this thesis showing what areas could be explored further.

One method suggested was to equip four proximity sensors on to the four sides of the UAV to provide the distances to the nearest obstacles in their respective directions, shown in Figure 7 [45]. This would allow the UAV to move around an enclosed area avoiding obstacles and align itself such that a wall is to it’s left then maintain a fixed distance. Although theoretically this algorithm should work effectively, this method was only ever simulated and is untested on a physical UAV. This algorithm presented also has limitations in that it relies
on all the sensors providing accurate data and that there be surfaces available for ranging on all sides of the system.

Another strategy explored is through the use of a scanning laser range finder which can measure the distance from the surrounding objects in a frontal 270 degrees and 30m range [53]. These laser range finders provide higher precision data compared to ultrasonic and infrared instruments. All measurements acquired from the laser scanner are treated as an obstacle and straight line fit is attempted to keep the UAV at a fixed distance from the detected surface. They conclude that this is an effective method that is applicable to multiple forms of UAV systems, with the main advantage being minimal required computation power.

Roberts Et Al explores a quadrotor system capable of autonomous operation within obstacle free indoor environments, achieved using more simplistic sensing and control strategies [54]. They use a mix of infrared and ultrasonic sensors mounted onto a custom quadrotor platform and they undergo experimental testing in an enclosed 6mx7mx3m space. They implement collision avoidance by calculating the difference in distance between opposing walls, then feeding this into the control to alter the orientation of the system to navigate away from a wall.

Grzonka Et Al developed a general navigation system which enables a small quadrotor system to autonomously operate in indoor environments [55], achieved by systematically extending and adapting techniques used by ground based robots. They describe a complete navigation solution that incorporates mapping, localization, path-planning and control. Their central method for navigation incorporates both SLAM algorithms and obstacle avoidance using an
on-board scanning laser rangefinder. The largest drawback discovered using their methodology was the high computational cost of their algorithms with extra computation having to be completed externally on a laptop computer.

One paper within the literature by Sa Et Al explored a method of shared semi-autonomous control for building inspections [11]. A method was presented using shared autonomy control to enable a low-skilled operator to be able to fly near a structure safely. This was achieved by reducing the number of degrees of freedom a operator needs to control down to 2 from 6. By creating a map of where they believe the UAV is currently situated in the space, they reduce the control to distance from the object and angle around the object (for this example a circular structure was used). This method was deemed effective, but had some minor drawbacks. Having a dedicated communications link is complex, limits range and can be unreliable; but is necessary as the calculations for this method have to computed remotely due to processing limitations on the UAV. This method was also tuned to be specific to a pole type structure, as is not applicable to a variety of applications and thus is not easily extendable.

2.5 Summary

This chapter has provided relevant background research and an overview of current literature relating to the goals of this thesis. Background information on quadrotors and potential hardware is presented, providing functional overviews and brief discussion on advantages and drawbacks to consider. Relevant prior research is investigated, showing current techniques used for general wall following and simulation methods. A more focused exploration into control using proximity sensors is then completed, showing what current methods have already been developed. This information serves as a basis to identify what improvements that can be made to contribute further to current literature.
3 Simulation of quadrotor system

This chapter discusses the method formulated to simulate the basic dynamics of a quadrotor system, with additional on-board virtual sensors. The desired requirements are outlined and general software plan is introduced. Detailed equations are presented providing information on the implementation of the dynamic model, the surface model and the virtual sensors. Functional tests are completed to ensure the completed simulation software works accurately and without error.

3.1 Requirements

The simulation to be created requires certain properties and features to be successful. These requirements serve as the baseline for what needs to be implemented for the simulation to be deemed successful.

- Accurately simulate the dynamics of the quadrotor
- Accurately control the quadrotor through use of PID techniques.
- Model a varied surface for the quadrotor to track
- Model various sensors and their intersection with the aforementioned varied surface

3.2 Simulation Setup

3.2.1 Software

MATLAB was selected as the chosen software to implement the simulation within. MATLAB is a numerical computing environment that uses a proprietary programming language developed by MathWorks. It allows for simple implementation and development for analyzing data, creating algorithms, or creating models [56]. The high-level language supports numerical and symbolic calculations, and has vast array of mathematical functions and libraries available for use. These features that MATLAB provides makes it an ideal environment for implementing and developing the simulation alongside the ample tools available for subsequent testing after completion.

3.2.2 Fixed Constants

Various fixed constants are required to be determined for simulation of the quadrotor system. Constants relating to the quadrotor were measured experimentally or taken from relevant datasheets provided with the system. These particular values were based off the UAV selected for this project, the DYS 320 Full Carbon Fiber Folding Quadcopter, and could differ for alternate UAV systems. This provided the following fixed values for use on the UAV simulation which can be seen in Table 1
### Table 1: Fixed UAV Constants

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravity</td>
<td>$g$</td>
<td>9.81</td>
<td>$m/s^2$</td>
</tr>
<tr>
<td>Mass</td>
<td>$M$</td>
<td>0.678</td>
<td>kg</td>
</tr>
<tr>
<td>Max Rotational Motor Speed</td>
<td>$w_i$</td>
<td>2890.3</td>
<td>rad/s</td>
</tr>
<tr>
<td>Thrust Constant</td>
<td>$k_f$</td>
<td>6.11e-8</td>
<td>N/RPM^2</td>
</tr>
<tr>
<td>Moment Constant</td>
<td>$k_m$</td>
<td>1.5e-9</td>
<td>Nm/RPM^2</td>
</tr>
<tr>
<td>Length from Rotor to Center of Mass</td>
<td>$l$</td>
<td>0.2</td>
<td>m</td>
</tr>
<tr>
<td>Moment of Inertia about X-axis</td>
<td>$I_x$</td>
<td>8.1e-3</td>
<td>kgm^2</td>
</tr>
<tr>
<td>Moment of Inertia about Y-axis</td>
<td>$I_y$</td>
<td>8.1e-3</td>
<td>kgm^2</td>
</tr>
<tr>
<td>Moment of Inertia about Z-axis</td>
<td>$I_z$</td>
<td>14.2e-3</td>
<td>kgm^2</td>
</tr>
</tbody>
</table>

#### 3.2.3 Overview

The simulation was set up as a simple loop, which would iterate through the relevant dynamics and motor control of the UAV updating the position and angle in small steps. A certain time step was chosen indicating how many seconds to advance each loop. This was ideally kept at a low value to keep the simulation accurate, at the expense of longer computation time. A period of time for the simulation to run for was also indicated, giving the total number of iterations to loop through, as shown in Equation 1

$$\text{iterations} = \frac{1}{\text{simulation period}} \left(1 \frac{1}{dt}\right) \tag{1}$$

Each iteration of the simulation involves the following general steps:

1. Transform sensor readings into a PD control output
2. Calculate the desired rotor speeds from control output
3. Calculate relevant dynamics of the system
4. Integrate accelerations to find velocity and displacements.
5. Simulate the sensor readings relative to the UAV

Note that the first loop through requires some initial dummy values until the dynamics and sensors have been simulated for the next iteration.

#### 3.3 Dynamic Model

Within prior literature there can been multiple different methods used to dynamically model the a quadrotor system [57–59]. These range from basic, generalized models and to more advanced models that accurately reflect smaller disturbances and dynamics. For the development of this particular simulation a more generalized model of the quadcopter dynamics is desired as the focus is on sensor implementation as opposed to subtle disturbances or external forces. With these factors considered, the dynamic model chosen was based off prior work completed by Sarim Et Al and Bresciana Et Al [41, 45].
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A free body diagram was created detailing the various forces and coordinate systems present. A visual representation of the diagram created can be seen in Figure 8. The Earth Frame (EF) shows the fixed reference frame in which all motion can be referred to globally. The Body Frame (BF) is the frame attached to the centre of mass of the UAV. A vertical thrust force is generated by each individual rotor on the UAV (F1-F4). In addition to this, each rotor also produces a moment perpendicular to the plane of propeller rotation (M1-M4). A downwards vertical force is also enacted onto the UAV representing weight, which is the product of the mass of the UAV (m) and earth’s gravity (g).

![UAV Free body diagram](image)

Figure 8: UAV Free body diagram

The moments produced by each individual rotor are directly opposite to the rotation of the propeller. These generate a rotation force around the Z axis, and so to cancel these out rotor’s 1 and 3 and set to move in the clockwise direction while rotor 2 and 4 are set in the clockwise direction.

A rotation matrix is also desired to be formed to move between the Earth Frame and the Body Frame. To get the frame coordinates from the Body Frame to the Earth Frame, there is first an angular rotation around the X-axis (roll), followed a rotation around the Y-axis (pitch) and finally a rotation around the Z-axis. These angles are noted as phi (φ), theta (θ) and psi (ψ) respectively. Thus the rotation matrix formulated as shown in Equation 2.
\[
\begin{bmatrix}
\cos \psi \cos \theta - \sin \psi \sin \phi \sin \theta \\
\sin \psi \cos \theta + \cos \psi \sin \phi \sin \theta \\
-\cos \theta \\
\end{bmatrix}
= \begin{bmatrix}
\cos \phi \cos \psi \cos \theta + \sin \phi \sin \theta \\
-\cos \phi \sin \psi \cos \theta + \sin \phi \sin \theta \\
\sin \phi \\
\end{bmatrix}
\]

(2)

Where \(c\phi\) and \(s\phi\) signify \(\cos(\phi)\) and \(\sin(\phi)\) respectively, and similarly for other angles.

The position of the centre of mass in the earth frame is denoted by the vector \(\mathbf{r}\). This can be seen in Equation 3.

\[
m\ddot{\mathbf{r}} = \begin{bmatrix}
0 \\
0 \\
-mg
\end{bmatrix} + R \begin{bmatrix}
0 \\
0 \\
\Sigma F_i
\end{bmatrix}
\]

(3)

Where \(m\) is the mass of the UAV, \(g\) is acceleration due to gravity, and \(F_i\) \((i = 1, 2, 3, 4)\) is the force from a specific rotor \(I\), given by Equation 4.

\[
F_i = k_f w_i^2
\]

(4)

Where \(w_i\) is the angular velocity of the \(i^{th}\) rotor and \(K_m\) is a constant.

Using the knowledge of the rotor forces acting upon the system the angular acceleration of the UAV can be determined through use of Euler equations. These are detailed in Equation 5.

\[
I_x \ddot{\phi} = l(F_2 - F_4) \\
I_y \ddot{\theta} = l(F_3 - F_1) \\
I_z \ddot{\psi} = M_1 + M_2 + M_3 + M_4
\]

(5)

Where \(l\) is the distance from the each rotor to the UAV’s centre of mass. \(I_x\), \(I_y\) and \(I_z\) are the moments of inertia along the \(x, y\) and \(z\) directions respectively. \(F_i\) \((i = 1, 2, 3, 4)\) is the force from a specific rotor \(i\), given by Equation 4. \(M_i\) \((i = 1, 2, 3, 4)\) are the rotor’s moments generated from the angular velocity of the rotors.

\[
M_i = K_m \omega_i^2
\]

(6)

Where \(\omega_i\) is the angular velocity of the \(i^{th}\) rotor and \(K_m\) is a constant.

The acceleration of the centre of mass found in Equation 3 can be integrated to find velocity and displacement of the UAV. Furthermore using the angular accelerations calculated in Equation 5 the angular velocities and displacement can
be solved for again using integration. These can be completed in the simulation using the following formula in Equation 7.

\[
\dot{\phi} = \dot{\phi} + \ddot{\phi}dt \\
\phi = \phi + \dot{\phi}dt
\]  

(7)

Where \( dt \) is the time step of the simulation. \( \phi \) can be interchanged similarly for \( x, y, z, \theta \) and \( \psi \)

3.4 Surface Modelling

3.4.1 Implementation

The core of this thesis is focused around tracking varied surfaces and so this was required to be modelled within the simulation. This was desired to be highly adaptable so that many different surface profiles could be simulated accurately. This would allow for many different possible situations to be tested with various tracking algorithms before implementation on a real-world UAV.

This surface was chosen to be modelled as series of coordinates in 3-space \((X,Y,Z)\) forming a surface plane. Each coordinate is stored in a 2D array, referenced by their \(i,j\) locations. All \(Y\) and \(Z\) coordinates were chosen to be placed at a fixed spacing, with the \(X\) value being interchangeable to allow for desired variations to the surface. This method of storing this plane can be visually seen in Figure 9.

![Figure 9: Modelling surface plane structure](image)

Where \((1,1)\), \((1,2)\) etc are the \(i,j\) reference location and each blue dot representing an coordinate in 3-space \((i.e. x1,y1,z1)\).
Using a MATLAB script these surface coordinate can be automatically generated to form the required plane. An example of one such script can be seen in Figure 10, where the X coordinates have been randomly generated to have a slight offset to create a varied surface. This is only one such possibility and differing scripts can been written to create any surface profile desired.

![Figure 10: Example of a modelled surface plane](image)

3.5 Sensor Modeling

A requirement of the simulator is to virtually track a surface using proximity sensors. The first step towards this is to model these sensors and mount them virtually onto the simulated UAV.

3.5.1 Initial Placement

The sensors need to be first placed at fixed location on the dynamic UAV model. This placement is not always a fixed XYZ vector relative to the centre of mass, as angular rotations also can modify the placement and rotation of the sensors.

A vector is firstly used to indicate the location of the sensor relative to the centre of mass of the UAV \((v_{sl} = \text{vector sensor location})\). This vector is in the body frame of the UAV, and specifies the X, Y and Z placement distances of the sensor. Secondly a second vector is used to indicate the direction that the sensor is facing, with the length of the vector also indicating the maximum sensor range. These two vectors are shown in Equation 8.

\[
\begin{align*}
    v_{sl}^{BF} &= [x \ y \ z] \\
    v_{sd}^{BF} &= [x \ y \ z]
\end{align*}
\]
Both of these vectors are required to be transformed into the earth frame based on the current location and angle of the UAV. To help achieve this goal firstly the euler angles of the UAV were converted into a quaternion shown in Equation 9.

\[
q = \begin{bmatrix}
\cos(\frac{\phi}{2})\cos(\frac{\theta}{2})\cos(\frac{\psi}{2}) + \sin(\frac{\phi}{2})\sin(\frac{\theta}{2})\sin(\frac{\psi}{2}) \\
\sin(\frac{\phi}{2})\cos(\frac{\theta}{2})\cos(\frac{\psi}{2}) - \cos(\frac{\phi}{2})\sin(\frac{\theta}{2})\sin(\frac{\psi}{2}) \\
\cos(\frac{\phi}{2})\sin(\frac{\theta}{2})\cos(\frac{\psi}{2}) + \sin(\frac{\phi}{2})\cos(\frac{\theta}{2})\sin(\frac{\psi}{2}) \\
\cos(\frac{\phi}{2})\cos(\frac{\theta}{2})\sin(\frac{\psi}{2}) - \sin(\frac{\phi}{2})\sin(\frac{\theta}{2})\cos(\frac{\psi}{2}) 
\end{bmatrix} = \begin{bmatrix} q_1 \\ q_2 \\ q_3 \\ q_4 \end{bmatrix}
\]

Where \( \phi = \) roll, \( \theta = \) pitch and \( \psi = \) yaw

Using this quaternion the rotations of any vectors can be simply calculated given the Euler angles of the UAV. Both the sensor direction and position vectors are rotated by this quaternion to provide new vectors indicating the sensor direction and position in the earth frame. This is achieved using the following method.

Firstly the quaternion is converted to a direction cosine matrix.

\[
dcm = \begin{bmatrix}
q_3^2 + q_0^2 - q_1^2 - q_2^2 \\
2(q_0 q_1 - q_2 q_3) \\
q_1^2 - q_0^2 + q_1^2 - q_2^2 \\
2(q_0 q_2 + q_3 q_1)
\end{bmatrix}
\]

The direction cosine matrix is then multiplied by sensor direction and location vectors to return a newly rotated vector.

\[
v_{sl}^{EF} = dcm * v_{sl}^{BF} \\
v_{sd}^{EF} = dcm * v_{sd}^{BF}
\]

Finally the sensor location vector is added to the current position of the UAV, providing the current position of the sensor in the earth frame.

An example of this rotation method with two sensors mounted at a \( \pm 0.1 \)m offset along the y-axis of the UAV can be seen in Figure 11.

3.5.2 Intersection Algorithm

With the sensors orientated correctly within the simulation, the sensor functionality needs to be modelled. This requires each sensor to return a value indicating the distance that it is measuring. In free space this will be the maximum sensor measurement distance. If the sensor detection vector intersects with a surface before the maximum sensor distance, then the intersection distance will be returned instead. For this to be achieved an algorithm was created to determine the intersection of a vector with the surface model outlined in Section X.X
Two functions were implemented for this purpose. The first does a full iteration through the surface model array to find any intersection points, then selects the first intersection with the vector. The second uses prior knowledge, and only searches for intersections near the previous vector in the last time step. The former algorithm is far more robust, but takes a significantly longer computation time. The latter algorithm can fail in some circumstances, but is much faster. A mix of both algorithms are used in the final simulation to achieve optimal accuracy and speed. The following method is used to find an intersection between a vector and a plane bounded by 3 points.

Firstly, this intersection algorithms takes 3 coordinates to form a triangle in 3-space. These points are used to describe the plane in which the intersection with the sensor vector will be confirmed. Thus, these points are first converted to a plane described by a normal vector and a single point on the plane.

\[
A = \begin{bmatrix} x_1 & y_1 & z_1 \end{bmatrix} \\
B = \begin{bmatrix} x_2 & y_2 & z_2 \end{bmatrix} \\
C = \begin{bmatrix} x_3 & y_3 & z_3 \end{bmatrix} \\
u = B - A \\
v = C - A \\
w = u \times v \\
P = v_1
\] (12) (13) (14) (15) (16)
Where $A, B$ and $C$ are the 3 coordinates describing a triangular plane, $w$ is the vector direction perpendicular to the plane and $P$ is a point on the plane.

The sensor vector line can be described by two end points, $P_0$ and $P_1$ or alternatively using the line vector $q$. Using this alongside the newly described plane vector the intersection can be found between the two, assuming one exists. The sensor line vector can be described by the following parametric equation

$$P(s) = P_0 + s(P_1 - P_0) = P_0 + s * q$$ \tag{17}$$

$$q = P_1 - P_0$$ \tag{18}$$

For any intersection calculation between a line and a plane, there either exists a single point or they are parallel. It is first checked whether the line and plane are parallel by calculating the dot product between $w$ and $q$.

$$t = w \cdot q$$ \tag{19}$$

If the result equals zero, then it indicates that the line direction vector $u$ is perpendicular to the plane normal $w$. If this is true then the plane and the sensor vector either lie directly within each other or do not intersect at all. Determining whether the intersection is continuous or disjoint can be solved by finding whether any one specific point of the sensor vector is contained within the plane. $r$ is calculated which describes the vector between a point on the plane and the start point of the sensor vector line. If $r$ is zero, then it must lie within the plane.

$$r = P_0 - P_{plane}$$ \tag{20}$$

$$N = -(w \cdot r)$$ \tag{21}$$

If the line and plane are found not to be parallel then they must intersect at a singular point. At this unique point of intersection, $w + sI \cdot u$ is perpendicular to $w$. Knowing this the dot product equation is formed as follows.

$$w \cdot (r + sI \cdot u) = 0$$ \tag{22}$$

Solving this for $sI$ the solution is found to be

$$sI = \frac{-(w \cdot r)}{w \cdot u} = \frac{N}{T}$$ \tag{23}$$

Since the sensor vector is a finite length from $P_0$ to $P_1$, to verify that there is an intersection within this length a simple check is made to confirm that $0 \leq sI \leq 1$.

Finally using this knowledge the intersection point is found by the following equation

$$I = P_0 + sI \odot u$$ \tag{24}$$
Finally the point of intersection is confirmed to be within the bounding area of the 3-points forming a triangle. This is achieved through the use of Barycentric coordinates. Consider Figure 12 where A, B and C are coordinates defining a triangular surface and P is a point of intersection. Barycentric coordinates can be used to show the position of the point located with 3 scalars, $\alpha$, $\beta$ and $\gamma$.

The barycentric equation used to compute the position of intersection is as follows

$$P = \alpha A + \beta B + \gamma C \quad (25)$$

Where $\alpha$, $\beta$ and $\gamma$ are three normalized scalars that sum to 1.

$$\alpha + \beta + \gamma = 1 \quad (26)$$

If any of these Barycentric coordinates is not within the range of 0 to 1, then the point lies outside the triangle. This can be used to determine whether the point of intersection lies inside or outside the triangle. Barycentric coordinates are defined in terms of area ratios.

$$\alpha = \frac{PBC}{ABC}$$

$$\beta = \frac{APC}{ABC}$$

$$\gamma = \frac{ABP}{ABC} \quad (27)$$
It can also be noted that the areas are proportional to cross products of the corresponding areas. An example of such a cross product calculations can be seen in Equation 28.

\[
Area(PBC) = \frac{||(C - B) \times (P - B)||}{2} \tag{28}
\]

Substituting in equations X, Y and Z provides the equation for calculating the barycentric coordinates of point P.

\[
\alpha = \frac{((C - B) \times (P - B)) \cdot n}{((B - A) \times (C - A)) \cdot n} \tag{29}
\]

\[
\beta = \frac{((A - C) \times (Q - C)) \cdot n}{((B - A) \times (C - A)) \cdot n}
\]

\[
\gamma = \frac{((B - A) \times (Q - A)) \cdot n}{((B - A) \times (C - A)) \cdot n}
\]

These equations can be further simplified before software implementation. Firstly with consideration of Equation 26, only two of the three unknown variables are required to be calculated using cross products. Secondly, the required vector calculations can first be simplified into a singular variables.

\[
u = B - A \\
v = C - A \\
w = P - A \tag{30}
\]

The denominator can also be simplified by calculating the normal of the triangle

\[
n = ((B - A) \times (C - A)) \\
n = u \times v \tag{31}
\]

This substituting Equations 30-31 into Equations 29 results in fully simplified equations to implement into the simulation.

\[
\gamma = \frac{n \cdot (u \times w)}{n \cdot n} \\
\beta = \frac{n \cdot (w \times v)}{n \cdot n} \\
\alpha = 1 - \gamma - \beta \tag{32}
\]
As outlined previously, if $\alpha$, $\beta$ and $\gamma$ all lie within the range of 0 to 1 then the intersection point is inside the triangle, thus

\begin{align*}
\alpha &\geq 0 & \alpha &\leq 1 \\
\beta &\geq 0 & \beta &\leq 1 \\
\gamma &\geq 0 & \gamma &\leq 1
\end{align*}

(33)

These conditions are tested within the simulation to confirm whether the intersection point lies inside or outside the triangular bounding area.

### 3.5.3 Full Intersection Search

To initially find the point of intersection of a vector to the surface model, a brute force approach is taken. This algorithm takes the sensor location vector $(EF)$, the sensor direction vector $(EF)$ and the $X,Y,Z$ coordinates describing the varied surface. The algorithm iterates through all possible $ij$ coordinates within the surface model, checking if there is an intersection in their respective region. A region is described as four adjacent coordinate points, forming a square. The index of each region is determined by the lower right hand coordinate. For each region there exists 4 possible triangles that could be intersected with. An example region can be seen in Figure 13, showing the different intersections possible. The intersection points for each triangular plane are determined using the intersection algorithm provided in Section 3.5.2.

From the four possible points of intersection, a single point must be selected as most accurate point of intersection for that region. This is because as local regions are the finest element possible in the surface model, there can only be one most accurate intersection point on them.

Firstly, any intersections that do not lie within the triangle plane region are discarded using the Barycentric method described in Section 3.5.2. If they do not intersect in the correct triangular region, they are too far offset from the plane and would give inaccurate results. In Figure 13 an example of such intersection points are indicated in (C) and (D).

Following this, the correct intersection location from the remaining valid points must be determined. The method to determine this was chosen as considering the angle of the triangular planes formed. The plane with the steepest angle is chosen to be the correct intersection plane.

The reasoning for this can also be seen visually in Figure 13 when comparing between (A) and (B). Both of these intersected with the vector but the region as a whole is sloping backwards towards the top right coordinate, indicating visually that (B) is more accurate. Whenever there is an outlying coordinate, it will produce a steeper plane and be more likely to be closest to the correct intersection location.
Figure 13: Plane intersections from four possible 3-point coordinate combinations. Red star where an intersection within the triangle occurs, red circle when the intersection with the plane is outside the triangle bounds.

The limits of this method begin to occur when all generated triangular planes are at steep angles. This indicates and irregular surface bounded by the 4 points that can give incorrect results. Using an appropriate small spacing for the surface modelling should minimize the effect of small intersection inconsistencies as it would still be close enough the optimal outcome, and can be treated as noise.

This method of determining intersections in each region is repeated across the whole surface model, until all points of intersection are found. The final problem to solve is finding which of the point of intersection the correct. In most cases, there would only be a singular point of intersection with the surface model, but if you considered a varied surface it is possible for there to be multiple intersections. An example of this is shown in Figure 14.

In the case of multiple intersections, these are compared to find the closest distance to the initial sensor location. Multiple intersections can only occur when the sensor vector penetrates through the wall causing further intersections with the surface model. This implies that the closest point of intersection will always be correct.
The distance between the point of intersection and the sensor location is then returned providing a sensor reading. For purposes of optimization, the i,j coordinates of the intersection region are also saved for the next iteration for reasons discussed in subsequent Section 3.5.4.

3.5.4 Local Region Intersection

Using the full intersection search method as described previously would be highly inefficient as every local region would require to be iterated across on each loop. A secondary algorithm is proposed utilizing the prior intersection location to determine the next. This can be achieved assuming that a small enough timestep is used within the simulation such that the sensor vector would never jump a large distance over a linear surface model. Knowing this, it can be said that the next sensor intersection point is likely to be close to the prior intersection point. Using i,j coordinates indicating the previous region intersected with on the surface model, a local search can be completed nearby these coordinates as opposed to across all regions in the model.

This algorithm acts similarly to the full region intersection algorithm, but instead only checks the regions indicated by the adjacent i,j coordinates as opposed to iterating over all regions. This can be seen visually represented in Figure 15.

3.6 UAV Controller

3.6.1 UAV Stabilization and Control

The UAV is controlled by 4 individual rotor working in conjunction to provide lift for the system. Thus 4 independent speeds for each rotor are required to be calculated to successfully operate the UAV. PD controllers were used as the
method to determine the control outputs for each motor.

For initial implementation in the simulation the system was considered fully localized using direct data only available in the simulation. Note that this exact positioning of the UAV would not be as available in the real-world system and localization techniques would have to be further employed.

Individual PID controllers are used to generate command accelerations based off the deviations from the desired position and rotational state. The first 3 controllers designed are used to calculate $x_{dd}$, $y_{dd}$, and $z_{dd}$, the command accelerations. These are done using a simple PD controller, based off the approach taken by Tan and Kumar [60].

\[
\begin{align*}
x_{dd} &= k_p^x * e_x + k_d^x * \left( \frac{e_x - e_{prev}^x}{dt} \right) \\
y_{dd} &= k_p^y * e_y + k_d^y * \left( \frac{e_y - e_{prev}^y}{dt} \right) \\
z_{dd} &= k_p^z * e_z + k_d^z * \left( \frac{e_z - e_{prev}^z}{dt} \right)
\end{align*}
\]

(34)

Where $e_i$ ($i=x,y,z$) is the error between the desired position and the current position of the system, $e_i^{prev}$ is the error $e_i$ found in the prior PD loop iteration,
$k_p^*$ is the proportional gain, $k_d^*$ is the derivative gain and $dt$ is the simulation timestep.

Pitching and rolling the UAV is utilized to move along the x-y axes to the desired x-y position. To achieve this the command accelerations $x_{dd}$ and $y_{dd}$ converted to the desired angles $\theta$ and $\phi$ (pitch and roll).

$$
\phi = \left(\frac{1}{g}\right)(x_{dd} \ast \sin(\psi_{des}) - y_{dd} \ast \cos(\psi_{des}))
$$

$$
\theta = \left(\frac{1}{g}\right)(x_{dd} \ast \cos(\psi_{des}) - y_{dd} \ast \sin(\psi_{des}))
$$

(35)

Where $\psi_{des}$ is the desired yaw and $g$ is the gravity.

To prevent the UAV from moving too quickly horizontally or exceeding stable angles a limit is implemented which simply prevents the calculated desired angles $\phi_{des}$ and $\theta_{des}$ from exceeding a set value.

The desired angles for pitch and roll are then used within a further PD controller to determine the control signals for each angle.

$$
\Delta \omega_f = \frac{m}{8 \ast k_f \ast w_h} \ast z_{dd}
$$

(36)

Where $m$ is the mass of the UAV, $k_f$ is the thrust constant, $w_h$ is the nominal speed to hover in steady state and $z_{dd}$ is the command acceleration in the z direction.

Using the control signals generated from each PD loop, each individual rotor speed is calculated. A vector can be written describing the desired rotor speeds as a linear combination of 4 terms.

$$
\begin{bmatrix}
\omega_{1}^{des} \\
\omega_{2}^{des} \\
\omega_{3}^{des} \\
\omega_{4}^{des}
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & -1 & 1 \\
1 & 1 & 0 & -1 \\
1 & 0 & 1 & 1 \\
1 & -1 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
\omega_h + \Delta \omega_f \\
\Delta \omega_{\psi} \\
\Delta \omega_{\theta} \\
\Delta \omega_{\phi}
\end{bmatrix}
$$

(37)

Where $\omega_h$ is the rotor speed required to hover in a steady state and $\Delta \Omega_f$, $\Delta \omega_{\psi}$, $\Delta \omega_{\theta}$, $\Delta \omega_{\phi}$ are the generated control signals from the respective PID control loops.

Following this calculation the rotor speeds must be limited to the maximum possible output of the modelled motors. This provides a more realistic representation of the system and prevents the simulated UAV from becoming unstable due to excessively high speed fluctuations in some circumstances.

Based off these desired rotor speeds, the lift force that the rotor produces is updated. Vertical force is produced according to following Equation 38.
Table 2: Variable Simulation Constants

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timestep</td>
<td>(dt)</td>
<td>0.01</td>
</tr>
<tr>
<td>Simulation Period</td>
<td>(t_{total})</td>
<td>18s</td>
</tr>
<tr>
<td>Hover Height</td>
<td>(z_{desired})</td>
<td>2.5m</td>
</tr>
<tr>
<td>x Proportional Gain</td>
<td>(k_x^p)</td>
<td>3.1</td>
</tr>
<tr>
<td>y Proportional Gain</td>
<td>(k_y^p)</td>
<td>3.1</td>
</tr>
<tr>
<td>z Proportional Gain</td>
<td>(k_z^p)</td>
<td>3.1</td>
</tr>
<tr>
<td>x Derivative Gain</td>
<td>(k_x^d)</td>
<td>3.9</td>
</tr>
<tr>
<td>y Derivative Gain</td>
<td>(k_y^d)</td>
<td>3.9</td>
</tr>
<tr>
<td>z Derivative Gain</td>
<td>(k_z^d)</td>
<td>3.9</td>
</tr>
</tbody>
</table>

\[ F_i = k_f \omega_i^2 \]  \hspace{1cm} (38)

*Where \(k_f\) is the thrust constant.*

Each motor also produces a moment similarly

\[ M_i = k_m \omega_i^2 \]  \hspace{1cm} (39)

*Where \(k_m\) is the moment constant.*

The calculated forces and moments from this can then be used within the dynamics equations to simulate the movement of the UAV system.

### 3.7 Functional Testing of Simulation

Testing was completed to confirm the functionality of the simulator and determine the performance. All simulation testing was completed on a computer running Microsoft Windows 10 with an Intel Core i7-4790 CPU @ 3.60 Ghz.

#### 3.7.1 Dynamic Model and Control Validation

Validation of the dynamic model and the system controller was completed to ensure correct functionality. The fixed UAV constants were set as per Table 1 in Section 3.2.2. Variable simulation constants set to the values shown in Table 2.

A fully localized system was used for experimental testing, made available within the simulation environment. This provided the current position of the UAV at any given time. Four waypoints were provided for the system to move between; and initial launching waypoint followed by 3 further waypoints to move between while airborne. The chosen values for this particular test can be seen in Table 3. Using the PD controller the system will attempt to track towards each of the waypoints in succession, and move to the next when it has come to rest within a tolerance of 0.01m.
The results of this can be seen in Figure 16. From this it can be clearly seen that the controller works correctly and tracks towards each waypoint in succession. From visual inspection, the dynamic model appears to be functioning correctly and compares similarly to results from Sarim Et Al [45]. These results are sufficient enough to meet the initial requirements discussed in Section 3.1.

Figure 16: Simulation of quadrotor traveling between waypoints. The orange arrow indicates the local z direction of the quadcopter

### 3.7.2 Model Surface and Sensor Validation

Validation of the surface and sensor models are required to ensure they work without error.

A varied virtual surface was generated for the quadcopter to track using virtual sensors. A singular virtual sensor was placed onto the simulated quadcopter at the centre of mass, facing towards the surface. The same variable simulation constants are used from Section 3.7.1, as seen in Table 1. A varying model surface is generated with the parameters shown in Table 4, which randomly generates a small change in y-offset across the surface. The quadcopter controller is adjusted to first launch to the desired height following by tracking a fixed speed of 0.2m/s parallel to the surface. The results of this simulation can

<table>
<thead>
<tr>
<th>Table 3: Navigation Waypoints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launch ((X_0, y_0)) (1, 1)</td>
</tr>
<tr>
<td>Point 1 ((X_1, y_1)) (2, 1)</td>
</tr>
<tr>
<td>Point 2 ((X_2, y_2)) (2, 4)</td>
</tr>
<tr>
<td>Point 3 ((X_3, y_3)) (4, 4)</td>
</tr>
</tbody>
</table>

Figure 16: Simulation of quadrotor traveling between waypoints. The orange arrow indicates the local z direction of the quadcopter
be seen visually in Figure 17

Figure 17: Simulation of a localized quadrotor moving horizontally at a fixed speed, while accumulating sensor data of profiled surface

The sensor data was then pulled from the simulation and compared to the varied surface. Immediate results showed that the sensor data precisely matched that of the actual distance to the surface. This is shown visually in Figure 18 where the recorded sensor data is offset to by 2 m and can be seen to match the profile perfectly. This indicates that the implemented sensors work as expected within the simulator.

3.7.3 Performance

MATLAB provides the functionality to return a performance profile of the system, and determine the precise execution times within the simulator. From this it was ascertained what functions dominate the running time.

The simulator was set up with a flat plane of 5 m x 5 m, with a x-offset of 5 m. The quadrotor system was set to launch to a height of 2.5 m at coordinates (3, 1)
and then move towards navigation coordinate (3, 4). The simulation timestep was set to 0.01s and run for 10 seconds total. The performance results of this simulation can be seen in Table 5.

Initial inspection of the performance profile immediately shows that the running time is dominated by the intersection search algorithms, currently taking up 96.4% of the total running time. This entails that in order for significant optimizations to be made, these algorithms should be targeted and modified first.

Further reviewing the two different algorithms used for intersection searches, it can be seen that the local intersection algorithm is 20 times faster than a full search. This value would scale even further as the number of surface model regions is increased. The local intersection search algorithms consistently check only 5 regions whereas the full intersection searches all regions.

It can be also seen that the full search algorithm is called 632 times, which only occurs when the local search algorithm fails to find an intersection. This gives the local search algorithm only a 36.8% success rate. From this it is immediately clear that improving the local search algorithm would reduce the overall
simulation time by minimizing calls to the full search algorithm. This could be achieved in future work by extending the local search area or implementing a new method entirely.

3.8 Summary

This chapter described the underlying methodology used to form the simulation software. Functional capabilities of the produced software include quadrotor dynamics, localized control and the addition of a virtual sensor surface detection. Testing of the completed system confirmed the functionality of simulation dynamics and the virtual sensors. Although the current rendition of the simulation operates accurately, it was identified that the performance of the system could be improved drastically.
4 Development towards UAV control methods using proximity sensors

The goal of this thesis is to implement autonomous algorithms for a quadrotor system using basic proximity sensors. Within this section, different algorithms are presented that can be used to help achieve this goal.

It is desired to test the different possibilities of using basic sensors in isolated cases, to assess their potential viability as an effective means of control. Due to this, development and testing are completed by developing automated control methods for a particular principle aircraft axis at any given time. The rest of the principle axes are controlled using localization data available within the simulation, allowing for more precise control that would be impossible in a real-world system. This allows for the development and testing of a singular principle axis while retaining the functionality of the entire system.

This chapter describes the various algorithms tested within the simulator for isolated control of a single channel. An overview of the simulated hardware is first provided, alongside the standard hovering algorithms to be used throughout the chapter. Considerations that must be made in regards to sensor placement on a quadrotor are presented. Algorithms are explored towards tracking flat surfaces via control of isolated channels, and these are validated within the simulation. This is extended further with development towards potential algorithms for profiled surfaces.

4.1 Initial Simulated Hardware

Making use of the developed simulation software in MATLAB, the first control algorithms can be produced. This will follow a basic 3-sensor setup; a singular downwards facing sensor to measure the height of the UAV and two horizontal sensors to detect the vertical surface. The new algorithms formed using virtual sensors replace the aforementioned control algorithms in Section 3.6.1, as they rely on a fully localized system. For simulation purposes, the algorithms produced do not need to be tuned to be as optimized as possible – but instead just tuned sufficiently to show that the suggested implementation would be possible.

4.2 Hovering Algorithm

As the first step towards autonomous control, a basic hovering algorithm was implemented to allow the UAV to rise to a desired height. The UAV uses the downwards facing sensor to monitor this height measurement. This was modelled in the simulation as a virtual sensor, which detects the distance from the UAV to the flat x-plane in the global frame.

A correctly tuned controller for altitude control can be difficult to achieve. Small errors in sensor readings can easily make the quadrotor unable to maintain the desired height [61]. This should be considered for a real-world design, but poses
A PD controller was selected as the method to allow the system to hover steadily at some desired height.

\[
Z_E = Z_{\text{desired}} - \text{heightSensor} \quad (1)
\]

\[
Z_D = \frac{Z_E - Z_{E,\text{PREV}}}{dt}
\]

Where \( Z_E \) is the error between the desired height and the height sensor value, \( Z_{E,\text{PREV}} \) is the error of the previous iteration, \( Z_D \) is the derivative error based on the change in error and \( dt \) is the simulation time step.

These were used as the control inputs for the standard PD equation to generate the control signal.

\[
Z_{\text{control}} = K_D \times Z_D + K_P + Z_E \quad (2)
\]

Where \( K_D \) and \( K_P \) are the derivative and proportional control gains respectively.

The control gains were tuned iteratively to optimize towards a system that hovers accurately at steady state with minimal overshoot. Achieving a fast rise time was not a priority for this particular system, as maintaining stability is more important than fast operation. With use of the simulation software, these control gains were found to be \( K_D = 1.3 \) and \( K_P = 0.2 \). The result of these control gains within the simulator can be seen in Figure 19.

The rise time was 1.67s, overshoot was 2.5% and the system maintained an effective steady state within the simulator. This resulting hovering algorithm was deemed successful for simulation purposes, and is used as the standard hovering method for testing and developing the rest of the algorithms within this thesis.

### 4.3 Flat Surface Algorithm Development

The simplest surface for the UAV to track is a flat surface, and thus was used for initial development. This flat surface was modeled using the method outlined in Section 3.4, which was then utilized within the simulator.

#### 4.3.1 Sensor Placement

For the placement of any sensors in the UAV setup, there are several factors to consider. These include centre of mass offset, horizontal spacing and angle.
These factors are extendable to any alternate sensor setups that may be implemented on a UAV, and are more apparent on larger systems with distant sensor spacing. This section will use two horizontal sensors as a reference example.

4.3.1.1 Centre of Mass Offset

On a physical UAV, depending on the design it can be difficult to place the sensors perfectly at the centre of rotation as there would be other physical objects present. The sensors must also be placed to provide a clear, unobstructed view of the world. This indicates that the sensor may need to be placed at an edge of the UAV.

This unavoidable offset can skew the sensor data slightly, and may be considered when designing algorithms. The further away from the centre of rotation a sensor is the larger the effects of this skew are felt. Consider the examples in Figure 20 and Figure 21, where a height sensor $S_1$ has been offset along the x-axis.

If the system were to pitch or yaw there would be no difference between the sensor readings shown in Figure 20, and would compare identical to the virtual sensor based directly at the centre of rotation. However, if the system were to yaw in either direction the offset sensor would physically move closer or further to the vertical surface as seen in Figure 21. If trigonometry is applied to this based on the angle of the UAV, it can be seen that the offset sensor returns
Figure 20: Parallel quadcopter system with two sensors ranging a vertical surface

Figure 21: Angled quadcopter system with two sensors ranging a vertical surface
the wrong height value. This introduces a small amount of error that must be considered if the sensor placement has a large enough offset. Depending on the setup of the UAV system and the desired application this error could potentially be ignored. Having the two sensors in mirrored positions could also be used determine the actual distances from a surface by averaging their respective measurements.

4.3.1.2 Spacing

It is likely for multiple sensors in conjunction to be used for control purposes. The spacing between these sensors is a significant factor that can directly affect the results of control algorithms. A particular application of this could be adjusting the yaw of an UAV in close proximity to a flat surface. If the two sensors are further apart, then yaw adjustment can be far more accurate.

Figure 22: Angled quadcopter system with 2 locally spaced apart sensors ranging a vertical surface

Given the height of the UAV CoM \(h_0\), the current UAV angle \(\theta\) and the spacing between the two sensors \(x\) the potential difference was derived. These parameters can be seen visually in Figure 22.

\[
S_1 = \frac{h_0 + \sin(\theta)\left(\frac{x}{2}\right)}{\cos(\theta)}
\]

\[
S_2 = \frac{h_0 - \sin(\theta)\left(\frac{x}{2}\right)}{\cos(\theta)}
\]

\[
d = s_1 - s_2 = \frac{2\sin(\theta)\left(\frac{x}{2}\right)}{\cos(\theta)}
\]
As can be seen by Equation 3, if the spacing between the sensors \( x \) is to increase then difference measured between the two sensors \( d \) also increases. This implies a further spacing gives a greater accuracy towards measuring yaw displacement from the difference between the two sensors. There is a trade-off in that it is difficult to physically mount the sensors far apart without specialized design, which in turn can also increase the bounding size of the UAV. For smaller spacings, these minor discrepancies can potentially be ignored as the difference would be relatively small and could be passed off as sensor error.

4.3.1.3 Angles

The sensors mounted on the UAV can be angled outwards depending on the desired functionality. Angling the sensors outward can potentially provide a more accurate system with minimal drawbacks as long as it is implemented correctly. For a flat surface the key benefits are increasing the sensor detection spacing without physically mounting the sensors further apart. This can be achieved by knowing prior the mounting angle of the sensor and applying trigonometric equations to find the perpendicular distance from the surface to the UAV. For a UAV facing perpendicular to a flat surface this is simply Equation 4.

\[
\cos(\theta) \times H = A
\]  

This angling method must be used carefully however due to the issue of specular reflection. These drawbacks are not related to any particular sensor model or product, but instead are the inherent result of the fundamental principles of the technology [24]. Using ultrasonic sensors as an example, if there is a large enough incident angle to a surface, not all of the wave is reflected back to the receiving sensor [64]. The type of surface is also relevant, and the smoother the surface less of the wave will be reflected back towards the receiver. The effect of specular reflection can be seen in Figure 23.

Specular reflection can vary widely depending on the type of sensor, the angle and the reflecting surface. For example, although laser range finders are less susceptible to specular reflection in general use cases, they have difficulties when ranging angled white or shiny surfaces [65]. In regarding to mounting angles for a UAV, it is recommended to undergo experimental tests of the intended setup to determine the maximum sensor angle before readings become inconsistent. For initial simulation purposes, the effects of specular reflection is ignored and any angle can be used.

4.3.1.4 Selected Configuration for Algorithm Testing on Flat Surface

For the initial flat surface tests a simple configuration was desired to be used. This is formulated as two sensors placed at a distance of 0.1m apart from the
centre of mass and orientation in the same perpendicular direction as the UAV. This perpendicular configuration can be seen below in Figure 24, with the two blue arrows vectors indicating sensor direction with the base of the vector indicating the placement.

4.3.2 Vertical Surface Alignment through Yaw Control

The proposed solution assumes you are always near a vertical surface, and so following these assumptions allows a basis to be formed for initial wall alignment algorithms using proximity sensors. The purpose of wall alignment is to ensure that the UAV system is always facing directly towards the vertical surface, with adjustments being made as necessary. The system utilizes the perpendicular configuration of two proximity sensors, and uses PD algorithms similarly to the hovering algorithms seen previously in Section 4.2.

\[
\begin{align*}
\psi_E & = S_1 - S_2 \\
\psi_{E,\text{PREV}} & = \psi_E - \psi_{E,\text{PREV}}/dt
\end{align*}
\]

Where \(\psi_E\) is the error between the two sensor distance inputs \(S_1\) and \(S_2\), \(\psi_{E,\text{PREV}}\) is the error of the previous iteration, \(\psi_D\) is the derivative error based on the change in error and \(dt\) is the simulation time step.
From this the resulting control signals are used within a standard PD equation to generate the output control signal.

\[ \psi_{\text{control}} = K_P \psi_E + K_D \psi_D \]  

(6)

The control signal is fed through to the UAV to control the yaw.

The resulting output from the PD calculation forms the control signal that is then used to determine the rotor speeds. The control gains were determined experimentally within the simulation and were determined to be a \( K_P \) of 1450 and a \( K_D \) of 2500. The resulting control gains were also limited to be within a range of 2000 to -2000, to prevent an excessively large control signal being used when the yaw angle is too high. Figure 25 shows the control gains and rotation angle over time as the simulated UAV attempts to adjust its current orientation to zero. A bird’s eye view of the simulation can be seen in Figure 26, showing the UAV rotating towards the flat surface. The yellow arrows represent the current orientation of the UAV, along the local x-axis.

The sensors view of the world can be seen in Figure 27, and show the two sensor values coming closer together over time as the yaw is adjusted. This sensor view is what informs the control algorithm calculations.

4.3.3 Maintaining Vertical Surface Distance through Pitch Control

A wall distance algorithm was implemented to maintain a set distance from a flat walled surface. This simplistic algorithm incorporated a simple distance average between the two proximity sensors in perpendicular orientation. This
Figure 25: Adjusting yaw over time tracking a flat surface (A) Shows yaw angle psi over time (B) shows control gains over time

Figure 26: Birds eye view of simulated UAV adjusting yaw over time. Yellow arrows indicate the current local orientation of the system
follows similar to prior Section 4.3.2, but uses the average of the two sensors instead of the difference between them.

\[ x_{E,REV} = x_E \]
\[ S_{AVG} = \frac{S_1 + S_2}{2} \]
\[ x_E = S_{avg} - x_{desired} \]
\[ x_D = \frac{x_E - x_{E,REV}}{dt} \]  

(7)

Once again standard PD equation are used to generate the control signal to command the UAV

\[ \ddot{x}_{commanded} = K_P * x_E + K_D * x_D \]  

(8)

The produced outputs are the command accelerations which are then used to determine the pitch angle of the UAV. The control gains were determined experimentally within the simulation and resulted in a \( K_P \) of 3.1 and a \( K_D \) of 3.9. The system response with these control gains can be seen in Figure 28, where the system attempts to pitch the UAV from the x-axis position of 3 to 1.5. The result of this can also be seen successfully verified in the simulator within Figure 29. This figures shows the system launching to the desired height of 2m before pitching backwards to the distance of 3.5m from the surface. The orange arrows indicate the current orientation of the UAV in the local z-axis.
Figure 28: Adjusting pitch over time tracking a flat surface (A) Shows pitch angle theta over time (B) shows control gains over time

Figure 29: View of simulated UAV adjusting pitch over time. Orange arrows indicate the current z-axis local orientation of the system
4.3.4 Parallel Movement Alongside Vertical Surface with Roll Control

It is desired for the system to track parallel alongside a walled surface so that it can autonomously explore. In respect to primarily using proximity sensors for tracking, this is difficult for a flat surface. If the UAV were to move parallel to the surface, the on-board proximity sensors would detect no change in their readings. This effectively renders them useless for a flat surface and thus no basic control algorithms can be implemented for the roll angle. Alternate options were briefly investigated due to this fact.

The most straightforward approach would be using open loop control, tilting the UAV to move the system in a desired direction. This can be achieved by monitoring an on-board gyro to determine the current angle of the system and adjust accordingly. This approach is undesirable however, as the system can easily fly out of control without any feedback to correct the flight path or speed – even if the pitch and yaw are held steady. From testing within the simulator, setting the roll angle to a small fixed angle shows the UAV slowly accelerating over time to undesirable speeds. This can be seen verified in Figure 30, with the acceleration being indicated by the increasing spacing between the yellow arrows which indicating the UAV direction at a set time step.

![Figure 30: Birds eye view of simulated UAV adjusting roll over time.](image)

The key issue with horizontal movement utilizing the UAV tilt angle that must be solved is determining the velocity of the system. It is desired to move at a fixed velocity as the UAV follows a surface, such that it does not stay stationary or accelerate to excessive speeds. If the velocity was known control algorithms could be used to adjust the system speed, however this estimating velocity is one of the major challenges currently faced for quadrotor systems [66]
Realistically, the optimal method for parallel movement alongside flat surface is to make use of sensor fusion. This method fuses together multiple sensor readings to give a more accurate localization of the system. Further localization methods would be required for the implementation of this such as GPS or wireless indoor positioning module. Delving towards these was outside of the project scope, so they will not be explored further. Development towards such methods can be seen explored by Tailanian Et Al, Azfar Et Al, Chan Et Al and Zheng Et Al [67–70].

4.4 Profiled Surface Algorithm Development

4.4.1 Sensor Placement

4.4.1.1 Spacing and Centre of Mass Offset

The spacing and centre of mass offset has no further major considerations to be made when moving to tracking a profiled surface. Simply prior sections 4.3.1.2 and 4.3.1.1 can be referred to.

4.4.1.2 Angles

Angling the sensors for sensing a profiled surface has further benefits and considerations that must be made, building upon Section 4.3.1.3. The key benefit of angling sensors for profiled surfaces is that it allows the system to ‘look ahead’ and observe surfaces that are approaching. This can allow for adjusting the position of the UAV prior to reaching a new surface profile.

These positives that stem from varied angles also come with their own trade-offs. The first main problem identified is that the sensor cannot see around corners, providing a slightly incorrect view of the upcoming profiled surface. The greater the angle of the sensor, the less the system can view around corners. This can be seen in Figure 31, with a virtual sensor angled forward detecting a profiled surface as the simulated UAV moves horizontally.

The actual view of the sensors is collated and can be seen in Figure 32. This shows the sensor measurements overtime where it can be seen that they do not directly match the prior wall profile in Figure 32.

The second major consideration that must be made when determining angle is the detection of upcoming surfaces that could potentially cause a collision. If the surface that the quadrotor is tracking sharply rises, the larger the angle used the sooner this can be accounted for. If a frontwards facing sensor detects the changing surface too late, it would not provide enough time to manoeuvre the system before colliding with the surface.
4.4.1.3 Selected Configuration for Algorithm Testing on varied Surface

For varying surfaces, the same perpendicular sensor configuration cannot be used to achieve the desired results in all cases. As discussed previously, without angling the sensors it is impossible to detect a rapidly increasing profile in quadrotor’s upcoming path. Thus a second sensor configuration formed to handle more varied surfaces. The spacing was kept the same at a distance of 0.1m from the centre of mass, but one of the sensors was angled 20 degrees outward. This angled configuration can be seen in Figure 33.
4.4.2 Vertical Surface Alignment through Yaw Control

Although highly useful for flat surfaces, controlling the yaw via proximity sensors becomes more difficult when the surface has a varying profile. Thus the prior wall alignment method discussed in Section 4.3.2 may not translate directly depending on the target surface. One of the key areas of focus for this thesis is achieving results with basic sensors and algorithms, so the following use cases are presented in which the flat surface yaw algorithm could be adapted to work for particular varied surfaces.

Consider a smooth slowly varying surface that is desired to be tracked. As the surface is slowly changing, the UAV can continually adapt to keep it facing the direction of this surface. This can be seen in Figure 34, in which the virtual UAV tracks a sinusoid surface using two proximity sensors for yaw control in perpendicular configuration. In this figure, the pitch is adjusted to hold at a steady perpendicular distance from the surface and the roll is controlled such that the system moves at a constant velocity. This works effectively, which shows that more simplistic algorithms can be incorporated as long as the environment is known to be appropriate.

Angled configuration of the perpendicular sensors could allow for the system to look ahead and turn corners in the environment, with minor tweaks of the flat surface yaw algorithm. As it approaches a corner the look-ahead sensor can detect this and slowly turn the system towards the new surface. This approach was tested within the simulator for a corner surface using the flat surface yaw algorithm. Adjustments were made to the forward sensor reading using trigonometry to determine the perpendicular distance from the surface. Results of this showed that the quadrotor could turn the corner effectively, provided a slow enough roll speed to complete the turn before crashing into a surface.
Difficulties arise with use of the flat surface yaw algorithm when encountering rapid sharp changes in the profiled surface. If the surface profile was to continuously rapidly change the system would attempt to constantly re-adjust producing oscillatory behavior. This can be limited by capping the maximum yaw speed, but does not solve the core of the issue. This effect could lead to the system becoming unstable and in the worst case losing control and crashing.

![Figure 34: Birds eye view of simulated UAV adjusting yaw over time. Yellow arrows indicate the current local orientation of the system](image)

4.4.3 Maintaining vertical Surface Distances through Pitch Control

Similarly to yaw control, the pitch of the UAV can also be difficult to control for varied surfaces. For slowly changing surfaces, adjusting the pitch can be implemented similarly to a flat wall system and will track the surface effectively. However, the issues occur when approaching sharp inclines or declines. If the UAV has not detected these in advance the system can crash into a sharp inclining surface. Conversely, if only looking ahead at upcoming surfaces the UAV system could pitch inwards too early and crash into a surface before it declines fully. An algorithm is proposed that would solve these issues for this particular situation.

For the following proposed algorithm it assumes that the yaw is at a fixed perpendicular angle to the surface and the roll angle is tuned to track a fixed velocity. The two sensors are mounted in a hybrid configuration, with the first sensor angled forwards at a known angle ($\theta$) and the second sensor mounted facing perpendicular to surface. This proposed algorithm attempts to map the upcoming surface based on the forward facing sensor in real-time.
This is achieved by forming a real-time array with contains a height map of the surface and the length of time until the system would reach a particular height. Each element of the array contains a distance measure from the tracking surface, and the corresponding indices indicate the estimated amount of time until that measurement is reached. The array is initially generated to contain all zeros, indicating that no data is present. The length of the array is determined by the update speed (dt) of the algorithm multiplied by the length of time in the future that the system wishes to measure ($FDA_t$). This array is known as the Future Distance Array ($FDA$) can be seen initially formed in Equation 9.

\[
n = dt \ast FDA_t \\
FDA = [0_1 0_2 \ldots 0_{n-1} 0_n]
\]

After this base array is formed, the algorithm iterates through the following steps.

As the angle of the forward facing sensor is known, it can be split into two components: $S^y_1$ and $S^x_1$. Distance indicates the perpendicular distance from the UAV to the surface ($S^y_1$), and the length indicates how far in the future that distance measurement was read.

\[
S^y_1 = \sin(\theta) \ast S_1 \\
S^x_1 = \sin(\theta) \ast S_1
\]
\( S_1 \) is used to help determine which particular index to store the measured \( S_1 \). This is attained by dividing the \( S_1 \) by the current horizontal speed of the system to find the time in seconds until the \( S_1 \) measurement is reached. Finally adjusting this result by the time step, rounding down to ensure a valid integer index and then limiting the result to be within the array range provides the FDA array element to insert \( S_1 \) into.

\[
\begin{align*}
S_1^{\text{TimeToDistance}} &= \frac{S_1}{v_{\text{current}}} \\
FDA_i &= \left\lfloor S_1^{\text{TimeToDistance}} \times \frac{1}{dt} \right\rfloor \\
1 &< FDA_i < FDA_{\text{length}}
\end{align*}
\]  

(11)

However, \( S_1 \) cannot be directly inserted into the equation, and the current measured distance (\( S_2 \)) alongside the desired distance (\( x_{\text{Desired}} \)) must be taken into account.

\[
FDA(FHA_i) = S_2 + (x_{\text{Desired}} - S_1)_{\text{Height}}
\]

(12)

Finally each iteration the each element in the FDA array is shifted one position to the left, which implemented the passing of time.

With the FDA algorithm updating correcting each iteration, it can then be used to track future distance measurements. Any time value in the future can be tracked, as long as it is less than the length of the FDA array. The index of that time value can then be checked, with the corresponding element showing the surface distance in that amount of time. This allows for the system to pitch towards that distance before the system physically reaches that point. In absence of a value in the sensor location (0), the system instead continues to use the last read distance measurement on the previous iteration.

The caveat that must be considered however, is the angle of forward facing sensor. Depending on the speed of the system and how far in the future the system is tracking, if the sensor angle is not large enough then mapping data may not be available. It is therefore recommended to dynamically shift downwards to the first viable measurement in the FDA array if there is no data past the selected future tracking time.

The algorithm presented was tested within the simulator to verify the functionality. This was completed using a FDA array length of 10 seconds (1000 Elements), a future tracking time of 1.5s, a forward sensor angle of 26.5 degrees, a time step of 0.01s (\( dt \)) and a horizontal velocity of 0.5m/s (\( v_{\text{current}} \)). The result of this can be seen in Figure 35. This shows the system successfully pitching outwards to avoid an upcoming profiled surface, followed by the system correctly pitching inwards at the correct time.
4.4.4 Parallel Movement alongside Vertical Surface through Roll Control

Horizontal movement through roll control has difficulties in implementation when using only proximity sensors. As discussed previously in Section 4.3.4, for a flat surface it is unfeasible to determine any reliable data for control. However, if the surface has a varying profile there is resulting data from the proximity sensors that can be potentially used.

If alternate primary method is used to determine the horizontal velocity of the system in real-time, proximity sensors in an angled configuration can be used in conjunction to help inform the desired speed. Consider the UAV system approaching an inside corner. The desired result is for the horizontal speed of the UAV system to slow down such that it can navigate the corner accurately without crashing into the surface. Having a fixed roll speed is difficult for this situation, and so an adaptable algorithm is presented.

Proximity sensors in an angled configuration can be effectively used in this situation to inform the system that it needs to slow down and thus adjust roll control accordingly. The forward facing sensor can detect a sharp approaching incline and subsequently slow down the UAV system to account for this.

A mapping algorithm can be used for such a case, which monitors the frontward facing angular sensor’s error and maps this value to a new desired horizontal speed. This in turn adjusts the roll of the UAV which slows the horizontal speed to the desired amount. A basic mapping formulae for this purpose can be seen in Equation 13.

\[
x' = \frac{(x - in_{min}) \cdot (out_{max} - out_{min})}{(in_{max} - in_{min}) + out_{min}}
\]  

(13)

This equation can be simplified for the particular situation outlined by replacing the following variables

\[
\begin{align*}
in_{min} &= 0 \\
in_{max} &= E_{max} \\
out_{min} &= v_{max} \\
out_{max} &= 0
\end{align*}
\]  

(14)

\(in_{min}\) can be set to zero which designates that the sensor is tracking the surface accurately with no deviations and therefore can be mapped to \(v_{max}\), the maximum horizontal velocity desired. \(in_{max}\) can be replaced with \(E_{max}\), indicating the maximum desired error which when reached sets the output horizontal speed to 0, or \(out_{max}\). The simplified equation can be seen as follows.

\[
x' = \frac{x - v_{max}}{E_{max} + v_{max}}
\]  

(15)
The resulting speed must also be limited, such that it does not exceed the range between $v_{\text{min}}$ or $v_{\text{max}}$ and this is completed in one last final step.

This method was implemented into the simulation for experimentation using the angular sensor configuration. $v_{\text{max}}$ was set to 0.5m/s and $E_{\text{max}}$ was also set to 0.5m. The yaw is set to a stay fixed perpendicular to the horizontal surface. The pitch is controlled based on the reading from the front facing sensor which allows the UAV to navigate around approaching contours rather than coming to a halt, based on prior Section 4.4.3. The results of this simulation can be seen in Figure 36, where the UAV simulation successfully navigates an inside corner. Comparatively, the results of maintaining a fixed velocity can be seen in Figure 37 where it is shown that without this dynamic velocity method the system would crash into the surface.

![Figure 36: Simulation of UAV tracking a inside corner surface with roll adjustment control](image)

4.5 **Summary**

This chapter explored a variety of different options for autonomous control algorithms using proximity sensors, with a focus towards isolated control channel. The built simulation was used as a tool to experiment with and verify these potential options.

Considerations of sensor placement and angling onto a UAV were presented for both flat and varied surfaces. The investigation presented shows that for small changes in placement or angle resulting data can be used directly, ignoring the
minor discrepancies. However, for large angles or offsets in sensor placement the skewed resulting data should be factored into account and adjusted accordingly.

Basic control algorithms for isolated control channels are outlined for flat surfaces. These provided effective control options for both pitch and yaw, with successful results within the simulation. However, for roll control it was shown that for flat surfaces there is insufficient data to use solely proximity sensors for direct control. This leads to the conclusion that potentially a fully autonomous system cannot be fully achieved solely relying on proximity sensors, and integration with proven methods could be prudent for future work.

Options for tracking algorithms for profiled surfaces are also presented. These once again were developed for isolated control channels and focused on specific use cases that could potentially be adapted to a more generic approach. With use of yaw control it was shown how basic algorithms for flat surfaces can be adapted to work for varied surfaces, but with limitations on what surface profiles they could be effective for. Pitch and roll control algorithms showed the possibility of look-ahead sensors for varied surfaces to ensure the system maintains a safe operating distance at all times.
5 System Design and Validation

A physical system was desired to be built so that control algorithms that have been explored could be experimented with on a real-world system. This would allow for the validation of such algorithms to confirm their functionality. This section presents the efforts towards achieving this goal of creating such a system.

This chapter describes the designed quadrotor platform and initial function testing. First the requirements of the system are presented and an overview of the flight platform hardware is given. Details on the electronics implementation is then fully described, forming the basis for the entire system. Information is provided in regards to the software written to control the quadrotor. The entire final system is validated to confirm functionality, and experimentally tested using isolated control channel algorithms.

5.1 Requirements

Before the system was designed fully, the desired requirements were formulated. These provide a basis for future design choices and component selections. The core requirements are listed as follows.

1. Designed system hardware and software should be adaptable to any UAV system

Although a singular system will be constructed for the purposes of this thesis, it is desired that the created method is extendable to alternate UAV systems. This is important as this is an evolving, unexplored area of design space that could easily require major system changes in the future. By keeping implemented designs modular this allows for easy experimentation on different types or sizes of UAVs.

2. Require the ability to isolate and autonomously control a singular channel at any given time

For initial testing purposes of control algorithms using proximity sensors, it is useful to be able to control a singular channel at any given time. This allows for isolated testing of each of the UAVs control channels, confirming their functionality. This also enables the possibility of hybrid or assisted control for quadrotor flight operators.

3. Require the ability to swap between manual and autonomous control, for safety and usability.

It is desired to remotely be able to swap control channels between autonomous and manual control states. This is useful for several reasons, the first of which are safety and cost aversion. While testing a UAV system, if unexpected errors are to occur then the system could crash damaging valuable components or create dangerous situation for bystanders. Having this remote safeguard allows for
an operator to regain control of the system and safety land. Another useful reason is for testing purposes. When testing various algorithms which make use of proximity sensors, there may not be autonomous protocols to fly the system to a desired starting location. Commencing a flight with full manual control then swapping a certain channel to be controlled autonomously mid-flight allows for more flexibility in the testing of various algorithms.

4. Require the ability to log relevant data such it can be reviewed for testing and tuning purposes

Logging various flight data through test flights is very important. Early on it can be used effectively for tuning a flight system. Later on it can be used to provide concrete results which could be used for validation purposes.

5. Require the software capability to read in sensor data and translate them to control outputs

The core of this thesis project is to be able to generate control outputs based on proximity sensor inputs, therefore this requirement is necessary to reach the project goals.

5.2 Hardware

5.2.1 Flight Platform

Although the system being created is desired to be modular across multiple UAV platforms, a specific flight platform is still required for validation of the design. As the focus of this thesis is not on the UAV construction itself, an off-the-shelf UAV is selected that can be extended upon as necessary. The model chosen was the DYS 320 Full Carbon Fiber Folding Quadcopter. This is a small, lightweight quadrotor with a full carbon fibre frame, a preconfigured flight controllers and powerful 2300kv motors. This system also comes with an on-board CC3D flight controller running OpenPilot software to initially configure and control the quadrotor, as well as a FrSky X8R radio receiver. The system is powered by a small 12V LiPo battery which allows for approximately 15 minutes of flight time.

This flight platform can be seen modelled in Figure 38. Each individual part was measured and constructed digitally which were then assembled together create a full CAD model of the base system. For scale purposes, the length of the core chassis is 0.22m, the width is 0.055m. This is extended by the rotor arms at a length of 0.13m each.

5.2.2 Modifications

Extensions to the base flight platform are required so that space is available for further components and additions. To simplify the design of these extensions a 3D CAD model is utilized to virtually implement the mounting of the
components before attempting this physically. The additions included a secondary lower mounting platform and mounting brackets for sensors. Using the virtual designs these extensions created from laser cut Perspex and attached to the main unit. This successfully allowed room for the microcontroller and all additional sensors. The final produced prototype can be seen in Figure 39.

5.3 Electronics

To enact the goals of this thesis project, additional electronic components are needed to meet the requirements listed in Section 5.1. A microcontroller is required to be selected to read in sensor data, enable autonomous control and log relevant results. Appropriate sensors also need to be selected that can effectively track a profiled surface. Custom circuit boards need to be produced to meet the autonomous control requirements listed previously.

5.3.1 On-board Microcontroller

A microcontroller is required to read in sensor data and generate control outputs. For this project the controller selected was the simple Arduino Mega 2560.

The Arduino Mega 2560 is a versatile and compact development board released in 2010 [71]. It features a programmable ATmega2560 microcontroller running at a 16MHz clock speed. It is widely used across many different areas, including the development of UAVs where researchers have used the Arduino platform as a means to develop and test various prototypes in the past [72–74]. A large number of pin inputs and outputs are available including 54 Digital Pins and 16 Analog pins. This is beneficial as it having more than ample pins for development purposes means that there will never be any hardware limitations while
5.3.2 Sensor Selection

Proximity sensors are required to provide feedback to the quad rotor control system which can subsequently enable autonomous control. These are to be used to the distance to a nearby surface. There are multiple options for sensor selection to choose from, including ultrasonic, infrared, sonar and laser based sensors.

The selected choice of sensor to use was a laser range finder. This has the advantages of having high accuracy, fast response time and convenience of use [75]. This is important for a UAV system relying on proximity sensors for control, as an airborne system must be able to quickly and accurately respond to measurements to avoid destabilizing or crashing the system. They have been also used in prior research for indoor GPS-denied navigation of UAVs to great effect [76,77].

A laser range finder uses a laser to measure distances. A laser beam is sent from the sensor towards a target and the time of flight is measured. Multiplying this by the speed of light provides the distance to the target. Using a laser range finder provides a highly directive, monochromatic source while maintaining minimal power consumption. These features are important to improve...
signal to noise ratio, ensure the accuracy of the measurement and to elongate operation time. [25]

To determine the distance measurements from the quadrotor directly using proximity sensors, a LIDAR-Lite 2 laser rangefinder was selected [78]. This is a powerful laser based measurement solution which can measure up to a 40m range with 1cm resolution. It operates from a 5V power source while only drawing 100 milliamps at peak power, which is negligible in relation to the motor’s drawn current. The repetition rate of the sensor can reach up to 500hz, which would allow for the quadrotor to quickly adjust to any changes in distance measurement. It can communicate the resulting measurements either over I2C or PWM channels.

5.3.3 Data Logger

Tracking flight data is highly important for tuning and the validation of results. One method of recording data is to use a data logger, which records relevant flight data of the system in real-time to be reviewed later.

The selected component to log data was the SparkFun OpenLog data logger. This open source data logger works over a simple serial connection and can support microSD cards up to 64GB. The board runs using an onboard ATmega328 with an average current draw of close to 5mA. It has a simple command interface and allows for configurable baud rates of up to 115200bps. A standard 32GB micro SD card was also sourced to use in conjunction with OpenLog system.

5.3.4 Modular Shield

To meet the requirements outlined by this thesis, custom hardware was designed. This would enable allowing the system to swap between manual and autonomous control, as well as the isolation of singular control channels. Additionally, further traces were added to simplify the wiring of selected components on the system. The modular printed circuit board (PCB) is designed in the form of a shield for the Arduino Mega 2560. This allows to easily connect all the external components to the Arduino Mega 2560 and minimize wire inductance by using traces instead. The created schematic can be seen in Appendix B.

To achieve the goal of swapping between manual and autonomous control, an alternating buffer system is designed. The PWM signals generated by the radio receiver and autonomously by the microcontroller are each propagated through a separate buffer. It is desired that at any given time one of these buffers will always be enabled and propagating PWM signals. To attain this, the control channel determining the operation mode is inverted between the buffers. Due to this, one of the buffers will always be enabled at any given time providing a PWM signal to the flight controller. A simplified diagram outlining this method can be seen in Figure 40.
The SN74HCT245N Transceiver was selected as the buffering component. The SN54HCT04 Inverters was used to invert the buffer control signal.

Headers for wired connections were made available so that there is the option to bypass the buffers and feed into the flight controller directly. This header selection allows a user to wire the radio signal outputs directly to the flight controller or through the buffers. This design choice allows for the isolation of particular control channels. By directly wiring all other control channels to the flight controller and disabling the autonomous outputs on the microcontroller this allows the hybrid control of the system. This hybrid control is utilized generally within this thesis as one channel controlled autonomously and the rest manually, but can be modified to any configuration necessary. Figure 41 shows the created PCB shield, indicating the ground and power headers, the header to bypass the buffer, the header input which can switch between control modes and the output header to the controller.

Further features were implemented onto the modular shield to simplify the connections between the microcontroller and the external components. A trace connected the Serial3 from the Ardunio Mega to a connection port where the logger can be plugged into. Another connection port was made for the LIDAR-lite 2 laser range finder which could be plugged into directly. Additionally extra power and ground ports were implemented as the Ardunio Mega has a limited number available. This allows for flexibility in implementing any further sensors or components that otherwise would not have an available power port. Finally multiple LEDs were added for debugging and feedback purposes.

The final PCB and schematic design can be seen in Appendices B and C.
5.3.5 Additional Operation Mode Microcontroller

The operation mode of the controller (Autonomous or Manual) is configured by the flight operator through their radio controller. Control of the current operation mode is then received by the radio receiver in the form of a PWM signal, unsuitable for direct control of the alternating buffers. Therefore, a secondary dedicated microcontroller is required to convert an incoming PWM signal to a binary output. This was separated from the main microcontroller to allow for focused operation of their distinctive tasks. The selected microcontroller was the small ATTINY85 development board.

5.4 Complete System

The complete system architecture can be seen summarized in Figure 42. The radio transmitter sends commands to the receiver, which in turn sends PWM control commands to the modular shield and the PWM operation mode to the secondary flight controller. The modular shield is mounted fully onto the microcontroller, which interfaces with the sensors, the data logger and the flight controller. The flight controller then drives to motor controllers to actuate the motors. The system is fully powered by an on-board battery, with most systems receiving power through the modular shield, aside from the motors who have a separate direct connection due to their high power consumption.
Software for controlling the system was required to be written on the Arduino Mega 2560 Microcontroller. The embedded software was written entirely in C++ with use of Arduino libraries where necessary. Many of these libraries were custom written from scratch to allow for more flexibility in design and how they operate.

The software was written to meet the following goals.

- Emulate flight controller outputs
- Read in sensor values
- Generate control outputs based on sensor readings
- Log relevant data
An overview of the plan of the software architecture can be seen in Figure 43.

Figure 43: Simplified Diagram of Buffer Plan for controlling Quadcopter

The software was designed to be built in separate modules that run independently of each other so they could be modified or disabled as necessary. “Main” controls when each sub-function module will run, currently using basic round robin scheduling. The current state of the system is passed into each of these modules for use and a general configuration file is used to tune a variety of constants.

5.5.1 Main

The "main" module controls the initialization and scheduling of all child modules within the program. It firstly reads a config file which set various constants through the program such as control gains, desired hovering distances and pin definitions. Following this it runs each of the child modules at a fixed rate, reading in sensor values, running control algorithms, emulating the radio signals and finally logging flight data. While the main function runs these child modules it passes through the current "state" of the system through to each module, which update and return the state as necessary.
5.5.2 Sensors
The “sensors” module handles everything related to reading in the various sensor values. The sensor used is the LIDAR-2 Laser Range finder which communicates the measured signal using PWM. The sensor module contains functions to both initialize and update all sensors that are desired to be used, and can be extended to accompany further sensors if needed. The data that is read in from the pin inputs is stored in a global state function.

Underlying software libraries were written to parse these PWM input signals using interrupts, which enables multiple interrupt pins on the microcontroller to measure the PWM width. This is achieved through the detection of edge changes in the signal.

Filtering functionality was added to the system to minimize signal noise and sensor error. Simplistic methods were implemented in the form of rolling average filters and rolling median filters. These functions can be used to determine a current sensor reading where necessary as opposed to reading the value directly.

5.5.3 Data logging
The “data logging” module logs the operation of the system over time so that it can be reviewed at a later time. This is achieved by using serial communication logging to an external SD card. The module contains functions to first initialize the serial ports and subsequently log initial strings detailing various constants from the global config file. Following this, the module also contains functions to update and send real-time data across the serial port.

An encoding method was introduced to condense the information being sent to the SD card, to minimize the amount of data being sent each iteration therefore reducing overall CPU load time. A decoding script was written with Python on a PC to extract the relevant data that had be previously encoded by the microcontroller and stored onto a SD card.

5.5.4 Radio Emulation
The “Radio Emulation” module generates the signals being sent which in turn operate the motors via a secondary flight controller. The signals produced emulate the PWM signals sent from a manually operated radio transmitter. To achieve this, a PWM signal is generated using the Arduino Servo library and output through an I/O pin. The module contains both initializing functions to instantiate the pins and functions to update required control channels with the desired PWM signal. Further precautions were added in this module to ensure the PWM signal being sent is does not exceed the expected result on the flight controller.
5.5.5 Motor Control

The “Motor Control” module handles the algorithms used to generate control signals for each of the quadrotor control channels. This module can be adapted rapidly to test new algorithms for different control channels. PID control is one of the most commonly used methods for simplicity and robustness [79]. As implemented algorithms are expected to use this method heavily a PID library is used to simplify implementation.

For validation and testing purposes of the UAV prototype initial control algorithms were written for the pitch adjustment using a singular laser range finder, allowing the system to track a vertical surface. Firstly an initialization function was created which defines the PID gains, the desired set point and the outputs limitations. An update function is then used following this continually updating the controller based on the measured sensor data.

5.5.6 Secondary Microcontroller - Operation Mode

Further software was written for the secondary microcontroller to convert a PWM input to a binary output. This would be then used to control the operation mode of the quadrotor. This was achieved by measuring the PWM width using interrupts, and then updating an output based on a threshold width.

5.6 Testing Results

5.6.1 Testing Environment

The prototype quadrotor system was tested in a controlled indoor environment. This was a 4m by 4.6m enclosed corner area, with a trackable wall on one of the edges. For safety, there was netting rigged allowing for viewing of the system in action while protecting bystanders from any danger. A picture of the testing environment can be seen in Figure 44.

5.6.2 Isolated Pitch Control Experimental Testing

With use of the testing environment, experiments were performed to further test the functionality of the system and the response of control algorithms. The quadrotor was setup to isolate the pitch control channel to be controlled autonomously through radio controller emulation. A singular laser range finder was configured to face forward on the quadrotor to be used for feedback control purposes.

The experiment was run with the operator launching the UAV manually and bringing the quadrotor to a steady hover state facing a vertical surface. Once in position, the operator then swapped the system to an autonomous mode where the sensors would take over and attempted to autonomously control the UAV.
The pitch control algorithms were based off prior Section 4.3.3. Within the simulation this provided accurate autonomous control of the quadrotor for isolated pitch control. The control gains were selected to be a similar ratio but scaled appropriately to produce the correct emulated command signal which would be then converted to a PWM signal. After experimental testing, a suitable $K_P$ was found to be 0.2 with a $K_D$ of 0.25 based on measuring the most optimal control results. The wall tracking distance was set to 1.5m, which corresponds to a sensor reading of 1500.

Limitations were also placed onto the output PWM signal, to ensure the flight controller never receives a signal which is too large and tilts the UAV to an uncontrollable angle. The tracking results of the experimental testing can be seen in Figure 45.

The first noticeable result in Figure 45 is a constant steady state error that is present. The average distance held across the course of the autonomous mode tracking is 1612mm, 112mm from the desired result. Secondly, it is clear that there are distinct fluctuations throughout the course of the autonomous control. These fluctuations range from a minimum of 1551mm to a maximum of 1704mm. This indicates fluctuations $\pm 76.5$mm from the average steady state position. The rise time of the initial tracking adjusts from the incorrect position of 1250mm to the average steady state position in approximately 2500ms. The steady state error and fluctuations can be explained through investigation of the output PD control gains, which can be seen in Figure 46.

From Figure 46 it is clear that the control system errors derive mainly from the derivative control of the system. Inspection of proportional control shows a
Figure 45: Tracking results of experimental testing

Figure 46: Output control gains of experimental testing
smooth control output and a constant offset as it attempts to rectify the steady state error present.

The derivate control noise is a by-product of the laser range finder sensor error. The derivative action amplifies the noise in the original signal which is then seen at the controller output. This can be seen visually by overlaying the sensor measurements with the output derivate control gains, provided in Figure 47.

There are robust filtering methods that could be introduced to minimize these noise fluctuations in the system. These could be completed by adding more filtering algorithms in software or using hardware filters such as a low-pass filter. Another option is to use higher quality and more accurate onboard sensors, at the expense of increasing costs. Multiple low cost sensors could also be mounted the same direction on a UAV to provide multiple readings. The readings could be combined through basic averaging or more complex methods such as a Kalman Filter to improve the overall accuracy.

It is unclear the exact source of steady state error for the system, as it always maintains an approximate 75mm distance away from the setpoint away from the target surface. It is difficult to solve the problem when such high differential noise is present. It would be recommended in future work to firstly improve the differential error to a minimum before solving the issue of steady state error. Further implementing an integral controller would be prudent if smoothing of
the differential controller is not sufficient.

5.7 Summary

This chapter described the physical system built to functionality test control algorithms. A detailed overview is presented in relation to the hardware, electronics and software used to control the full system. The completed quadrotor was capable of isolating control channels, swapping between autonomous and manual control, logging relevant in flight data and utilizing proximity sensors for control. This was confirmed with a functional test where the system tracked a flat vertical surface using autonomous pitch control. Visually observing the system showed the system worked as expected, although inspecting the logged data more closely showed that there is significant sensor noise that could be reduced to further increase accuracy.
6 Conclusion

6.1 Overview and Contribution Summary

Simulation software was created to model the dynamics of a quadcopter system. The addition of virtual sensors and surface models were implemented on top of this base model to provide a comprehensive simulation system. This completes the stated goals of the thesis and allows for experimentation of various algorithms in relation to proximity sensor control.

Investigation was completed into control algorithms for isolated channels. Considerations that must be made for sensor placement were presented. For flat surfaces, successful control algorithms were implemented for both yaw and pitch control. Algorithms controlling the roll of a UAV could not be completed fully for flat surfaces however, due to the inability to return useful data using only proximity sensors. It is surmised that full autonomous control might be difficult for flat surfaces using only proximity sensors, but by integrating them together with current successful algorithms and hardware there is the potential for a more viable system.

For varied surfaces control potential algorithms are further explored for isolated roll, pitch and yaw channels. The yaw control algorithm showed that it is possible for simple algorithms from basic flat surfaces to be used directly in varied surface cases. A pitch control algorithm is presented for varied surfaces, showing the possibility of look ahead methods which allow for pitch adjustments before encountering an object. Finally a roll control algorithm is explored, that shows how an autonomous system could dynamically slow down and adjust speed as needed. It it postulated that for specific use cases, full autonomous algorithms could be created using only proximity sensors. For a more generic algorithm, it would be recommended to integrate the developed methodology with a proven control methods to further improve potential capability.

Development towards an autonomous testing platform was successful with the creation of a functioning prototype. The system met the goals and requirements of having a fully functional system which is modular, extendable and contains the capacity to isolate and emulate control inputs. Functional testing undertaken validated the system and provided an example experimental test of isolated control algorithms. The result of this was this was successful in flight test, although a further review of flight data shows that there is still work that could be completed into minimizing noise and small control errors.

6.2 Viability for practical use

It has been previously discussed in Chapter 1 that there are many potential options for commercial applications of an autonomous UAV system. After extensive experimentation and research into autonomous control using proximity sensors, it is still believed that this is a valuable area to continue research and development towards.
After consideration of the algorithm exploration in Chapter 4, it is deemed that full autonomous control would remain a difficult task while solely relying on proximity sensors for undefined vertical surfaces. While experimenting on autonomous methods with isolated control channels, it was shown that some of the channels could not be controlled only using these distance measurements, namely the parallel speed through roll control. This is due to the constraints of the limited feedback present, and to overcome this problem alternate sensors and hardware would need to be implemented to supplement the proximity sensor measurements. If current successful control methods such as GPS or computer vision could be integrated together with proximity distance measurements, it is believed that a viable option could be developed for commercial use.

Alternately, it is believed that there are potential options for entirely relying on proximity sensors for specific use cases. If the environment to navigate is known prior, proximity sensors can be set up to allow for the navigation of such areas. For example, if one were to consider a scenario of an indoor inspection bounded on all sides by vertical surfaces, then sensors could be placed in all directions onto the system to detect and fully localize the system on a horizontal plane. This in turn would allow for fully autonomous control while in this constrained environment.

Although not the initial focus of the thesis, there is high potential for further development towards hybrid controller methods. Currently commercial inspections are mostly achieved through manual control, this could be a useful step in the progression towards fully autonomous systems. This viability of a hybrid control system is backed up by the data presented within this thesis, with a working stable prototype of hybrid control quadcopter.

6.3 Further Expansion and Future Work

6.3.1 Simulation Accuracy

Although the implementation of the simulation was successful for the scope of the thesis, there are still further improvements that could be made to improve the overall accuracy of the system. This would allow the simulation more reliably model the real-world and therefore provide better resulting data.

First steps towards this could be simulating all components present on the UAV system more accurately. In the current implementation components such as the proximity sensor or the onboard gyro are modeled perfectly, without any error or noise. This is not an precise model of what occurs in a real-world system, where sensor noise and other disturbances are often present. Development towards this could be completed by integrating more accurate models based on prior research towards all current virtual components.

The simulation presented in this thesis focused on the core dynamics of the system, and opted to neglect all possible disturbances that could be present. In future work the simulation could be extended to include further disturbances that would be valuable for simulation testing. Such examples could include...
system drag or external wind disturbances, and these could be implemented extending the functionality of the simulation further.

6.3.2 Simulation Optimizations

While the initial implementation of the simulation worked effectively, there is still room for further optimizations to improve the overall calculation speed. Within Section 3.7.3, it was identified that the key areas to optimize lay in the current implementation of the virtual sensor beam and determining the intersection with a varied surface. Further optimizations and improvements to this area of the simulation are suggested in improving the local area searches when looking for plane intersections. Improving particular aspect this would significantly improve the overall speed of the simulation, which currently dominates the processing time. Optimizing this and any other areas of the simulator would allow developers more flexibility in modelled surface detail and faster simulation speed to more quickly receive resulting data.

If improved sufficiently enough, there is the possibility of adapting the simulation to run in real-time. This foremostly provides a valuable visual feedback tool for developers and allows to more simply present and explain results to non-technical stakeholders. There could also be the potential for real-time manual control within the simulator, opening pathways for development towards hybrid control capabilities.

6.3.3 Hybrid Control

Throughout this thesis, for initial testing purposes a focus was placed on isolated control inputs. From the developments towards this it was deemed that hybrid control could be a potential area for further exploration with proximity sensors. Physical testing of a prototype system with autonomous control of an isolated channel showed effective tracking results.

Hybrid control for autonomous inspections could be implemented in many different forms to assist operators. One such method could be in maintaining fixed distances close to vertical surfaces. For larger structures it could be possible that an operator must fly a system using only visual line of sight, which when further away is more difficult to accurately determine depth by eye. By removing the need to determine the distance from a vertical surface manually, this allows an operator to focus on the parallel position to the surface. Another option for practical use could be in having onboard safety mechanisms for operators which use proximity sensors to detect when flying to close to obstacles. An autonomous algorithm could then take control of particular channels to move the system to a safe distances from an obstacle or similar. Practical tests in Section 5.6.2 show that swapping between autonomous control and manual control mid-flight was effective and without issue. Such a system could have a commercial application of areas where UAV systems need to be flown within tight indoor spaces.
6.3.4 Autonomous Control for Specific Situations using Proximity Sensors

Developments towards control methods for specific situations using proximity sensors proved highly effective throughout Section 4.4. Furthermore, prior research has been made towards developed autonomous control methods for specific environments with success; further solidifying their viability. Future work could be undertaken into developing autonomous control methods for such specific scenarios, with the benefits of faster development and overall lower cost of the system. These can also have immediate practical uses if the development was focused towards a particular industry problem.

6.3.5 Integration with proven methods

It was surmised that although the methods explored throughout the thesis have potential, integration with proven methods are likely to be the most viable option for a robust autonomous system. This comes at the downside of higher complexity and costs around this.

Suggested options include integration with GPS or computer vision. Fusing these methods with proximity sensors helps to overcome their weaknesses. For example, lower cost GPS’s are traditionally less accurate, which is dangerous when operating near vertical surfaces. If proximity sensors could be used in conjunction with this, the GPS could focus on the localization of position in the world while the ranging sensors focus on maintaining a safe or set distance from a surface.

6.3.6 Prototype Development

Although the developed prototype for this thesis was a success, there are still many options to improve it’s functionality and reliability.

The current prototype was designed to be a development board, allowing for flexibility in adaptability with the trade-off of the system being heavy and bulky. If a more specialized system was desired to be created, the hardware could easily be reduced to a smaller size. This lower size and weight can be valuable allowing for more mounting options on to many different potential UAVs, both large and small. This also minimize the overall weight, which can be crucial for many airborne systems.

To improve reliability of the system, it would be advised to continue working towards reducing the system noise. There are many options available for this in both hardware and software, discussed in Section 5.6.2.

The completed prototype that was designed can be experimented with further. The limited scope of this thesis did not cover extensive testing, which could easily be explored more comprehensively. It would be advised that further testing be completed for different isolated channels, and following this expansion could be made into testing multiple control channels autonomously at the same time.
Following these steps would allow to slowly expand the functionality of the system while verifying additions as they are integrated. It is clear that the final goal would to have the prototype working with all control channels operated autonomously using only proximity sensors ranging nearby vertical surfaces.

It would also be prudent to test the developed prototype hardware on different UAV platforms. The initial intent of the system is that it would be modular, allowing it to be integrated into a variety of UAV systems. It would be advised to confirm this functionality by testing the hardware across a range of different UAV platforms and ensure correct operation is achieved. It is believed that this should be successful due the radio controller emulation method used, which is common across most UAV systems.

6.4 Closing Remarks

The automation of a UAV system presents a number of challenges to overcome. This is made even more so difficult when adding the limitation of attempting to rely solely on proximity sensors. It was highlighted that although there is some possibility for full autonomous control in specific scenarios, a more likely viable option is to continue exploring ways to integrate this with current proven methods.

Utilizing low-cost proximity sensors for autonomous control was deemed to have potential, although not fully realized in this thesis. Simulations and practical tests for isolated control channels showed promising initial results with successful tracking algorithms developed for a range of surfaces. Developing a system further to rely solely on such sensors or integrating them with current proven methods both have merit towards improving the overall system. This could be in the form of creating a fully autonomous system or even a hybrid control system.

The key goals of this project were achieved, providing a comprehensive knowledge base to build upon in the future. This basis leaves a multitude of options available for future work whether it be towards improving UAV simulations, algorithm development or prototype creation. This knowledge provides a summary of considerations that should be made when developing similar systems, allowing for more informed decision to be made in the future. Detailed development of the simulation, algorithms and prototype are given to show the methodology behind constructing such systems. This allows for solid base to continue exploring any of these areas with the aim of shifting the focus towards new developments and ideas.
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## Appendix A: Simulation Profile

### Quadcopter Simulation Profile Summary


<table>
<thead>
<tr>
<th>Function Name</th>
<th>Calls</th>
<th>Total Time</th>
<th>Self Time</th>
<th>Total Time Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>simulation_performance</td>
<td>1</td>
<td>11.309 s</td>
<td>0.215 s</td>
<td></td>
</tr>
<tr>
<td>--full_intersection_search_distance_v2</td>
<td>652</td>
<td>10.086 s</td>
<td>2.672 s</td>
<td></td>
</tr>
<tr>
<td>dot</td>
<td>879842</td>
<td>5.895 s</td>
<td>5.895 s</td>
<td></td>
</tr>
<tr>
<td>plane_line_intersect</td>
<td>220460</td>
<td>3.871 s</td>
<td>0.907 s</td>
<td></td>
</tr>
<tr>
<td>cross</td>
<td>877840</td>
<td>1.194 s</td>
<td>1.194 s</td>
<td></td>
</tr>
<tr>
<td>--region_intersection_search_distance_v2</td>
<td>1000</td>
<td>0.812 s</td>
<td>0.257 s</td>
<td></td>
</tr>
<tr>
<td>quaternion</td>
<td>3000</td>
<td>0.103 s</td>
<td>0.022 s</td>
<td></td>
</tr>
<tr>
<td>quat2dem</td>
<td>3000</td>
<td>0.083 s</td>
<td>0.044 s</td>
<td></td>
</tr>
<tr>
<td>quatanormlize</td>
<td>3000</td>
<td>0.039 s</td>
<td>0.014 s</td>
<td></td>
</tr>
<tr>
<td>sensor_plane_intersection_distance</td>
<td>1000</td>
<td>0.036 s</td>
<td>0.010 s</td>
<td></td>
</tr>
<tr>
<td>quatmod</td>
<td>3000</td>
<td>0.024 s</td>
<td>0.024 s</td>
<td></td>
</tr>
<tr>
<td>angle2quat</td>
<td>1000</td>
<td>0.020 s</td>
<td>0.020 s</td>
<td></td>
</tr>
<tr>
<td>Rotation_BF_to_EF</td>
<td>1000</td>
<td>0.011 s</td>
<td>0.011 s</td>
<td></td>
</tr>
<tr>
<td>Angular_Velocity_BF</td>
<td>1000</td>
<td>0.009 s</td>
<td>0.009 s</td>
<td></td>
</tr>
<tr>
<td>Desired_Rotor_Speeds</td>
<td>1000</td>
<td>0.009 s</td>
<td>0.009 s</td>
<td></td>
</tr>
<tr>
<td>Angular_Acceleration_Euler</td>
<td>1000</td>
<td>0.004 s</td>
<td>0.004 s</td>
<td></td>
</tr>
<tr>
<td>generate_flt_plan</td>
<td>1</td>
<td>0.002 s</td>
<td>0.002 s</td>
<td></td>
</tr>
</tbody>
</table>

**Self time** is the time spent in a function excluding the time spent in its child functions.

Self time also includes overhead resulting from the process of profiling.
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