IN-browser:

A Graphical Browser for Interaction Networks

by

Lip Chau THOO
Oct 1991

Supervised by
Mr. Paul Ashton
ABSTRACT

The Interaction Network (IN) is a way of representing the execution of an interaction in a loosely-coupled distributed system. Much work has been put into the development and refinement of command-line programs to record and analyse these INs. This project is aimed at providing a graphical display for INs and access to statistics summarised from the INs. In a broader sense, it aims to provide a greater understanding of INs. A brief discussion of related work is presented. The major design and implementation approaches to the browser, IN-browser, are described, followed by observations drawn from running IN-browser on an IN recorded during the compilation and linking of a simple C program. The usefulness of IN-browser as an analysis tool is discussed.
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Chapter 1

Introduction

Loosely-coupled distributed systems [1], collections of computer systems connected only by communication networks, are becoming increasingly popular. Distributed services are provided by the resources on these systems, using only the network to coordinate their work and to transfer information. Processors, memory and clocks are all local to each computer, and the computers involved in such a distributed service are linked only by messages across the network.

Performance measurement and analysis of such systems presents new problems because of the greater concurrency involved, and the lack of global state information. Communication between the computers in such systems is of particular interest because the network is a potential bottleneck, and because remote requests are often considerably more expensive than local requests.

Interaction networks (INs) have been proposed as a way of representing the execution of an interaction on a loosely-coupled distributed system [2]. Command-line tools to prepare an IN for display on a general graphical browser, Xgrab [3], and to produce performance information from an IN have been written. The aim of this project is to develop a special-purpose graphical browser to display INs, with particular emphasis on the handling of large INs, and to provide a graphical interface to the analysis tools.

This report recounts the work done on designing and implementing a graphical browser for INs on Sun workstations running SunOS 4.1, and in a broader sense, to use it to analyse performance data derived from INs. Chapter 2 gives a brief description of the concept of INs. In Chapter 3, the proposed features of the IN-browser program are outlined, and they are in turn linked to the aims of this project. Following that, a brief study of related work is presented in Chapter 4. Chapter 5 goes into the details of the data structures and the implementation of IN-browser. Observations from an experiment carried out on an IN representing the compilation and linking of a simple C program are discussed in Chapter 6. Chapter 7 proposes a few possible future
extensions to IN-browser, and in Chapter 8, conclusions are drawn for this project.

Finally, IN-browser was found to lay the groundwork for a potentially far more sophisticated graphical browser for INs.
Chapter 2

Interaction Networks

In this chapter, a brief description of the concept of Interaction Networks (INs) is given. It is by no means a complete discussion, and the reader is referred to [2] for in-depth details.

2.1 Concept

An interaction is defined as a <user action, system reaction> pair, where the user action is a request or something similar initiated by the user of a computer system, which triggers off a system reaction. A "task" consists of all the processing for the reaction, and is made up of one or more sub-tasks. A "sub-task" is some part of the task whose steps are carried out in a wholly sequential manner.

An IN is the representation of a single task in the form of a connected acyclic digraph [4] that depicts both the interrelationships of the sub-tasks, and the individual events within each sub-task. Each event is represented as a vertex in the IN and has associated with it, among other things, the time that the event occurred. Arcs connect successive events' vertices in each process and each message. For an event that generates a message, there will be an arc from that event's vertex to the first vertex of the message, in addition to the process-related arc to the next event in its process thread.

A task is usually carried out by several processes which may span several computers. Each computer is uniquely identified by its DARPA internet number, while each process is identified by its process ID (PID) and the machine on which it occurred, since PIDs are not usually unique across the constituent computers in a loosely-coupled system.

Fig 2.1 gives an illustration of an IN. There are four processes, namely NCSA Telnet, telnetsd, csh and date. The task consists of all 27 events, which belong to 9 separate sub-tasks (1-2-3, 2-4-5-6-7, 6-8-9 etc.)

The main area of interest in the study of INs is response time. To pursue this, the critical path (CP) [5] of an IN is identified. The CP indicates the activities, the duration of at least one of which must be
reduced, in order to reduce the response time of the interaction. There is always at least one CP in an IN because there always exists one or more paths which contain no "slacks", in this case the slacks being the blockings of sub-tasks while waiting for other sub-tasks. Although the response time of an interaction can be calculated easily by just subtracting the start time from the end time, the analysis of its CP enables us to pin-point the activities whose durations must be reduced in order to reduce the response time.
2.2 Implementation

Software to record and analyse INs has been implemented on Sun workstations running SunOS 4.0. To collect information pertaining to recognized events, a set of event recorders have been installed in the kernels of two Sun 3/50s. Each of the Suns writes event records to its own log file. An IN is formed from the log files of machines involved in the system reaction. The IN is then optionally fed into a program which removes events on a server (file server, for example), which had wrongly been included in the IN. Finally another program takes the (stripped) IN and produces layout information for Xgrab.

In addition to the above tools, there is also an analysis program, analyse, which takes an IN and from it, produces up to 12 different sets of statistics, made up of three different levels (process, machine or overall), two event scopes (all the events on the IN or only those on the CP) and two event categories (process-related and message-related). Statistics computed include event counts, event state counts and state times, disc usage, and a summary of remote requests.

Fig 2.2 How browser layout information is obtained from an interaction
Chapter 3

Aims of Project

As mentioned in Chapter 1, the main objectives of this project are to implement a program to display interaction networks (INs), to handle large INs, and to provide a direct interface with the analysis programs.

To satisfy the first objective, IN-browser will include:-
   i) the loading of an IN specified at the command line or within IN-browser, and displaying it.
   ii) the ability to lay out the graph from top to bottom in progression with time.
   iii) two options of event spacing:-
       a) time-dependent
           - the y-coordinate is linear to event time.
       b) partial ordering
           - event vertices are equally spaced in the time (y) axis. Event ordering is preserved, that is, events related to each process and each message appear in the correct order.

To deal with large INs, IN-browser has the following features:-
   i) filtering out events of little interest. The types of events to leave out can be chosen in one or more ways:
       a) machine level specifies computers that are to be left out.
       b) process level specifies processes that are to be left out
       c) sub-task level specifies sub-tasks that are to be left out
   ii) displaying the digraph at several levels of abstraction. This enables the user to have access to the relevant information, yet not being overwhelmed with excessive details. The hierarchy of display will include a machine level, a process level, a sub-task level and a primitive event level.

To provide an interface to some of the analysis tools, program features include:
   i) distinguishing the critical path (CP) by using a different brush type for arcs on it. The CP is calculated by calling one of the analysis tools.
   ii) providing access to event information from within IN-browser.
   iii) providing access to some of the analysis tools, such as analyse, a program for producing statistics of event details.
Chapter 4

Study of Related Work

The first stage of the solution was to have a look at existing graphical browsers.

Most of the programs surveyed [6][7] are related to performance debugging of distributed or parallel systems. They are slightly different from program debugging in the sense that they are looking for mostly network or synchronization problems rather than bugs. Two main programs which resemble the proposed IN-browser program are briefly discussed here.

4.1 IPS-2

This is a performance measurement system for distributed "programs" [8]. It allows the user to view the statistics of a program's execution at five levels of detail:

i) program level
ii) machine level
iii) process level
iv) procedure level
v) primitive activity level

This method permits a user to focus on areas of interest. To perform critical path analysis (CPA), the authors construct a program activity graph (PAG) - rather like an interaction network, but they have not developed any software for the display of PAGs, rather PAGs are used internally for purposes like the computation of statistics.

4.2 Xgrab 2.3

Xgrab [3] is the X Window System version of GRAB Graph Layout and Browser System developed at the University of California at Berkeley. Its user interface is built on the InterViews 2.6 toolkit, a public domain widget library written by a group of researchers at Stanford University. Since it is a general graph browser, Xgrab incorporates many features
suitable for IN-browser, such as the data structure for the nodes and the edges of a digraph, zooming and panning the display area, changing the nodes' shapes, brushes and colours, automatic resizing of the display area, and node and edge labelling. It can also handle node and edge addition, motion and deletion.
Chapter 5

The IN-browser Program

This chapter describes in detail the development and implementation of IN-browser. First, some preliminary decisions on hardware and software selection are discussed, followed by a brief analysis of Xgrab [3]. It is essential to look at Xgrab because IN-browser is going to be based on Xgrab. Then, the major data structures of IN-browser are outlined, followed by a detailed examination of the features of IN-browser.

Fig 5.1 Major steps in the development of IN-browser

In order to clarify the terminology used in this chapter, here are some often-used terms:

i) node
   - this refers to a vertex on the digraph, and is not to be confused
     with a device on a network. In Ashton and Penny's article,
     they referred to this as a vertex.

ii) machine
this refers to a device (usually a computer) connected to a distributed system.

iii) arc/edge
- these two terms will be used interchangeably to refer to the connection between two nodes.

5.1 Tools selection

One of the first design level decisions was that of selecting a computer on which IN-browser would run on, and the software tools to be employed to develop it.

5.1.1 Hardware

The eventual choice of a Sun workstation was a completely natural one, since the performance monitoring tools have been written specifically for collecting events information on this machine. Moreover, several analysis programs have been implemented on it.

5.1.2 Software

The appeal of reusing parts of Xgrab's source proved to be decisive in this aspect. To start from scratch would have involved too much time and effort. The learning curve would have been too steep for me to get very far with the project. Hence, besides being able to reuse some existing code that has been tested, basing IN-browser on Xgrab also provides a second, and arguably more essential benefit, that of a working framework of a program that is in some ways similar to IN-browser. Therefore it was decided that IN-browser be written in both C++ and C (as in Xgrab) for SunOS 4+.

5.2 Analysis of Xgrab

Having decided that Xgrab was to form the basis of IN-browser, it was necessary to understand its workings and to remove irrelevant code.

The initial step was to learn C++ [9], an object-oriented extension of the C programming language. Fortunately, for the purpose of IN-browser, the finer details of C++ was not necessary.

Xgrab's source can be divided into two sections: user interface and internal processing. A large portion of the user interface section uses the InterViews 2.6 toolkit, which is written in C++. There are 10 user-defined classes, largely based on InterViews's own classes, which perform customized actions, such as the flip-button, a push-button having a boolean on/off value.
The other part of Xgrab is written in standard C, and includes most of the digraph-related data structures as well as other aspects not directly related to the interface, such as creating a digraph's nodes and edges.

![Diagram](image)

**Fig 5.2** Main data structures of Xgrab.

The main data structures of Xgrab are shown in Fig 5.2. A digraph has one or more nodes, each of which is physically represented on the screen by a vertex (an Xgrab term, not to be confused with a vertex on an IN). Each node can have one or more out-going edges and one or more in-coming edges.

The next step was to identify irrelevant code and remove it. This turned out to be more difficult than anticipated, due to poor, sometimes non-existent, source level documentation. A small amount of code in Xgrab is never even called.

### 5.3 Data Structures

#### 5.3.1 Interaction Networks

In the existing analysis programs, an interaction network (IN) is stored as an acyclic digraph. Each digraph node is represented by an *innode* structure, which in turn, indexes a *perf-record* structure containing the event information for the event associated with the digraph node. The *innode* structure also contains pointers to other related *innodes*, such as the previous and the next process-related *innodes*. It also records the DARPA internet number of the machine on which the event took place.

The *perf_record* structure, as mentioned above, stores information pertaining to a single event, including the event type, the process ID, the event's real time, and its sub-task number.
5.3.2 IN-browser

IN-browser will make use of all the digraph-related data structures in Xgrab. These include *digraph*, *node*, *vertex*, *in_edge* and *out_edge*. To link a *node* to the *innode* it is displaying, a pointer has been introduced to the former. The resulting interrelationships of the data structures in IN-browser are as follow:

![Diagram of IN-browser and Interaction network]

Fig 5.3 Relationship between data structures in IN-browser and data structures in an interaction network

Basically when the *innodes* are loaded into memory, a *node* is created to represent each of them on the screen. Where there is an arc linking two *innode*s, there will be an *in_edge* and an *out_edge* at the corresponding nodes.

5.4 Functionalities of IN-browser

In this section, every main feature of IN-browser is presented, as well as the reasons for its inclusion.

5.4.1 Loading an Interaction Network

IN-browser loads in an IN simply by calling the reading function in one of the analysis programs. Only INs formed by *insplit* will be accepted. It is not essential for them to be stripped of extraneous server events. When the IN has been successfully read in, IN-browser creates a digraph for it, with a *node* for each *innode*. The position of each *node* is then calculated, using a few pre-defined parameters and the current ordering flag (time-dependent or partial order, see next subsection). Edges are added to the appropriate pairs of nodes. Following that, all the machines,
the process, the sub-tasks, and the messages in the IN are identified. These information are required for some of the features of IN-browser discussed below.

5.4.2 Event Spacing

The digraph is laid out in columns of process-related nodes, each column representing a process in the system reaction. All events of a particular process will be displayed under that process's column. Message-related nodes are placed in an imaginary line joining the message's two end nodes. The y-coordinate of each node is determined in one of two ways:

i) time-dependent
   Using the time field of the corresponding perf_record structure, the y-coordinate of a node is calculated as a linear function of the time difference from the initial node. The first node is placed at the top of the display area, and the last node is at the bottom, giving a progression of time from top to bottom. This option has the effect of making the arc lengths directly proportional to the activity durations. See Fig 5.5(a).

ii) partial order
   This option is introduced because events tend to occur in bursts, causing the nodes in the time-dependent method to be clustered. The partial order approach spaces out events in a sub-task uniformly, regardless of the actual durations of the activities. Most importantly, the partial order of the events is preserved. In Fig 5.5(b), we can tell that the event on node y occurred after the event on node x, but that is the extent of the information that we can extract. We cannot, as we could in the time-dependent layout, estimate the actual duration of each event. The partial order option also guarantees forward progression of time from top to bottom. It will ensure that the first event of a sub-task is correctly placed after the event that created it. In Fig 5.5(c), the sub-task "ab" creates a new sub-task "bcd" in the form of a new process. "bcd" later rejoins the creating sub-task at node "e". Node "e" will always be placed under node "d", and never will "a", "b", "e" and "f" be spaced out evenly because they belong to different sub-tasks.
5.4.3 The Critical Path (CP)

The CP is perhaps the most important part of an IN. It represents the shortest path from the start of the interaction to its completion. There is no slack in between any pair of consecutive events on the path. The term "slack" refers to the time period in a process caused by the fact that it has to wait for another process to finish what it (the second process) is doing, before it can continue. A slack is normally introduced when a process forks off a sub-task and cannot proceed until the sub-task returns. An example of this is a request to a file server. The client will have to wait for the server to reply before it can go any further. Note that the time of the actual disk I/O in the server process is part of the server's processing time, and does not represent a slack.

IN-browser provides an option to distinguish the CP by means of a different brush type for edges on it. All it does is to work out the CP and tag all nodes concerned. Then for an edge whose source node and destination node are both tagged, its brush is changed. See Fig 5.5.

5.4.4 Event Filters

A main feature of IN-browser is the ability to filter out selected events from the display. It hides all nodes whose events are selected (or "filtered" out), and all the edges which originate or terminate at any of these nodes.

The purpose of the filters is two-fold. Firstly, the filters, if selected appropriately, can simplify the digraph a great deal. Some events which
usually appear as a group or not at all, such as those for recording keyboard input <"kbd-input-begin", "kbd-input-end"> or for context switches <"switch", "setrq", "resume">, only need one node each to indicate their presence. So we really only need, say, "kbd_input-begin" and "switch" events in each case. Secondly, we can hide events that are of little interest, and analyse the IN as if these events do not exist.

There are three ways of selecting events that are to be left out:

i) machine filters allow the user to filter out one or more machines. This means that all the events belonging to these machines are left out.

ii) process filters correspond to filtering out all the events belonging to one or more processes.

iii) event filters let the user specify the types of events that are to be filtered out.
If more than one type of filters are selected, they are "or-ed" together, meaning, all the events that fall into any one of the filters' scope will be left out. Fig 5.6 show the "ls" IN with all its events on weka filtered out, and with its CP not highlighted.

Although filters are useful if used correctly, selecting them in a haphazard manner without considering the semantics of the events may result in the displayed digraph being disconnected.

5.4.5 Display Hierarchy

A useful feature of IPS-2 is the ability to display tables of statistics on the execution of a distributed program at several levels of detail. This idea can be applied to the viewing of INs by allowing the user to observe their behaviour at different levels of abstraction. For instance, we may be interested in the number of inter-process communications (IPCs). Hence, we would only want to see messages between processes but not process-related events. Or we may want to observe the network traffic between machines, so only messages travelling between machines are of interest. This selective display approach allows a user to focus on areas of interest without being overwhelmed by the details of other unrelated events.

It was decided that IN-browser should provide four levels of display (in order of increasing detail) :-

i) machine level
   Each machine has its own column in the new digraph, and edges are inserted in the correct positions where there are messages between any pair of machines. In other words, only message-related events are retained.

ii) process level
   This is quite similar to the machine level display, but rather than giving each machine its own column in digraph, we allocate columns to each process instead. As before, edges are inserted to signify messages.

iii) sub-task level
   A lower level display, showing all interrelationships between sub-tasks.

iv) event level
   This is the primitive level, where all events are displayed as they occurred. Usually quite clustered, but it does present the most complete picture of the IN.

The following diagrams depict an interaction at each of these levels. In this case, the user had pressed the return key after typing "ls" previously.

Figs 5.7 (a) and 5.7 (b) give the comparison between the machine level and the process level. Both represent the "ls" IN.
Fig 5.7 (a) Machine level view of the "ls" IN

Fig 5.7 (b) Process level view of the "ls" IN
Internally, one digraph structure is maintained for each level. Although this design may cause digraph update problems - need to update all four digraphs when a single change (adding/moving/deleting a node or an edge) is made - the convenience of this method cannot be denied.

5.4.6 Event Information

Since the bulk of the details of an IN is in the events themselves, it is only natural for IN-browser to provide access to the information stored for each event.

There are two options for viewing event information. The user can request for event information associated with a particular node, or the user can request multiple-event information, in which case, event type(s), sub-task(s), processes(es) and/or machine(s) of the events to be displayed are specified. The multiple-event option usually matches more than one event.

All event information is displayed in a separate text browser, see Fig 5.8. The information is obtained from the perf_record field of the specified innodes.

5.4.7 Analysis of Interaction Networks

There already exists a program to analyse an IN and to produce some statistics - such as event type counts, state counts (run, ready, sleep, etc), state times, disc usage and server requests. The analyse program can produce two types of performance analysis, viz., process-related statistics and message-related statistics. The events to be included in the analysis can either be from the CP, from the filtered list, or from the entire digraph. Note that previously, analyse did not provide for the filtered list option.

IN-browser provides a direct link to this program, enabling the user to view the analysis results within IN-browser. By selecting the machines(s), process(es) and/or message(s) of interest, the user can look at statistics of all sorts of combinations of events.

5.4.8 Other features of IN-browser

Several other user interface features are available on IN-browser. The user can focus, i.e. to bring to the centre of the display area, on a node or an edge by selecting one of them. Selection is done via a mouse-click or by entering the node name or the edge name.
Fig 5.8 The View-Event selectors and display

The display area can be zoomed in or out, and panned (scrolled) horizontally or vertically. There is also a function to fit the entire digraph into the display area, best utilised after zooming or panning when part of the digraph is not visible anymore. This function is automatically performed when an IN is first loaded.

Internally, the display area has four sets of \(<\text{min-x, min-y, max-x, max-y}\>\) type values at any one time. Together they specify the absolute and the abstract drawing area and visible display area. One or more of these are recalculated every time one of the above functions are performed, or when the program window is resized.

One annoying aspect of the implementation of Xgrab is that the size of a node is decided at creation time, depending on the length of the node name, and not the dimensions of the drawing area or the visible area at all. The x-range and the y-range of the drawing area may differ greatly, which cause either the horizontal component or the vertical component of the node to be distorted out of proportion, since they are scaled using the x-range and y-range of the drawing area. The difficulty arises because
at creation time, the digraph has no way of knowing how many nodes it will have, and therefore it cannot make allowance for size of the drawing area.

In IN-browser, all node sizes are recalculated at display time. This does not seem to impair the performance of the program.
Chapter 6

Using IN-browser on a Real Interaction Network

In order to see how well IN-browser copes with a "real" interaction network (IN), an experiment was carried out using an IN recorded during the compilation and linking of a simple C program.

The user who made the interaction had a shell process running on tui, one of the machines on our local distributed system. Some of the files required for the compilation of the program were on another machine, weka. Therefore, we would expect some communication between these two machines during the course of the system reaction.

Fig. 6.1 Event level display of the compilation interaction
Fig 6.1 shows the time-dependent event level display (i.e. the default display) of the IN. As expected from the compilation of a program, there are many events in the system reaction. Evidently, we learn very little about the nature of the compilation. All we can tell from Fig 6.1 at this point, is that the critical path (CP), shown here by the dotted lines, appears to include most of the messages (the horizontal lines). This agrees with the general belief that the communication network is the main bottleneck in most distributed systems.

Fig 6.2 Process level view of the compilation interaction network
Fig 6.2 depicts the process level view of the IN. This is definitely an improvement from Fig 6.1, in terms of the information value. Fig 6.2 still shows us the points in time where messages were transferred, and since we saw earlier that the critical parts of the interaction are the messages, we have not lost much important details. In fact, without having the process-related events in the way, we have been able to obtain a much clearer picture of the frequency and direction of the messages.

Looking closer at the Fig 6.2, we see that process 11653 on tui (its label partly obscured) was both the starting point and the ending point of the interaction, and we can surmise that it was the shell process where the interaction was made. This was later proved to be so by external means, that is, not directly from IN-browser.

From this example, it appears that IN-browser is able to provide a more concise view of the important areas. All the underlying events of the processes in the process level can be accessed by switching back to the event level display and using the multiple-event function's process options. Hence, we have the assurance of access to the deepest details if we so desire.
Chapter 7

Potential Extensions to IN-browser

1. An additional user-defined level is desirable in our display hierarchy. At this level, the user can group nodes, and for each group, show all nodes within it, or just a "super-node" representing the group. Groups can be nested, and can be used in specifying filters. This will greatly enhance the flexibility of the display. Virtually every combination of digraph display will then be within reach.

2. Some simple modifications to the digraph should be catered for. For example, we could like to know what effect it would have on the length of the critical path (CP), and thus the interaction response time, if we remove a sub-task or decrease its duration. This can be used to find out which activities to be improved on to reduce response time.

3. For convenience sake, it would be useful to be able to store all the current settings and options to be reused at a later date.
Chapter 8

Conclusions

The main aims of the project were to develop a graphical browser to display interaction networks (INs), to deal with the size and the complexity of large INs, and to provide access to existing analysis programs.

In this report, the IN-browser program was presented. IN-browser, using Xgrab as a basis, can load and display an IN. It is also able to decrease the amount of information on the display area to a certain degree, via event filters and its three higher level displays. A further aid to the enhancement of the appearance of a digraph comes in the form of the partial order event spacing method.

Nearly all the original command-line options for the analysis tools have been implemented in IN-browser. Where events are required as input, such as the *analyse* program, I have included the option of passing in visible events only, in lieu with the event filters.

The critical path can be shown easily, indicating the area where performance improvement efforts should be concentrated on.

Overall, it has been shown that IN-browser has laid the foundation to a potentially sophisticated graphical browser and interface to the existing analysis programs.
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Appendix

User Guide for IN-browser

1. Starting IN-browser

The usage of IN-browser:

    inbrowser [-e eventspace] [-p procspace] [-s scalefactor] [IN-name]

You can provide IN-browser with the initial IN to display when it is first started. If \textit{IN-name} stores a valid interaction network, it is loaded and displayed on the screen. If \textit{IN-name} exists but is not a valid IN file, then you are given an error message. If no IN file is specified, IN-browser just drops you into an empty digraph.

The \texttt{-e}, \texttt{-s} and \texttt{-p} options concern node placement. \texttt{-e} specifies the vertical spacing between events in partial order mode (default 3). \texttt{-p} specifies the horizontal spacing between events in adjacent processes (default 25). \texttt{-s} is the scaler used for calculating Y-coordinates in time-based mode (default 2000). If \texttt{-s} is 0, then partial order is used.

2. Modes of operation

There are two modes of operation in IN-browser: browse mode and editmode. The current mode is indicated by an X in the box corresponding to it in the "mode area" to the left of the Help button. You can switch from one mode to another by clicking on the corresponding box. Initially the edit mode was meant for the user to make changes to the digraph being viewed, such as adding, moving or deleting a node or an edge, but because of time constraint, this was not implemented. In the browse mode, you can make "appearance" changes to the nodes, such as the shapes of the nodes, or the brush type of the edges.

3. Panning and Zooming

The four smaller arrows on the right of your program window allow you to pan (or shift or scroll) the display area vertically or horizontally. The
other two arrows let you zoom in or out of the digraph. Zooming is always centred on the centre of the display area, so if you want to zoom somewhere else, pan the display so that your area of interest is right under the display area, then apply zooming.

4. Flipbuttons and Scrolled-lists

Two of the most common user interface widgets that you will find in IN-browser are the flipbutton and the scrolled-list. A flip button consists of a square on the left and a character string on the right. A flipbutton can be either on or off (or true or false if you like) at any time. If it is true, then there will be an X in the box. Flipbuttons are usually used for setting boolean flags. To "flip" the value of a flipbutton, click on the box or the string. To get back the original state, click it one more time.

A scrolled-list holds a list of values (normally too many to display at any one time) which you can choose one or more of. A scrolled-list has two main parts, the items on the left and the scrollbar on the right. The scrollbar lets you look and possibly select any of the items. By default if you click on an item, that item will get selected, and all others will be unselected. For multiple selection, hold down the Shift key and click the mouse on the desired item. This method also used to unselect an item without unselected other items.

5. The File Menu

The functions under this menu are :-

i) Load Network - load an IN from within IN-browser.

ii) Graph as PS - save the digraph in PostScript format.

iii) Screen as PS - save the screen (i.e. the visible part of the program) in PostScript format

iv) Quit - end IN-browser session.

6. The Analysis Menu

The functions under this menu are :-

i) Network Process Stats - provide access to the analyse program.
   When this option is chosen, two other "modal" (i.e. not stand-alone) windows pop up. The one on the left allows you to choose specific machines and processes from the scrolled-lists to be considered in the statistics computation.
These two lists contain machines and processes that appear at least once somewhere in the digraph. There are five types of information sections, i.e., one or more of the following: event counts, state times, disk usage, RPC summary and process validation. Any combination of these can be requested, simply by clicking on the corresponding flipbuttons below the scrolled-lists. There is also a radiobox consisting of three flipbuttons for choosing the "types" of events to get their parameters included in the summary. "CP-only" passes in events on the critical path of the IN, "Filtered" represents the events that are still being displayed after the event filters have been applied (see later section). "All", obviously means all events. Hit the "Apply" button to see the results, which are displayed on the text scroller on the right. "OK" quits this option, remembering all the options that have been set. "Cancel" quits, resetting all changes that have been made.

ii) Network Message Stats - more or less the same as in the Network Process Stats option. Instead of choosing processes to include, you choose the inter-process communications that you are interested in. Only two information sections are provided by analyse.

iii) Multiple-Event Info - this also blows up into two subwindows. There are five lists of different event parameters for you to select the event(s) whose information you want to see, which is dumped into the window on the right.

iv) Single-Event Info - for fast access to one particular event. Simply choose this option and then click on the digraph node concerned, and you get the information of the associated event.

7. The Display Menu

The functions under this menu are:-

i) Filter Events - picking this option allows you to filter out, in other words to hide from the display, events based on their machines, their processes or their process types.

ii) Group Events - a sub-window comprising a radiobox of four options pops up when chosen. You can now choose the level of digraph abstraction that you prefer on the display, by choosing one of the four options. You can view it first, and if you don't like what you see, you can change it again. Hitting "OK" switches you to that level.
iii) Focus on (Named) Node - let you base the display on a node that you specify. The specified node will end up in the middle of the display area. You can pick a node by clicking on it (Focus On Node) or by providing its name.

iv) Focus on (Named) Edge - similar to the above, with an edge as the point of reference.

v) "Set"-type functions - let you set the values of several program parameters.

8. The Options Menu

The functions under this menu are all on/off type parameters of the program. Each of them indicates its value by the presence or absence of an asterisk next to its entry in the pull-down menu. An asterisk means it is ON.

i) Arc <==> Delay - this switches the method used for calculating the y-coordinates of nodes. If it is true, the time-based method is used, otherwise partial order is assumed. Default is ON.

ii) Show Critical Path - if ON, this show the edges on the CP with a different brush. Default is ON.

iii) Print Node/Edge Labels - each node and each edge has a label or a name associated with it. It has nothing to do with the IN, rather it is just a method of reference used by the digraph. If either of these options is ON, the resulting display may be quite messy, especially if there are many nodes in the digraph.

iv) Draw Arrow - each edge is directed. By default, arrows are drawn to show which directions edges are going, to avoid confusion. If you think it is too messy, turn this off.