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Abstract

Quantifying nursing workload in Intensive Care Unit (ICU) can help optimize nursing resources, allowing allocation of nurses according to patient demand. This can benefit the ICU patients and nurses through the provision of adequate nursing care, prevention of nurse burnout, and reducing of ICU fixed costs. However, quantifying nursing workload is extremely challenging. Current nursing workload assessment tools, such as the therapeutic interventions scoring system (TISS) and nursing activities score (NAS), are subjective and laborious, requiring experienced nurses and researchers to fill out forms. Therefore, an automatic system that can objectively quantify nursing workload is required. The development of computer imaging and tracking technology offer possible solutions to track nursing activities.

This research focuses on developing a novel tracking system that can continuously track bedside nursing interventions and quantify nursing workload. Nursing workload is then compared with patient clinical data to analyse which factors strongly influence patient nursing demands. The first part of this thesis discusses the development of a tracking system, and the second part discusses the correlation between quantified nursing workload and patient clinical conditions.

Facial detection, color detection, infrared detection, and local position measurement (LPM) are the 4 possible approaches to continuously track nurse bedside interventions. These 4 approaches are evaluated, and infrared detection was the optimal non-invasive approach that most suited implementation in the Christchurch Hospital ICU environment.
A clinical activities tracking system (CATS) was developed to track bedside nursing interventions continuously. The CATS hardware contains a Microsoft Kinect with image and infrared depth sensors, controlled by a portable laptop. The CATS software was designed under Microsoft Express C++ environment, implementing OpenNI and OpenCV libraries. The Kinect sensor is placed onto the ceiling to monitor a defined detection area. When an object enters the detection area, it is converted into an unidentifiable unrecognizable blob to protect privacy, and its location over time is recorded.

CATS was tested in an experimental environment using two metrics, distance and dwell time to quantify nurse-patient interaction. CATS was then implemented in the Christchurch Hospital ICU. A trained ICU researcher performed manual observations on nursing workload at the bedside and compared with data collected using CATS. The researcher calculated the direct nursing intervention time for each observed hour for 30 hours. The observed direct nursing intervention time was then compared to CATS recorded nursing intervention time. It was found that the CATS recorded nursing intervention is highly correlated with manual observed intervention, and thus CATS was able to record nursing intervention objectively. A preliminary study shows that nursing intervention density is higher during the day compared to night time.

Clinical trials include all patients admitted and allocated to a monitored bed between 04/08/2014 to 03/05/2015. 23 patients, with a total of 104 patient days, were recorded. Patient demographics, various patient acuity assessment scores, and workload assessment scores, including APACHE-II, APACHE-III, SAPS-II, SOFA, TISS-28, and NEMS, were calculated and compared with nursing intervention recorded by CATS. The patient’s sedation level, as
quantified by GCS, RASS, and sedation drug dose, were also assessed and compared with the nursing intervention recorded by CATS.

In this study, APACHE-III and SAPS-II were found to have better resolution in describing patient acuity compared to APACHE-II and SOFA. Both TISS-28 and NEMS display poor sensitivity to different patient specific nursing demands because only 36% of TISS-28 score varies from patient to patient. Equally, no significant trend was found between nursing intervention and sedative dose or sedation level assessed by GCS or RASS. Results showed that the nursing intervention is highly patient-specific and conventional generalised approaches were not able to capture the specificity. CATS was able to capture specificity automatically and objectively.

Overall, the objective nursing intervention tracking system provides an objective approach to automatically quantify nursing intervention. This system is validated in clinical trials, indicating its high accuracy and robustness. Nursing intervention captured by CATS shows that during the day nursing intensity is higher than at night time. In addition, none of patient sedation level, acuity level, TISS-28, NEMS, age, length of stay, admission type, or intubation condition shows a strong clinical correlation with nursing time. The difficulty of quantifying nursing intervention using conventional scores revealed a need for an objective system to evaluate nursing workload. At this stage, it is almost impossible to link nursing invention assessed directly by CATS to any existing assessment system based on tasks, patient severity or similar clinical data. As a result, CATS has the potential to standardise nursing workload quantification objectively, and is much less invasive and labor intensive than current assessment systems and scoring based approaches.
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Chapter 1 Introduction

The roles of nurses in the Intensive Care Unit (ICU) are of the same importance as medical tasks, and complementary to them. The medical responsibilities of doctors and specialists mainly comprise the diagnosis and treatment decisions necessary to preserve life and treat the patient’s condition. In contrast, nurses develop the plan of care, working collaboratively with physicians, therapists, the patient, the patient’s family, and other team members. Their goals focus on the regular care and treatment of patient illness to improve quality of life [1]. Nurses coordinate patient care across an interdisciplinary health care team, providing both interdependent and independent care [1].

Patients in the ICU are critically ill and are thus under constant and continuous nursing observation. Figure 1.1 shows a typical ICU patient, and the range of therapies and sensors used treatment and for 24-hour observation. A monitor mounted on the wall shows a patient’s vital signs, such as blood pressure and heart rate. A mechanical ventilator provides breathing support to patients with respiratory failure. Intravenous (IV) fluid and medicines are supplied through a central venous catheter or other IV lines. Urine output is collected in a drainage bag. Nasogastric and intubation tubes require regularly cleaning using suction. All of these aspects, and more, are monitored full time and required for monitoring and/or treating evolving patient condition.

In addition to the patient workload demand shown in Figure 1.1, a patient’s neurological condition is checked every few hours, including eye, verbal and motor response. Patient blood gases are also collected in every few hours. Dialysis machine, X-ray computed tomography (CT) scans, and ultra sound scans are also employed frequently according to
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patient condition. All these patient demands for nursing effort are considered as direct nursing activities that are a part of overall nursing workload.

Nurses also carryout activities indirectly related to patient care, such as administration, communication with doctors and physiologists, consultation with a patient’s family, training, researching, and recording notes. These ‘softer’ activities comprise a significant proportion of time during a typical working day. Both direct and indirect nursing activities make up the entire nursing intervention time, where direct activities may vary with patient condition and its evolution [2].

Figure 1.1: A typical intensive care unit patient. [3]
1.1 Nursing workload, ICU operating cost and patient outcome

Nursing is complex and involves a wide range of disciplines. It is also the main bridge between critically ill patients and their therapy. Thus, it is important to provide adequate nursing resources to satisfy patient demand. However, studies have shown that there is a mismatch between planned level of care (LOC) and practice, resulting in potentially huge losses of nursing resource, affecting patient outcome and the entire ICU [4-6]. Thus, it is important to optimally allocate nursing workload, as it should benefit nurses, patients and ICUs.

1. Benefit to nurses.

Nurses working in the ICU are exposed to considerable work related stress [7-9], and distress symptoms among staff have been described as being frequent [10, 11]. Studies have also identified high levels of burnout symptoms among ICU nurses [12-16]. In a study of nurses from 9 countries, Aiken et al. [17] reported that 33-60% of nurses reported high levels of burnout in 8 of the 9 counties. Many other counties have experienced similar burnout and job dissatisfaction issues [18-20].

It has been reported that 40% of hospital nurses have burnout levels exceeding the norms for health care workers. Job dissatisfaction among hospital nurses is four times greater than the average for all US workers [21]. The clinical impact of burnout may involve decreased well-being and increased sick leave among staff [22], which affects care. A high degree of emotional exhaustion among nurses has been shown to predict lower self-rated performances and higher intention to quit work [23, 24].
Burnout can be as result of too much work and/or too little time for recovery [25]. It has been shown that in hospitals with low nurse-to-patient ratio, nurses are more likely to experience burnout and job dissatisfaction [26]. High burnout scores are correlated with vulnerable personality, low job satisfaction, and high degree of job stress [27, 28]. Thus, allocating optimal nursing resources can avoid uneven workload, preventing nurse burnout and dissatisfaction.

2. Benefit to patients

Reduced nursing staffing in hospitals led to higher mortality rates after common surgeries [29, 30]. Research in Belgium found that the hospital mortality after cardiac surgery was significantly lower in hospitals with higher patient to nurse staffing ratios [31]. Likewise, data from a Swiss and North American studies suggested significant increased surgical mortality was associated with inadequate nursing staffing [32, 33]. In short, when patients receive adequate nursing care, there is less chance of developing infections and surgical complications, thus reducing LOS and mortality.

Research has also shown that adequate nursing care levels can improve ICU patient care. It was found that adding one patient per nurse was associated with a 7% increase in the risk of death in the 30 days after admission, and a 7% increase in the risk of death by complications [34]. Increased staffing ratio was also associated with reduced deaths, LOS and surgical complications [35]. Some investigations have shown an inverse and statistically significant relationship between the percentage of nursing hours recorded and the development of pressure ulcers, urinary tract infection and postoperative infection [36], as well as between nursing hours recorded and medication errors, pressure ulcers, death and patient complaints, and LOS [37, 38]. Hence, more care can improve outcomes over today’s baseline.
3. Benefit to the ICU.

The ICU represents the largest clinical cost centre in a hospital, with expenses estimated reach up to 20% of the hospital’s budget [39-43]. For each patient in the ICU, their costs cover nursing, disposables, drugs, enteral nutrition, parenteral nutrition, beds hiring, haemofiltration, blood products, linen, physiotherapy, pathology and microbiology tests, and radiology investigations [44]. However, nursing staff represent the single largest fixed cost in the ICU (> 50%) [45]. Internationally, costs for personnel make up 30-69% of the total cost per patient [46-56]. Hence, getting staffing levels right is important clinically and economically, where today’s demographic trends are increasing the tension between cost and quality of care.

The total cost per ICU patient also highly depends on the severity of illness and the length of ICU stay [57-60]. On study showed that a nurse staffing model with a higher number of registered nurses (RNs) led to an increase in the health personnel cost per patient day [61]. However, a greater number of RNs was also associated with improved patient safety and efficiency, thereby reducing patient length of stay and the costs of care in the long term [61].

Researchers have found that increasing the number of hours provided by RNs reduced mortality and yielded cost savings resulting from a reduced length of stay [62-64]. Therefore, inadequate nursing resources can lead to extended LOS, and increased infections, complications, need for mechanical ventilation, diagnostic procedures, invasive monitoring, and amount of drugs and blood products. These increases thus lead to an increase in daily cost per patient [65-69]. Additionally, considering fluctuations nursing workload over time, it is important to maintain the adequacy of nursing staff [70]. Inadequate numbers of nurses
could cause more harm to patient recovery and extend patient LOS, which would increase ICU cost. Hence, it may be more reasonable in the long run to be slightly over-staffed than to have inadequate numbers of nurses.

The basic observed relation between nursing workload, patient outcome, and ICU cost in these studies is shown in Figure 1.2, where nurse-to-patient ratio is the main parameter. An optimized nurse-to-patient ratio could reduce patient mortality, increase nurse job satisfaction, and reduce ICU cost, since ICU cost is significantly determined by patient LOS and the number of nurses. Nurses with higher job satisfaction are also less likely to make clinical errors [71], which could also further reduce patient mortality and LOS.

![Figure 1.2: Correlation between nursing workload, patient mortality, nurse job satisfaction, ICU cost, and nurse-to-patient ratio.](image)

1.2 Nurse workload is difficult to quantify.

Quantifying nursing workload could lead to generating an optimal nurse-to-patient ratio. It would thus be possible to allocate the right amount of nursing manpower to individual patients, benefiting patients, nurses, and the ICU. However, nurse workload is difficult to quantify [72].
1. Workload is difficult to conceptualized [73, 74].

Lysaght et al. [75] stated that workload can be defined as ‘the relative capacity of respond’. Backs et al. [76] stated that workload is a construct used to describe the extent to which an operator has engaged the cognitive and physical resources required for a task performance. Weinger et al. [77] stated that workload is a multidimensional and complex construct, that is affected by external task demands, environmental, organizational and psychological factors, and perceptive and cognitive abilities. All three statements show that workload is a difficult concept to define. In addition, factors, such as environmental, organizational, and psychological factors also play a role in defining nursing workload.

2. Nursing is multi-task work.

Researchers have categorised nursing activities [2, 78-80]. In particular, most nursing activities can be divided as ‘directly related to patient’ and ‘indirectly related to patient’. These ‘directly related to patient activities’, or direct interventions, refer to nursing work that can directly affect patient recovery and mortality. These activities are summarised and listed in Table 1.1 [2]. The ‘indirectly related to patient activities’, or indirect interventions, refer to nursing work that is not directly related to patient recovery, but supports nursing procedures and patient care. These indirect interventions are summarized in Table 1.2.

Nursing is clearly a multi-task form of work that requires the nurse to perform multiple activities simultaneously. For example, when a nurse checks body temperature, he/she may also be engaged with drug delivery. This complexity inherently makes quantifying nursing work a challenging task.
**Table 1.1: Nursing work direct related to patient**

<table>
<thead>
<tr>
<th></th>
<th>Standard monitoring</th>
<th>Hourly vital signs; Electrocardiographic monitoring; Routine 24-hour fluid balanced and hourly neurologic checks.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Laboratory</td>
<td>Arterial blood gases and biochemistry studies.</td>
</tr>
<tr>
<td>3</td>
<td>Medication</td>
<td>Intravenous antibiotics; Parenteral chemotherapy; Intravenous medication; Potassium infusion; Acute digitalization; Anticoagulation; Vasoactive drugs.</td>
</tr>
<tr>
<td>4</td>
<td>Routine dressings</td>
<td>Dressing changes and extensive wound treatments.</td>
</tr>
<tr>
<td>5</td>
<td>Ventilation, supplementary ventilator care, and airway care</td>
<td>Controlled ventilation with or without positive end-expiratory pressure (PEEP); Supplemental oxygen; Spontaneous respiration via endotracheal tube; Care of artificial airways; Suctions.</td>
</tr>
<tr>
<td>6</td>
<td>Fluid replacement</td>
<td>Frequent infusions of blood; Replacement of excessive fluid loss.</td>
</tr>
<tr>
<td>7</td>
<td>Dialytic techniques</td>
<td>Check dialysis machine; Change dialysis machine parameter; Cleaning machine.</td>
</tr>
<tr>
<td>8</td>
<td>Single or multiple interventions in and out ICU</td>
<td>Pacemaker; Nasotracheal or orotracheal intubation; Emergency endoscopy or bronchoscopy; Cardioversion; Lavage of acute gastrointestinal bleeding.</td>
</tr>
<tr>
<td>9</td>
<td>Patient support</td>
<td>Helping the patient to understand and accept his/her clinical condition.</td>
</tr>
<tr>
<td>10</td>
<td>Patient communication</td>
<td>Communication with the patient; Informing, Observation and maintenance of the psychic condition; Taking measures to maintain or improve the capacity of communication.</td>
</tr>
<tr>
<td>11</td>
<td>Safety</td>
<td>Hourly vital signs; Electrocardiographic monitoring; Routine 24-hour fluid balanced and hourly neurologic checks.</td>
</tr>
<tr>
<td>12</td>
<td>Comfort</td>
<td>Arterial blood gases and biochemistry studies.</td>
</tr>
<tr>
<td>13</td>
<td>Lifting</td>
<td>Intravenous antibiotics; Parenteral chemotherapy; Intravenous medication; Potassium infusion; Acute digitalization; Anticoagulation; Vasoactive drugs.</td>
</tr>
<tr>
<td>14</td>
<td>Assisting</td>
<td>Dressing changes and extensive wound treatments.</td>
</tr>
</tbody>
</table>

**Table 1.2: Nursing work indirect related to patient**

<table>
<thead>
<tr>
<th></th>
<th>Family</th>
<th>Contact with, support, and consult patient family members.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Other disciplines</td>
<td>Contact with other disciplines, such as technical service, physiotherapy, laboratory, radiology, for the patient or equipment of one patient.</td>
</tr>
<tr>
<td>3</td>
<td>Coordinating tasks</td>
<td>Consultation with the team, reporting, work council, consultation with doctors.</td>
</tr>
<tr>
<td>4</td>
<td>Paperwork</td>
<td>Reporting, registration and administrative tasks.</td>
</tr>
<tr>
<td>5</td>
<td>Equipments</td>
<td>Taking care of equipment, such as maintenance, cleaning, gauging</td>
</tr>
<tr>
<td>6</td>
<td>Domestic activities</td>
<td>Cleaning waste according to instruction; supply maintenance; Refilling the supplies for a patient.</td>
</tr>
<tr>
<td>7</td>
<td>Activities not relating directly to a patient, ensuring everything fits together as it should</td>
<td>Meetings dealing with organizational issues; Making duty-rosters; General refilling of supplies for the whole team; Trainee supervision; Research activities; Following professional training in time of service; Contact with the general hospital services.</td>
</tr>
<tr>
<td>8</td>
<td>For nurses themselves</td>
<td>Taking a break; Going to the toilet; Waiting; Chatting.</td>
</tr>
<tr>
<td>9</td>
<td>Everything which does not fit any above mentioned categories</td>
<td>Patient observation only.</td>
</tr>
</tbody>
</table>
3. Many possible factors could affect nursing workload.

Nursing involves many aspects including interaction with patients, other disciplines, and equipment. In particular, indirect nursing work is similar from patient to patient, and consumes a smaller portion of all nursing care [2]. Thus, the purpose of this research is to find the correlation between nursing workload and patient oriented factors, generating a guideline to help allocate optimized nursing resources to specific patients.

1.3 Current workload assessment tools

Quantifying nursing workload and the optimal allocation of nursing resource in the ICU can benefit patients, benefit nurses, and benefit the ICU. Several studies were carried out and tools were developed in the last few decades to quantify nursing workload. Their goal was to better allocate nursing resources, and better understand what contribute to nursing workload.

The therapeutic intervention scoring system (TISS) was created in 1974 [81], and updated in 1983 [82]. It was designed to evaluate patient severity. The project research of nursing (PRN) score was elaborated during 1980-87, and was designed to assess nursing workload [83]. OMEGA [84] was developed in 1986, and describes 86 therapeutic interventions, grouped in 3 categories, measured at the end of ICU stay, thus representing a measure of global workload and use of resources.

The time oriented score system (TOSS) [79] was created in 1991 and represents a direct temporal evaluation of nursing workload. EURICU-1 [85] aims to categorize patient into 4 groups, and each patient category is assigned a correlated nurse-to-patient ratio. TISS-28 [2] represents a simplified TISS-76 score containing only 28 therapeutic interventions. It stated a
nurse can deliver work equal to 46 points per 8-hour shift, which transfers each TISS-28 point to 10.6 minutes of each 8-hour shift. Nine equivalents of nursing manpower (NEMS) [86] further simplified TISS-28 to 9 equivalent therapeutic interventions, where each nurse can deliver 45-50 points per day. Both TISS-28 and NEMS are patient oriented score systems, evaluating nursing workload based on patient potential demands and relative severity level. The nursing activity score (NAS) [78] is derived from TISS-28, and added 5 new items that are more nurse oriented, aiming to describe nursing activities not necessarily correlated to severity of illness. It captures 81% of nursing time, while TISS-28 only captures 46% of nursing time. However, these 5 new added items are not accessible from patient daily 24-hour charts, and requires subjective nurse survey feedback during each shift, which is subject to variability and thus not possible in real-time.

These current nursing workload assessment tools can gather information explaining the intensity of nursing work. However, they are subjective, requiring nurses or researchers to collect nursing information hourly or daily. Thus, there is a need to develop an automatic system that can objectively collect nursing work information.

1.4 The possibility of automatic system to quantify nursing workload

In a recent study, Adomat et al. [87] used a video camera to record nurse activity in ICU. They provide a novel method to classify patient-nurse interaction. However, this technique remains subjective, requires experienced nurses to classify the nursing activity and behaviour, and thus demands significant manual labour that is not available. In addition, it may involve ethical issues on patient and nurse privacy. Thus, there is clear need of an automated system that can measure activity non-invasively and preserving patient and nurse privacy to overcome these obstacles.
Thanks to the development of tracking technology and computer vision, continuously tracking is possible to be applied for observing nurse work in ICU. Global positioning system (GPS) and local position measurement (LPM) are two commonly known positioning systems being widely used in navigation and workload tracking [88, 89]. GPS and LPM use a tracking device to send signals of the current location of the device to a satellite or base station to point the current location [90]. LPM is more widely used in industrial tracking applications and indoor tracking usage [91]. In addition, the following technologies all have been used in tracking and positioning: 1) Radio frequency identification (RFID) [92]; 2) Cellular-Based, which is widely used for indoor mapping and localization applications [93]; 3) Ultra-wide band (UWB) technology [94]; 4) Wireless Local Area Network (WLAN) [95]; 5) Bluetooth, which can be applied for indoor positioning situations too [96]; 6) Ultra high frequency (UHF) technology [97, 98]; 7) Infrared (IF) detection [99]; and 8) Computer vision (CV) [100]. These systems have shown the basic potential to quantify nursing workload in an automated fashion.

1.5 Research objectives

In this research, the first part focuses on the development of a novel automatic system that can objectively quantify nursing workload. This new system offers the ability to continuously collect nursing workload in the ICU or any similar acute bed space. In particular, it includes system hardware and software developments, system simulation in an experimental environment, system set up in the clinical environment, and system validation in clinical trials.
The second part focuses on its clinical application. It generates a novel approach to analyze what specific clinical or patient factors could possibly impact the intensity of nursing work. In particular, it explains the procedure of patient data collection and current patient severity assessment tools. It then compares nursing workload with these patient clinical indicators, such as their illness acuity, age, gender, LOS, and diagnostic code.

1.6 Structure of thesis

This thesis is separated into two main parts. The first part, Chapters 2 to 6, discusses the development of this novel automatic system, the clinical activity tracking system (CATS). It also includes system laboratory simulation, installation in the ICU, and system validation in clinical trials. The second part includes Chapters 7 to 10, which discuss data from 10 months of clinical data collection using CATS and analysis in the Christchurch Hospital ICU. Correlation between nursing workload and patient clinical data are studied. The structure of thesis is presented as follows:

Chapter 1: Introduction. This chapter presents the background knowledge, research objectives and the structure of this thesis.

Chapter 2: Comparison of Different Tracking Systems to Apply in Intensive Care Unit. This chapter focuses on evaluating 4 possible methodologies to automate nursing workload quantification and selects the optimal methodology for further development.

Chapter 3: Design and Development of Clinical Activity Tracking System (CATS). This chapter further discusses the development of the clinical activity tracking system (CATS), explaining the details of developing system hardware, software, and the performance.
Chapter 4: CATS Performance in an Experimental Environment. This chapter presents the test of system reliability and consistency in a simulation environment. Specific tests were designed for the CATS system testing. Results showed that the CATS can be used in a clinical environment for nursing workload quantification.

Chapter 5: CATS Setup in Clinical Situation and Its Performance after Data Post-Processing. This chapter presents CATS setup for clinical application in the Christchurch Hospital. Different filtering algorithms were developed to reduce noise. It shows that the algorithms were able to reduce noise signals that are not relevant to nursing interventions.

Chapter 6: Validation and Preliminary Results. This chapter validates CATS ability to quantify bedside workload. The workload quantified by CATS is validated with manual clinical observation. A preliminary study for the first 30 days and 60 days of nursing intervention distribution is also presented.

Chapter 7: Comparison of different clinical scoring systems and relative results. This chapter presents the different patient severity assessment tools and nursing workload assessment tools, TISS-28, NEMS, APACHE-III, SAPS-II, APACHE-II, and SOFA. These scores were generated from patients included in the CATS study. Results showed that it is possible to use patient severity scores to predict nursing requirement and corresponding nurse-to-patient ratio.

Chapter 8: Correlation between CATS calculated nursing intervention and patient sedative conditions. This chapter analyses the performance of current sedative assessment tools,
indicating the different sedative level during daytime and night time. In addition, it compares nursing workload with different sedative scores and different sedative drugs, testing patient nursing demands based on sedative conditions.

Chapter 9: Correlation between CATS calculated nursing intervention and different patient clinical conditions. In this chapter, nursing workload is compared with different factors that could affect patient nursing demands, including time of a day, patient severity scores, TISS-28, NEMS, patient age, gender, type of admission, intubation condition, and FiO2 level.

Chapter 10: Patient specific study and recommended nurse-to-patient ratio. In this chapter, 6 patients are selected to analyse variation of nursing demand, and possible factors influencing patient nursing demands are tested. In addition, a recommendation is made for nurse-to-patient ratio based on different time of the day and different patient illness severity levels.

Chapter 11: Conclusions, limitations and Future work. This chapter summarizes all the conclusion of previous chapter, points the limitations of system application, and lists future works for this research.
Chapter 2 Comparison of Possible Tracking Systems to Apply in Intensive Care Unit

Quantify nursing interventions and workload near the patient bedside area in the Intensive Care Unit (ICU) is a very challenging task. Traditional scoring systems have been developed to assess nursing intensity, such as the therapeutic intervention score system-28 (TISS-28) [2, 81, 82, 101, 102] and nurse activities score (NAS) [70, 78, 80, 103, 104]. Each TISS-28 point is theoretically equivalent to 10.6 minutes of nursing work in an 8-hour shift, and each NAS point corresponds to 14.4 minutes nursing work in a 24-hour shift [102]. However, both scoring systems require experienced researchers or nurses to complete specific form every 24 hours to account for changing patient condition. They are thus subject to variability and may not be able to capture specific trends. Finally, they have not changed in many years, and thus may not be as relevant or calibrated to the modern ICU environment. In addition, their applicability across different clinical practice may also be questioned. Hence, an automatic system that can objectively quantify nursing activity or workload in site is required.

To develop an automatic nursing workload detection system at the patient bedside, there are a few important issues that need to be considered and addressed. For example, the system, while capable of calculating the nursing workload automatically, must also protect both patient and nurse privacy [105-109]. In addition, the system should be robust and relatively noise free, separating what could be true workload from other inputs or forms of noise. Another requirement is that the system should be minimally obstructive or invasive of current ICU bedside workload, which is already laborious and strenuous [83, 110, 111]. Hence, the
system must not only fulfil the ability to automate calculation of activity and workload, but also consider other factors revolving around the project.

In this chapter, several potential approaches to continuously track nurse movement are presented and compared. These proposed approaches are reviewed and ranked based on the overall requirements enunciated. The system that ranked highest in the specific-scoring is further investigated and developed into the clinical activity tracking system (CATS) that is used in this research.

2.1 Introduction

Currently, there is no standard, automated method to consistently quantify patient and bedside nurse interaction. Adomat et al. used a video camera to record ICU nursing activity [87] and concluded that existing nurse-to-patient ratio classification methods are inappropriate. This video recording method does provide a general outline to optimize nurse-to-patient ratio. However, it is laborious, and subject to variability as it required experienced nurses to classify the recorded nursing activity and behaviour manually. Thus, there is a need for a clinically feasible approach to automatically record nursing movement around the bedspace, to enable analysis of the correlation between nursing activity and patient outcome.

Object positioning and tracking have been widely used in other research fields, such as human ergonomics and workspace management related studies [112-114]. Global Positioning System (GPS) and Local Position Measurement (LPM) are the most commonly known positioning systems being widely used in navigation and tracking [115-119]. GPS uses a tracking device to send signals of the current location of the device to a satellite to pin point the current location [90]. LPM uses similar concept as GPS, but at a smaller scale. It is
widely used in industrial tracking applications and indoor tracking usage, which is often required to know the position of a target within a locally restricted area [120-125]. However, all these systems require the nurse or other users to wear a tracking device, which can be invasive of privacy outside the bedspace.

According to the technology being used, positioning and tracking systems include the following categories: 1) Radio frequency identification (RFID), for example, SpotON, LANDMARC and RADAR are well-designed indoor location sensing systems based on RF signal technology [126-130]; 2) Cellular-Based systems, which are widely used for indoor mapping and localization applications [93, 131]; 3) Ultra-wide band (UWB) technology, which is used for precision localization applications for tracking high valued asset in hospital and factories [132-134]; 4) Wireless Local Area Network (WLAN), which is utilized in location determination and estimation [135-140]; 5) Bluetooth applied for indoor positioning situations [141-144]; 6) Ultra high frequency (UHF) technology that is also used for finding indoor objects [145, 146]; 7) Infrared (IF) detection, which can be used for specific target detection and fire detection [99, 147-149]; and 8) Computer vision (CV), which is widely used in facial reorganization, traffic optimization, color filtering and skeleton detection along with a wide range of security applications [100, 150-154]. All these positioning and tracking technologies have their unique usage in all sorts of different situations. Several, but not all, require the end users (nurses) to wear a tracking sensor of some form.

2.2 Requirements for the tracking system

In this study, the detection area focuses on patient bedside and does not extend beyond that area. An example of the ICU patient bedside layout is shown in Figure 2.1. This area of interest, also known as the nursing area, is where most clinical or nursing activities take
place. Such clinical nursing activities include cleaning patient wounds, daily cleaning, administration of intra-venous drugs or fluids, managing mechanical ventilation, and observing and recording vital signs.

Figure 2.1: Left: Layout of one unit in ICU; Right: a typical Christchurch ICU unit.

Thus, potential or proposed automated activity monitoring systems are required to fulfil several criteria:

1) **Accuracy**: The ability to accurately detect clinical staff, especially when there is noise or other objects.

2) **Continuity**: The ability of the system to continuously track the candidates. This criterion is important, as clinical activities at the bedside are not necessarily routine and can be quite variable in activity and intensity depending on patient condition.

3) **Multiple tracking**: The ability to track multiple people or activities from two or more people in the area of interest. Clinical activities that are labor intense require more clinical staff.

4) **Covered area**: The amount of detection area the can be covered by the system. Larger areas with higher resolution are preferable, although still limited to the bedspace.
5) **Positioning:** Positioning is an important feature, where the location of each tracked activity may provide information of the detail clinical activity. Higher accuracy of position detection will be given a higher score, as it will allow greater precision in grading the clinical intensity of monitored activity.

6) **Privacy:** One important criterion to evaluate is whether the system needs to gather a nurse’s personal information or position via a sensor on the nurse. A system that protects the nurses working environment privacy will thus have a higher score.

7) **Potential cost:** This criterion evaluated the cost involved based on the equipment required per bed and a lower cost will have a higher score.

The proposed systems are scored using a decision making based Weighting and Scoring Method [155].

### 2.3 Different tracking system designs

In this research, 4 detection methods were evaluated, of which 3 use a video recording and 1 requires the nurse to wear a signal transmitting device. The methods using any form of video camera are: 1) Facial detection; 2) Uniform/color detection; 3) A novel tracking system used Kinect. The method with signal transmitting device is 4) Local Position Measurement (LPM). The principle of each method is introduced and the advantages and disadvantages of each method are compared and checked against the requirements stated.

#### 2.3.1 Facial detection

The application of facial detection and facial recognition is widely used for biometric identification, video conferencing, indexing of image and video databases, security systems, and intelligent human–computer interfaces [152, 156-159]. Various different detection
patterns have been developed to efficiently recognize, categorize, and track a human face [160-164]. Using a video camera and a detection algorithm, a human face can be recognized based on several features, such as eyes balls, skin color, and face shape. In this particular application, a facial detection method was implemented in C++, where the procedure is explained in detail in Appendix 2.1.

Facial recognition can accurately monitor nurses when they are in range of the monitoring and facing the camera. However, these methods require partial or full facial features for detection. In reality, facial features are not always present at the ICU bedside. For example, the nurses may be facing away from the camera while performing clinical activities. Thus, this method is significantly limited to the distinct facial features. It also poses privacy and compliance risks as specific nurses are identified.

2.3.2 Color detection

There are many applications using color detection techniques in computer vision, such as skin color detection, traffic light detection, and flame detection [165-169]. The combination of color detection and other algorithms is widely used in other applications, such as herbaceous crop detection, detecting groups of people, and human gesture detection [150, 154, 170-172]. In this application, nursing staff in ICU would have to wear distinct colored uniforms. Thus, color detection can be applied to track nursing activity without specific individual detection.

In this application, the system implements ‘OpenCV’ [100, 173] and ‘OpenCVBlobsLib’ libraries [174] for image processing. System detected nurse uniform color (blue) can be highlighted in a ‘Black&White’ image to protect nurse privacy. Tracking this color cluster, as shown in Figure 2.2, enables tracking of nurse activity. This procedure is demonstrated in Appendix 2.2, and can be generalized to specific patterns or similar markers.
This method greatly reduces the need for specific individual feature detection. However, there are still disadvantages to this approach. First, color detection is exposed to significant non-clinical activity noise if an object or non-clinical person with similar color enters the detection area. Second, color detection or filtering is also limited in range. Thus, only nurses with a set color uniform can be detected. This color range can be extended to account for every possible combination. However, that approach would also increase the risk of erroneous detection. Third, it is difficult to track multiple nurses, especially if several nurses are overlapped in one frame. Fourth, environmental light can influence system robustness. For example, blue exposure has different color range under natural sunlight or LED lights. Last, the position of nurse is known in a 2-dimensional space that makes it more difficult to know their exact location in that space.

![Figure 2.2: Uniform color detection.](image)

### 2.3.3 Inferred detection

Infrared depth sensors are widely used in many applications. For example, spotted infrared target automatic detection and tracking, and satellite fire detection [99, 147]. Using this concept, a camera and infrared depth sensor can be fixed on the ceiling, facing downwards to
capture nurse location. In particular, the depth sensor allows objects/personnel within a set height to be detected in the tracking area. Figure 2.3 shows a sample image captured by the camera and depth sensor, where three candidates were identified. The left image shows the depth image captured from depth sensor and the right image shows the color information from the camera. The advantage of this method is that it can easily pinpoint the floor location for each nursing or clinical activity. However, the major disadvantage is a limited tracking area dependent on the sensors field of view, which trades off with accuracy. In particular, the location of the infrared sensor is limited to ceiling height, which bounds the total area of infrared projection, and thus the total tracking area. More details of this approach are explained in Chapter 3.

![Figure 2.3: The depth sensor captured image and the color image.](image)

### 2.3.4 LPM

Unlike Global Positioning Systems (GPS), local position measurement (LPM) is a more precise approach to locally track targets in a limited space or area. It is widely used in many areas, such as tracking of a single sportsman or whole teams, tracking of autonomous vehicles in industrial warehouses, and positioning vehicles and carts in large airports [152]. Figure 2.4 shows the basic LPM concept [120]. LPM requires at least four base-stations (BS), and they must be arranged in exactly known positions around the field of interest. The target
is called the measurement transponder (MT). The unknown position is determined by means of time-of-flight measurements of electromagnetic waves travelling from the transponder to the BS. The synchronization problem is solved by applying an additional reference transponder (RT) at a well-known and fixed position. The advantage of using LPM is that the 3D position of the nurse can be accurately identified at all times without specific identification. Multiple tracking is also easy to achieve.

However, LPM typically contains some sensors for the target to carry, to provide position reference. The most common possible choices of wireless transmission media are radio frequency (RF), optical communication (laser) and infrared [128]. No matter which type of sensor, the nurse is required to wear a transmitter tag from which the base-station can receive a signal. For example, nurses would have to carry a RF ID bandage [126] during their shift. Their position can be accurately recorded all the time. However, this extra requirement affects work satisfaction and provides an entryway for more intrusive monitory. In addition, it requires more base stations and other equipment around bedspace.

Figure 2.4: Basic arrangement of transponders, BSs, and MPU, and the signal flow within the LPM system.
2.4 Comparison of different systems

For these 4 different methods, there are 7 attributes considered in Table 2.1: Accuracy, Continuity Detection, Multiple Tracking, Covered Area, Positioning, Privacy and Potential Cost. Their weights are given according to importance in successfully tracking a nursing activity trajectory at the bedside relative to devices and areas of interest. Each attribute is scored from 0-5, where ‘5’ signifies the criteria are met extremely well, and ‘0’ signifies a solution does not meet the criteria at all. The total scores are summed across the attributes, and the best solution selected.

Table 2.1: Comparison between different recognition and tracking approaches

<table>
<thead>
<tr>
<th>Requirement Score (0~5)</th>
<th>Weight</th>
<th>Facial Detection</th>
<th>Uniform Detection</th>
<th>Infrared Depth Sensor</th>
<th>LPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>10%</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Continuity Detection</td>
<td>10%</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Multiple tracking</td>
<td>10%</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Covered area</td>
<td>10%</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Positioning</td>
<td>20%</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Privacy</td>
<td>20%</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Potential Cost</td>
<td>20%</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Total Score</td>
<td>100%</td>
<td>2.4</td>
<td>2.9</td>
<td>4.6</td>
<td>4.2</td>
</tr>
</tbody>
</table>

‘Accuracy’ evaluates when the system detects the object, whether the object is actually a nurse, especially when patient relatives or human size or height objects appear. Thus, for facial detection, it is required to recognize facial feature of the nurse and thus obtains the
highest score. LPM can continuously track specific nurse position, and thus also receives a 5. Uniform detection cannot ensure detected objects are a nurse, because family visitors or others may dress in similar colors as the nurse. Infrared cannot separate nursing intrusion from other objects either.

‘Continuity’ evaluates when nurses do appear in the detection area, whether the system can continuously record them, especially when they are not facing the sensor or are bent over the bed. LPM has the highest score as it can continuously record objects. Uniform detection could reliably track nurse motion when they are in the detection area. Infrared detection may lose the target if the nurse bends over beyond its detection range. Facial detection has the lowest score, as the nurse may not always face towards a fixed direction and sensor in many cases.

‘Multiple Tracking’ evaluates whether the system can record all nurses when there are multiple in the workspace, what the maximum number of people the system can record, and whether the system still works when the image is overlapped. LPM can always track multiple tagged targets, and receives the thus highest score. Infrared detection can also separate targets easily, as the sensor is placed on the ceiling. Uniform detection or facial detection may lose multiple targets when one nurse blocks another, and thus both receive lower scores.

‘Covered Area’ evaluates the size of the area and whether the system can cover the nursing area. LPM can cover the entire ICU and thus receives the highest score. Facial detection and uniform detection need to place the camera in front of the patient bed, and thus cover a larger area than the infrared detection. Thus these 2 methods get higher scores than infrared, but lower than LPM.
‘Positioning’ evaluates the ability to correctly record the position of the nurse at all time, especially the position where they carry out specific tasks or work. This location could be a 3-D location inside the ICU or a 2-D location around the bedspace to indicate where the nurse is located. LPM can generate very precise locations for tracked targets at all times, and thus given the highest score. Infrared detection can record a target’s 2-D location easily, as the sensor is placed on the ceiling. Uniform detection and facial detection cannot generate precise 3-D locations by one camera, and are difficult for 2-D location, and thus receive the lowest score.

‘Privacy’ evaluates whether the tracking system records nurse personal information, such as their facial features, or could do so, and also whether the system can stop recording them while engaged in private activities or away from the bedspace. Uniform detection and infrared detection do not require any personal information, and thus receive the highest scores. Facial detection needs to detect facial features, and thus gets the lowest score. LPM requires the nurse’s cooperation to wear a tracking tag, which would become an intrusive system, and thus gets a lower score.

‘Potential Cost’ evaluates the cost of equipment and the potential cost of installing and maintaining the system. Facial detection, uniform detection and infrared detection only require a single camera, infrared sensors and laptops. LPM costs much higher than the other 3 methods, and thus receives the lowest score.

Among these 4 methods, LPM and the Infrared Depth Sensor have shown the highest scores in accuracy as well as positioning, and in total in Table 2.1. Potential methods are thus
narrowed down between these 2. The Infrared Depth Sensor can much better protect nurse privacy than the LPM, as there is no need for nurses to wear transmitter tags. Considering that the Christchurch ICU has more than 100 nurses over all shifts for up to 20 beds, and many on-call nurses, asking permission of each of them is very challenging and likely to fail. In addition, infrared can record more information than the LPM. For example, the exact nursing activity can be recorded with a filtered camera, while LPM can only record time and position. This capability provides a better platform for the system for further expansion. Thus, the infrared depth sensing method is selected and further developed to for the application to automatically detect nursing activity at the patient’s bedside.

2.5 Summary

After evaluating all methods, it was found that the infrared depth sensor detection method is best suited for the application in monitoring nursing activity and workload around an ICU bedspace. Thus, efforts are made to develop this method further and implement it in the ICU environment. In the next chapter, the development of this clinical activity tracking system is presented. The details of the hardware, as well as software coding used in the system, are described in detail in this Chapter.
Chapter 3 Design and Development of Clinical Activity Tracking System (CATS)

In the previous chapter, it was found that the highest scoring sensor choice for motion and nursing workload tracking, based on the evaluation metric used, is the infrared depth sensor. This method is further investigated and developed for this research application. The motion tracking system used for nursing workload detection is called the clinical activity tracking system (CATS). This chapter presents the development of the hardware and software components of CATS, and how it is set up in a simulated test and development environment.

3.1 CATS hardware component: Microsoft Kinect

CATS development is based around the Microsoft Kinect System. Kinect is a motion sensing input device developed and commercialized by Microsoft for the Xbox 360 video game console and Windows PCs [175, 176]. Based around a webcam-style add-on device for the Xbox 360 console, it allows users to control and interact with the console using simple gestures and spoken commands. This CATS system will use the motion sensor functions of this interface. A version for Windows was released on February 1, 2012 with a Kinect software development kit (SDK) for Windows 7 released on June 16, 2011 [177]. This SDK allows .NET developers to write Kinect apps in C++/CLI, C#, or Visual Basic .NET.

Kinect builds on software technology developed by a subsidiary of Microsoft Game Studios [178, 179]. The range camera technology was developed by PrimeSense (bought by Apple Inc. in 2013) [180, 181]. The device features a RGB camera, depth sensor and multi-array microphone running proprietary software, which provides full-body 3D motion capture, facial
recognition and voice recognition capabilities. The depth sensor, which is the particular sensor used here, is composed of an infrared laser projector combined and a monochrome CMOS sensor. It captures video data in 3D under any ambient light conditions [182]. The Kinect software is capable of automatically calibrating the sensor based on game play and the player's physical environment, accommodating for the presence of furniture or other obstacles.

Kinect is also capable of simultaneously tracking up to six people, including two active players for motion analysis with a feature extraction of up to 20 joints per player if viewing them head on. Thus, there is the capability to detect multiple individuals, and, via their actions, one can determine their purpose in the setting. Equally, the wearing of markers to enable identification of role (doctor, registrar, nurse, specialist, and family visitor) would enable ready identification of roles for this research, if this level of segregation was required.

Reverse engineering shows the Kinect sensor outputs video at a frame rate of 30 Hz. The RGB video stream uses 8-bit VGA resolution (640 x 480 pixels) with a Bayer color filter. The monochrome depth sensing video stream is in VGA resolution (640 x 480 pixels) with 11-bit depth, which provides 2,048 levels of sensitivity. The area required to play using Kinect is roughly 6 m², although the sensor can maintain tracking through an extended range of approximately 0.7 - 6 m. The sensor has an angular field of view of 57° horizontally and 43° vertically, while the motorized pivot is capable of tilting the sensor up to 27° either up or down. The horizontal field of the Kinect sensor at the minimum viewing distance of 87 cm, and the vertical field is 63 cm, resulting in a resolution of just over 1.3 mm per pixel. The microphone array features four microphone capsules and operates with each channel processing 16-bit audio at a sampling rate of 16 kHz.
Figure 3.1 shows the overall, relatively small sensor package within the Kinect. There are many applications established based on Kinect technology, such as limb detection, joint recognition, Kinect display games, hand gesture recognition, fall detection, and indoor mapping [153, 183-187]. With this capability, Kinect is suitable for this proof of concept research. Multiple Kinect units can be used to cover the working area of an ICU patient bedspace.

![Kinect Schematic](image)

**Figure 3.1:** Kinect system image showing the overall sensor package. [188]

In this research, the Kinect is used as the main sensor unit and is mechanically mounted on the ceiling, facing downwards, to detect motion from above. Figure 3.2 shows the installation details of Kinect onto ceiling. Specifically, 8 neodymium magnets sit inside an acrylic glass board, which has been attached mechanically onto the ceiling. A stainless steel bracket is attached onto glass board and taped with Kinect base. The design of the bracket is included in Appendix 3.1.
3.2 Kinect range of detection

In the Christchurch hospital ICU, the distance between the ceiling and the floor is 2.7 m. The CATS test system is first set up in a laboratory environment with similar 2.7 m height to simulate a part of the patient bedside area in the ICU. A schematic drawing of the experimental CATS set up and corresponding system variables is shown in Figures 3.3 and 3.4. When the system is set up in this configuration, the Kinect horizontal axis is the X-axis and vertical axis is the Y-axis.

Figure 3.2: Mechanical installation of Kinect onto ceiling.

Figure 3.3: Front view of system configuration.
Figure 3.4: CATS configuration and geometry.

When detecting objects with the Kinect, the objects (humans) are imaged as blobs of pixels at a given depth and can be computed to estimate the actual size of the object. Figure 3.3 shows the computation of an object surface, in this case, the human head, width ($Wh$) corresponding to a pixel segment ($Wp$) detected in the Kinect in the X-axis. The distance between the human head and detection edge is defined as $b$. The distance from the ceiling to head is defined as $d$. The $Wh$ variable is obtained by a proportion based on the total number of frame pixels along the X-axis (640 pixels), as shown in Equation 3.1:

$$b = d \cdot \tan\left(\frac{57^\circ}{2}\right), \quad \frac{Wp_{X-axis}}{640} = \frac{Wh_{X-axis}}{2 \cdot b} \quad \Rightarrow \quad Wh_{X-axis} = \frac{2 \cdot b \cdot Wp_{X-axis}}{640}$$

(3.1)

From this relation between $Wh$ and $Wp$, the true length of the object detected within the sensing area can be estimated. Equally, if the segment belongs to the Y-axis, it is necessary to rotate the axis and replace 640 pixels with the 480 pixels sensor size along this axis, and $57^\circ/2$ with $43^\circ/2$, as shown in Equation 3.2.
\[ b = d \cdot \tan \left( \frac{43^\circ}{2} \right), \quad W_{PY-axis} = \frac{W_{Y-axis}}{2b} \Rightarrow W_{Y-axis} = \frac{2b \cdot W_{PY-axis}}{480} \] (3.2)

Finally, if a segment is not parallel to either the X-axis or Y-axis, it is necessary to combine the orthogonal components during computation, as shown in Equation 3.3:

\[ Wh = \sqrt{\left(\frac{2d \cdot \tan(57^\circ/2) \cdot W_{X-axis}}{640}\right)^2 + \left(\frac{2d \cdot \tan(43^\circ/2) \cdot W_{PY-axis}}{480}\right)^2} \] (3.3)

Aside from \( Wh \) estimation based on the distance between \( b \) and \( d \), there are also several important system variables that will affect the total tracking area, as shown in Figure 3.4. The variables are:

1. Height: Refers to the test candidate height (from the floor), which realistically varies from 1.52 to 1.90 m [189].

2. Depth: Refers to the depth from the ceiling to the floor. To capture test candidates, the Maximum Depth was set to the height of a shorter person’s chest, 1.04 m from the ground, and the Minimum Depth was set above a taller test candidate’s chest, 1.74 m from the ground.

3. Blob and Blob size: Every object that enters into the tracking area is known as a ‘blob’. Every blob is identified by enclosing its contour with a rectangle, as well as a centre point.

The contiguous objects of interest in the covered zone are filtered using several empirically determined values. The system removes any blob size \( Wh > 35000 \) pixels (0.5 m × 0.5 m, e.g. patient bed) or \( Wh < 5500 \) pixels (0.2 m × 0.2 m, e.g. noise) being removed, according to
Equation 3.3. This filtering thus only captures blobs similar to human size, and ignores any others that are too large or too small.

Each detected object of interest (blob) is measured using pixel counters to detect its width and length. If the detected blob size is within the empirically set thresholds, the centre point’s location of the blob in the area of interest is recorded. Up to 4 blobs can be detected and tracked simultaneously, which is a realistic maximum number of clinical staff for the section of bedside area and intended scenario.

3.3 CATS software component

To set up CATS and achieve the desired image processing, the CATS software was developed using the Microsoft Visual Studio 2010 Express [190] environment that includes the ‘Kinect for Windows SKD’ [191], ‘OpenCV2.3.1’ [100, 192-194] library, ‘OpenNI’ [195, 196] library, and the ‘Kinect-OpenNI-Bridge’ [197] driver. For this application, the CATS image processing component is implemented in a HP Probook 6550B laptop with 32-bit Windows 7 operating system.

3.3.1 OpenNI

OpenNI (Open Natural Interaction) is a multi-language, cross-platform framework that defines APIs (Application Programming Interface) for writing applications utilizing Natural Interaction [198]. OpenNI APIs are composed of a set of interfaces for writing NI applications. The main purpose of OpenNI is to form a standard API that enables communication with:

- Vision and audio sensors (the devices that ‘see’ and ‘hear’ the figures and their surroundings.)
Vision and audio perception middleware (the software components that analyse the audio and visual data that is recorded from the scene, and comprehend it). For example, software that receives visual data, such as an image, returns the location of the palm of a hand detected within the image.

OpenNI supplies a set of APIs to be implemented by the sensor devices, and a set of APIs to be implemented by the middleware components. By breaking the dependency between the sensor and the middleware, OpenNI’s API enables applications to be written and ported with no additional effort to operate on top of different middleware modules, creating a “write once, deploy everywhere” approach. OpenNI’s API also enables middleware developers to write algorithms on top of raw data formats, regardless of which sensor device has produced them, and offers sensor manufacturers the capability to build sensors that power any OpenNI compliant application [199].

The OpenNI standard API enables natural-interaction application developers to track real-life (3D) scenes by utilizing data types that are calculated from the input of a sensor, for example, representation of a full body, a hand location, an array of the pixels in a depth map and so on. Applications can thus be written regardless of the sensor or middleware providers.

Figure 3.5 displays a three-layered view of the OpenNI concept with each layer representing an integral element:

- Top: Represents the software that implements natural interaction applications on top of OpenNI.
• Middle: Represents OpenNI, providing communication interfaces that interact with both the sensors and the middleware components that analyse the data from the sensor.
• Bottom: Shows the hardware devices that capture the visual and audio elements of the scene.

Figure 3.5: Three-layered view of the OpenNI Concept with each layer representing an integral element. [199]

To use OpenNI under a C++ 2010 platform, it is also necessary to install the ‘Kinect-OpenNI-Bridge’ [197]. This ‘Kinect-OpenNI-Bridge’ is an experimental module that connects the Kinect SDK to OpenNI and allows the applications to use Kinect for Windows over OpenNI. It is thus an enabling software module.

3.3.2 OpenCV
OpenCV is an open-source BSD-licensed library that includes several hundred computer vision algorithms, mainly aimed at real-time computer vision [200]. It has C++, C, Python
and Java interfaces, and supports the Windows, Linux, Mac OS, IOS and Android operating systems. The OpenCV environmental setup is explained in detail in Appendix 3.2. The OpenNI environmental setup is similar to OpenCV.

### 3.3.3 Kinect for Windows software development kit (SDK)

The Kinect for Windows software development kit (SDK) enables users to create commercial or Windows store apps and experiences that support gesture and voice recognition. It uses C++, C#, Visual Basic, or any other .NET language or Windows Store projection. The integrated developer toolkit includes sample applications with access to full source code, Kinect Studio, and resources to simplify and speed up application development [201].

### 3.4 Imaging processing procedures and storage

#### 3.4.1 CATS software system initialization

The CATS system consists of two image algorithms: depth image and color image. The system imports the ‘OpenCV’ library [173] and ‘OpenNI’ library [202] to process image information gathered by the Kinect sensor. It is necessary to use a color image system, as system validation requires the captured depth image to be compared with color image. System initialization includes: 1) Depth and color variable assignments; 2) Initializing the Kinect device; 3) Extracting the depth image and color image, and writing them into the variables established in Step 1; and 4) Aligning the depth image and color image. In particular, each time the Kinect starts, the color and depth images are not overlapped well. Thus, it is important to align infrared image to correspond to the color image, so that these two images are overlapped, capturing same objects. Coding details are presented in Appendix 3.3.
### 3.4.2 Image filtering based on the range of minimum and maximum depth

The Kinect for Windows software development kit (SDK) [191] provides its own class for keeping captured images. It holds ‘Width’, ‘Height’, ‘Bytes per Pixel’, and raw data in bytes. For RGB video frames, each pixel holds 4 channels information in 32-bit XRGB format. Each channel has an 8-bit storage space, which can store values ranging from 0~255. For the depth image frame, each pixel holds a 12-bit depth of data in one channel, stored in two bytes with the upper 4 bits unused. Each pixel (each channel) can store values from 0~255. Depth data of value 0 means that objects at this position are out of detection range, either too close or too far, using pure black to represent value 0. In addition, a value 255 means that object at this position has reached the depth sensor minimum setting and become the brightest color, using a value of 255 to represent pure white.

When an object approaches from long distance to less than 0.6 m to the camera sensor, the pixel value changes from 0 to 255 and suddenly back to 0, and the image frames change from black to grey to pure white and then suddenly to black. The change is demonstrated in Figure 3.6.

The maximum and minimum detection range is set according to a predetermined population range. The maximum depth is slightly below human chest area or approximately 1.1 meters from the floor, and the minimum depth setting is around the human head area or approximately 1.8 meters from the floor. Figure 3.7 shows an example when people in the circle squat down in the CATS detection area, it causes them to disappear from the depth image. In addition, fixed objects, such as the table and chair, can be filtered, as they are above the maximum depth setting.
Figure 3.6: Detected object changes from black (out of detection area or above maximum detection setting) to gray (just entering maximum detection setting) to white (close to minimum detection setting), and then suddenly black (less than minimum detection setting).

Table and chair cannot be detected

Squat down and disappear

Figure 3.7: Object disappears when they are out of the Maximum and Minimum Depth range, thus eliminate the influence of table and desk, especially in ICU case, the influence from patient bed and curtain. In the top frames, the top left person stands and lower left squats. In the bottom frames, the roles are reversed. The third person, on the right, remains fixed partly squatting.
To filter objects or blobs in a specific depth range, the CATS system first extracts a depth image and writes it into an array (Figure 3.8 left image). Then, the system generates a depth image mask using the function ‘createDepthMask’ (in detail in Appendix 3.3). Any objects between the minimum and maximum depth are set as 0 and the rest are set as 255 (Figure 3.8 middle). Next, the combination of original depth image and generated mask is created, and the result is named as the ‘Depth Image Visible’ (Figure 3.8 right). In the Depth Image Visible, any pixel with value 0 in the mask maintains value 0 (black), while those pixels with values of 255 in the mask image are scaled from 0~255 (grey scale). This procedure discussed above is provided in detail in Appendix 3.3.

Figure 3.8: Depth image captured from Kinect is combined with generated mask to create ready for used depth image. Generated Mask can filter objects out of detection range, only keeping those between maximum depth and minimum depth.

3.4.3 Identification of human size blobs: filtering large and small blobs

The concept of a blob is defined as a cluster of pixels with values more than 0 and connected to each other in either rows or columns, as shown in Figure 3.9. Like the OpenCV and ‘OpenNI’ library, ‘OpenCV’ developed a publically accessible ‘OpenCVBlobsLib’ library [174]. It contains functions, such as blob extraction, blob filtering, and blob computation. The CATS software system implements ‘OpenCVBlobsLib’ to detect blobs and filter human size blobs. First, the system creates a variable defined as ‘blobs’ and extracts the blobs from the Depth Image Visible created in the last step. The system then filters blobs larger than the
upper limit and smaller than the lower limit, and prepares for further processing (Appendix 3.3).

**Figure 3.9:** Connected arrays of pixels defined as blobs.

Based on the estimation from Equation 3.3, any blobs bigger than 35000 pixels and any blobs smaller than 5500 pixels are ignored, as shown in Figure 3.10. Figure 3.10(a) shows that the object/person is not recorded in the depth image if it exceeds 35000 pixels. Only blobs with a white rectangular box are recorded. The red circled blob exceeds 35000 pixels upper limit, and thus system does not record its position. This filtering thus ignores large objects, such as medical trolleys, X-ray machines, and other equipment. Figure 3.10(b) shows that when an object with less than 5500 pixels enters the detection area, for example, a hand, it is not recorded, as well. This filtering also acts as system noise filtering.

**Figure 3.10:** Objects bigger or smaller than human size are not recorded. (a): The large blob created by having a subject carrying a large tray close to their body is filtered. Position of person at the right top corner is recorded, as shown with a white rectangular box. (b): The small blob created by raising a person’s hand is filtered, and the tracked blobs are distinguished by a box.
3.4.4 Identifying head-shoulder distance and blob grouping

For objects detected in Depth Image Visible, the corresponding central point is calculated, by averaging row and column indexes. A rectangular box is drawn to show the boundary of each blob. The average value of all pixels in each blob is also calculated, and this value is used to estimate the distance between objects and camera.

When all the blobs are detected, CATS software system allocates each blob an index number. The first blob is assigned as the brightest blob in group one. The system then calculates the distance between the first blob and the second blob by function ‘getBlobDistance’. This function uses the central point of each blob to calculate the distance in terms of pixel, as shown in Equation 3.4:

\[
\text{Blob Distance} = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}
\] (3.4)

The first blob centre is \((x_1, y_1)\) and the second blob centre is \((x_2, y_2)\). If the distance is larger than 150 pixels (approximately 0.15 m), the second blob is assigned to a second blob group. If the distance is less than 150 pixels, it will allocate the second blob into the same blob group as the first blob. In each blob group, the CATS software system compares the average value of each blob and keeps the ‘brightest’ blob, and uses it to represent the blob group. An example of this image filtering is shown in Figure 3.11.

The reason for the implementation of this filtering algorithm is that when any person bends over, the body and head may be detected as two separate blobs in the depth image when it should be one. This algorithm has a limitation if there are two or multiple objects/people that are too close (less than 150 pixels), and the blobs would merge into one. However, in reality,
this situation is unlikely to happen in a clinical bedspace, and if it does, it only lasts for few seconds. This filtering algorithm can also be found in Appendix 3.3.

Figure 3.11: Example of multiple blobs within 150 pixels distance combining into one.

3.4.5 CATS data recording
CATS records the location of the blobs at 30 frames per second (fps). In every 1 second, the centre of each test candidate is written into a database. The process procedure for identifying the centre position of every candidate blob is as follows:

1) Blobs with different size and depth value are detected;
2) Blobs that are too small or too big are eliminated, leaving only ‘human size’ blobs;
3) If multiple blobs were detected, the distance between blobs is calculated;
4) If the distance between blobs is small, the multiple blobs near to each other are combined into one. Otherwise, they remain as multiple blobs;
5) The centre of all the blobs are recorded and stored in the CATS database.

One of the system requirements is that the system needs to track multiple people. Thus, it is essential for the system to separate and identify each person. After getting each blob’s
position, they are compared with blobs in previous frames. Blobs with the minimum distance across consecutive frames are treated as the same person, as it is impossible that two people would swap positions in a single frame given the distances and scenarios involved, with the frame rate of 0.033 seconds.

For CATS, all object positions and corresponding times are stored in a plain text file. The depth and color image (video) with time were also recorded for comparison and validation. A sample of data recorded during a simulation is shown in Table 3.1. The corresponding depth and color image frames in Table 3.1 are also shown in Figure 3.12. The procedure can also be found in Appendix 3.3.

**Table 3.1**: One example of recorded blobs and related time

<table>
<thead>
<tr>
<th>Year</th>
<th>Time</th>
<th>X of Blob 1</th>
<th>Y of blob 1</th>
<th>X of blob 2</th>
<th>Y of blob 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>20140821</td>
<td>103817</td>
<td>x0=563</td>
<td>y0=135</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20140821</td>
<td>103818</td>
<td>x0=548</td>
<td>y0=095</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20140821</td>
<td>103819</td>
<td>x0=298</td>
<td>y0=043</td>
<td>x1=547</td>
<td>y1=082</td>
</tr>
<tr>
<td>20140821</td>
<td>103820</td>
<td>x0=292</td>
<td>y0=042</td>
<td>x1=541</td>
<td>y1=076</td>
</tr>
<tr>
<td>20140821</td>
<td>103821</td>
<td>x0=295</td>
<td>y0=034</td>
<td>x1=547</td>
<td>y1=072</td>
</tr>
<tr>
<td>20140821</td>
<td>103822</td>
<td>x0=317</td>
<td>y0=057</td>
<td>x1=543</td>
<td>y1=075</td>
</tr>
</tbody>
</table>

**Figure 3.12**: An example of recorded depth image frame with 2 person detected and current time is displayed at the right top corner. The original point is at frame left top corner. The relatively position are saved in ‘csv’ file and shown in Table 3.1.
3.5 Summary

This chapter presents the development of the hardware and software component of CATS. A Microsoft Kinect with image and infrared depth sensor was used in conjunction with a portable laptop for the CATS hardware. The software was written in Microsoft Express C++ with OpenNI, ‘OpenCV’ and Kinect SDK. The images recorded using the Kinect were processed and filtered to obtain images for data storage in this application.

In the next chapter, the performance of this system is tested in a laboratory environment. Several tests carried out by test subjects will simulate movement in the CATS tracking area. The main goal is to validate and quantify the accuracy and precision of CATS. In addition, preliminary metrics to evaluate workload in the tracking area are also developed and presented.
Chapter 4: CATS Performance in an Experimental Environment

4.1 Introduction

The design and development of the hardware and software system for clinical activity tracking system (CATS) were presented in Chapter 3. CATS is specifically designed to monitor and track clinical activity at the patient bedside. The system is first tested in a laboratory setting to simulate actual conditions where CATS will be implemented for clinical validation. In addition, this setup enables specific system variables, such as detection depth and blob size setting, mentioned in Chapter 3 to be tested for reliability and robustness.

This chapter presents two important metrics that can be used to evaluate ICU nursing activity. These metrics are: 1) distance travelled within area; and 2) dwell time or time spent in area. The first assesses time in clinically relevant activity, and the second the time using specific device or therapeutic system. In addition, the experimental sets up one methodology, as well as the results found investigating the performance, robustness, and reliability of CATS are presented. The results presented in this Chapter will be used to justify the application of CATS in a clinical setting.

4.2 CATS nursing activity evaluation metrics

For CATS, two evaluation metrics were developed to monitor and quantify patient-nurse interaction:
1. Distance travelled:

This first metric is the relative distance travelled by the nurse within the monitored area. This distance is measured from a fixed point, as illustrated in Figure 4.1. This fixed point can be set at the corner of the patient bedside or any other relevant location. With this specific location, a smaller distance between the nurse and patient bedside suggests that the nurse is near to the patient and taking care of the patient or working on a more intensive clinical activity. If the measured distance is larger, and remains so for several seconds, it can be an indication that the nursing activity is focused on data recording, or other less intensive activities.

![Distance measurement diagram](image)

**Figure 4.1:** The distance between each nurse and the fixed point

2. Dwell time:

The second metric is dwell time. Dwell time is recorded as the time when a nurse is not moving in the area of interest and thus standing in a fixed position while performing clinical tasks. By retrospectively analysing the dwell time, the relationship between nursing activities [78, 87] and patient condition can be determined. Hence, for patients with different illness scores, it should become possible to quantify the labour involved in taking care of each
patient. Equally, for patients with the same illness scores, it is possible to determine why, or if, they need different amounts of care, and thus, which conditions or disease states require more nursing staff.

4.3 System evaluation methodology

CATS has several system variables. These variables can be fine-tuned based on the location of its application, as well as the object of interest within the testing areas. These variables include: 1) detecting depth range, which determines the detection distance; 2) object size filter, which determines the size of blobs being recorded; 3) blob distance grouping filter, which controls combining several overlapping blobs into one; 4) recording time interval, which controls the frequency at which blobs are recorded; and 5) maximum recorded blobs, which controls how many blobs each sensor can contain. In this experiment, the performance of CATS with different system variable settings is evaluated. A five-step experimental procedure was used to test the system performance and consistency of each set of variables:

1) A test subject with the height of 1.74 m enters into the detection area to obtain an optimal infrared depth sensing range. This selection was done based on the median height of the population [189]. Under this procedure, the CATS total area detection range is also calculated.

2) Different blob size filters are tested in the detection area to obtain the optimal filtering range settings.

3) Using the optimal system setting, test subjects perform different walking patterns that were designed to test system accuracy, repeatability and robustness.
4) Test subjects with different heights enter the detection area for testing. Three candidates with different heights of 1.74 m, 1.52 m and 1.90 m were included in the study to span the likely height range [189], to test robustness to variation in height.

5) CATS is finally tested with multiple test subjects entering the detection area simultaneously. This condition is used to simulate multiple nurses assisting each other in an ICU bed space.

4.3.1 Walking patterns for single candidate tests

The tracking area is divided into 4 zones, and labelled A, B, C and D. In the tracking area, 9 distinct feature points are set, as numbered in Figure 4.2. The 9 feature points are used to help indicate where the test candidate should stop for each pattern tested. The fixed point is at the top right corner, and the original point of coordinate system is at the left bottom corner. The test candidate with 1.74 m height performed four different walking patterns, as shown in Figure 4.3. Each walking pattern was repeated 5 times. The time spans in each region indicate time intervals when the person stopped walking at a specified location and was assessed as dwell time.

**Figure 4.2:** The tracking area is divided into 4 zones with 9 designated feature points.
4.3.2 Walking patterns for two candidate tests
The walking pattern for two test candidates is shown in Figure 4.4. The first candidate was 1.90 m tall and the second candidate was 1.67 m tall. The results show the robustness of CATS for two people simultaneously in the space. Given the area size, it is unlikely that three people will use it at one time. However, the system is general enough to perform tracking for more people.

Figure 4.4: The walking pattern designed for two people. The first candidate was 1.90 m tall and the second candidate was 1.67 m tall. Person 1 stopped at points 1-3-9-7 for 20-40-20-40 seconds, and Person 2 stopped at points 9-7-1-3 for 20-40-20-40 seconds.
4.3.3 Testing process for determining the optimal system setting

The test regime was designed as follows:

1) Setting the system maximum and minimum infrared sensor depth: a test candidate with 1.74 m height performed the walking pattern in Figure 4.3(a). The pattern was walked as consistently as possible and dwell times were held using a stopwatch and directed by an external person. To test the system’s robustness to different dwell time intervals, two different patterns in Figure 4.3(a) and Figure 4.3(c) were used.

2) Blob filter selection: combinations of filter thresholds of 5000-20000 pixels and 5500-30000 pixels were tested to find the best blob filter for the tests in Step 1.

3) Different path pattern tests: the settings obtained from steps 1-2 were used to test all 4 patterns in Figure 4.3 and calculate the accuracy and consistency versus known dimensions and dwell times, using one test candidate with the average 1.74m height.

4) Different candidate height test: after optimisation with the 1.74 m tall person in steps 1-3, the system was tested for heights ranging from 1.50-1.90 m using the pattern of Figure 4.3(a). The results were used to adjust the Maximum Depth value that would work for the majority of the population, and this provides robustness to this variable.

5) Multiple candidates test: to test the system for multiple concurrent people, the final optimal setting was tested for the 1.67 m and 1.90 m candidate simultaneously using the patterns shown in Figure 4.4.

4.3.4 Absolute percentage error (APE) of motion tracking

The system’s ability to capture motion information was assessed using absolute percentage error (APE) compared to the average distance over all iterations from the fixed point as shown in Equation 4.1:
APE (t) = \left\| \frac{\text{Distance}(t) - \text{Average Distance}}{\text{Average Distance}} \right\| \times 100\% \tag{4.1}

where

t=\text{Time spent in tracking area.}

The Median, inter-quartile range (IQR) and 90% confidence interval (CI) of the APE are calculated. The APE (t) for 5 test iterations are then averaged. These statistical metrics, along with dwell time, assess the system’s ability to accurately and robustly capture the test candidates or nurses trajectory when moving in the space.

An example of the calculation process is shown in Table 4.1. First, the system records the location of the test candidate. Then, the distance from the test candidate to a predetermined fixed point was calculated. This process is repeated for 5 iterations. Then, the average of these 5 iterations is calculated, along with APE. Finally, the 5%, 25%, 50%, 75%, and 95% percentile is generated and averaged, and the cumulative distribution is plotted.

Table 4.1: Distance to a fixed point (640,480) within 120 seconds for 5 iterations and one subject. The APE is calculated using Equation 4.1. 5%, 25%, 50%, 75%, and 95% percentile is generated and averaged.

<table>
<thead>
<tr>
<th>Time</th>
<th>Distance (pixel)</th>
<th>APE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>511.1</td>
<td>488.6</td>
</tr>
<tr>
<td>2</td>
<td>500.5</td>
<td>485.4</td>
</tr>
<tr>
<td>3</td>
<td>499.8</td>
<td>487.7</td>
</tr>
<tr>
<td>120</td>
<td>581.4</td>
<td>594.6</td>
</tr>
</tbody>
</table>

5\textsuperscript{th} Percentile

25\textsuperscript{th} Percentile

50\textsuperscript{th} Percentile

75\textsuperscript{th} Percentile

95\textsuperscript{th} Percentile

| 0.96 | 0.41 | 0.25 | 0.26 | 0.28 | 0.43 |
| 0.99 | 1.96 | 0.82 | 0.81 | 0.89 | 1.09 |
| 1.06 | 2.59 | 1.27 | 1.35 | 2.05 | 1.67 |
| 1.13 | 6.33 | 3.08 | 5.31 | 6.53 | 4.47 |
| 1.16 | 11.15 | 10.55 | 10.81 | 22.45 | 11.22 |
4.3.5 Additional data processing:

After CATS recorded test candidate blobs position and corresponding time, these information are further processed using Matlab R2014a (Version 8.3) [203-207]. The system identifies the number test candidates in each test and locates the data accordingly. If any blob remains in a region for 5 or more seconds, system starts to store blobs positions and corresponding times, and any blobs appeared shorter than 5 seconds are ignored. Figure 4.5 shows the 3-D plot of test candidate position and corresponding time, where dwell time is time spent at a fixed (x, y) position.

![3-D plot](image)

**Figure 4.5**: 3-D plot of test candidate centre position versus dwell time. Test candidate follow walking path in Figure 4.3(a), with 5 iterations.

4.4 Results

4.4.1 Test 1: finding optimal maximum and minimum depth

*Area covered:*

In this study, the size of the tracking area varies depending on the value of the Maximum Depth. Several combinations of minimum and maximum depth were tested. This study was
performed with a test candidate at the height of 1.74 m. Table 4.2 shows the combinations tested and their resulting total tracking area.

**Table 4.2:** Tracking area based on maximum and minimum depth variables

<table>
<thead>
<tr>
<th>Candidates Body Part</th>
<th>Depth</th>
<th>Total Tracking Area (Length (m) ( \times ) Width (m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head (0.96 m - 1.16 m)</td>
<td>Minimum Depth (m): 2.7 - 1.74 = 0.96; Maximum Depth (m): 2.7 - 1.54 = 1.16</td>
<td>1.38 ( \times ) 1.00</td>
</tr>
<tr>
<td>Chest (0.96 m - 1.46 m)</td>
<td>Minimum Depth (m): 2.7 - 1.74 = 0.96; Maximum Depth (m): 2.7 - 1.24 = 1.46</td>
<td>1.90 ( \times ) 1.40</td>
</tr>
<tr>
<td>Thigh (0.96 m - 1.96 m)</td>
<td>Minimum Depth (m): 2.7 - 1.74 = 0.96; Maximum Depth (m): 2.7 - 0.74 = 1.96</td>
<td>2.30 ( \times ) 1.60</td>
</tr>
</tbody>
</table>

**Comparison between head, chest and thigh detection**

In these 3 infrared depth settings and with respect to total tracking area, the test candidate performs a walking pattern for 5 iterations. The corresponding result is shown in Table 4.3. Table 4.3(a-c) shows the distance travelled using different levels of depth in the body for detection. The Y-axis indicates the distance from the fixed point A measured pixels. Each test-iteration is represented by an individual line. Table 4.3(d-f) shows the dwell time of the first iteration. Table 4.3(g-i) shows cumulative distribution of the errors from 5 trials, the average Median, IQR and 90% CI of Error are also presented. The results in Table 4.3 show that tracking chest and thigh are comparatively more robust than tracking the head based on Maximum Depth, which means that the maximum depth should be greater than 1.46 m. However, tracking at thigh height begins to reach patient bed height range, so may result in additional errors.

Detecting the head involves relatively higher movement noise even when the candidate is standing still. There are several possible reasons behind this added error or noise. The
candidate’s head is relatively nearer to the Kinect infrared sensor camera, and thus even slight movements are detected and may cause unwanted noise. In addition, the Kinect uses an infrared sensor. Thus the reflective properties of the detected surface can play an important role. The surface of the human head is more variable compared to the larger smooth surfaces, such as the shoulders. Finally, there is often or always small head motion that may cause further noise. Thus, tracking head surface will result in higher noise as shown in Table 4.3(a).

Table 4.3: Test 1: The consistency of tracking with different maximum depth. The walking pattern used is shown in Figure 4.3 (a), with the Fixed Point at top right corner, as shown in Figure 4.2. In plots a) - c), each line shows the distance to the fixed point for different iterations; plots d) – f) show the dwelling time of the first iteration; and plots g) – i) show the error CDF over 5 iterations.

<table>
<thead>
<tr>
<th>Depth: 0.96-1.16 m(Head Detection)</th>
<th>Depth: 0.96-1.46 m(Chest Detection)</th>
<th>Depth: 0.96-1.96 m(Thigh Detection)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image_a" alt="Distance to Fixed Point" /></td>
<td><img src="image_b" alt="Distance to Fixed Point" /></td>
<td><img src="image_c" alt="Distance to Fixed Point" /></td>
</tr>
<tr>
<td><img src="image_d" alt="Dwell Time" /></td>
<td><img src="image_e" alt="Dwell Time" /></td>
<td><img src="image_f" alt="Dwell Time" /></td>
</tr>
<tr>
<td><img src="image_g" alt="Error CDF" /></td>
<td><img src="image_h" alt="Error CDF" /></td>
<td><img src="image_i" alt="Error CDF" /></td>
</tr>
</tbody>
</table>

Median=4.15; IQR=[1.68,9.95]; 90%CI=[0.32,19.48]  
Median=1.64; IQR=[0.70, 3.90]; 90%CI=[0.18, 13.61]  
Median=1.45; IQR=[0.59, 4.40]; 90%CI=[0.14, 11.11]
Comparison of different minimum depths

Chest detection is found to be more reliable during motion tracking, and the Maximum Depth is thus fixed as 1.46 m. With this Maximum Depth threshold, the Minimum Depth value was tested at 0.66 m, 0.96 m and 1.26 m respectively. Recall that these distances are down from the 2.7 m high ceiling. In this iteration, the walking pattern in Figure 4.3(c) was used to test system robustness for different dwell times. The resulting motion paths and dwell time are shown in Table 4.4 for all cases.

Table 4.4: Test 1: The consistency of the tracking with different minimum depth. The walking pattern used is shown in Figure 4.3 (c), with the Fixed Point at top right corner. In plots a) - c), each line shows the distance to the fixed point for different iterations; plots d) – f) show the dwelling time of the first iteration; and plots g) – i) show the error CDF over 5 iterations.

<table>
<thead>
<tr>
<th>Depth: 0.66-1.46 m</th>
<th>Depth: 0.96-1.46 m</th>
<th>Depth: 1.26-1.46 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1.24-2.04 m above floor)</td>
<td>(1.24-1.74 m above floor)</td>
<td>(1.24-1.44 m above floor)</td>
</tr>
<tr>
<td>a)</td>
<td>b)</td>
<td>c)</td>
</tr>
<tr>
<td><img src="image1.png" alt="Distance to Fixed Point" /></td>
<td><img src="image2.png" alt="Distance to Fixed Point" /></td>
<td><img src="image3.png" alt="Distance to Fixed Point" /></td>
</tr>
<tr>
<td>d)</td>
<td>e)</td>
<td>f)</td>
</tr>
<tr>
<td><img src="image4.png" alt="Dwell Time" /></td>
<td><img src="image5.png" alt="Dwell Time" /></td>
<td><img src="image6.png" alt="Dwell Time" /></td>
</tr>
<tr>
<td>g)</td>
<td>h)</td>
<td>i)</td>
</tr>
<tr>
<td><img src="image7.png" alt="Cumulative Probability" /></td>
<td><img src="image8.png" alt="Cumulative Probability" /></td>
<td><img src="image9.png" alt="Cumulative Probability" /></td>
</tr>
</tbody>
</table>

- Median=1.78; IQR=[0.73, 4.05]; 90%CI=[0.16, 8.11]
- Median=1.12; IQR=[0.52, 4.11]; 90%CI=[0.08, 10.57]
- Median=2.24; IQR=[1.09, 4.48]; 90%CI=[0.21, 17.33]
It was found that the different Minimum Depths tested all yielded less error comparing to Table 4.3 (a). It can be concluded that minimum depth parameter has relatively little impact on the tracking ability of the system. Based on these results, the Minimum and Maximum Infrared Depth settings can be set at 0.96-1.46 m to achieve optimal and robust motion tracking.

**4.4.2 Test 2: different blob filters**

The walking pattern in Figure 4.3(a) was used to obtain the blob filters. Table 4.5 shows the motion tracking and dwell time using different blob filters of 5000-20000 pixels and 5500-30000 pixels respectively. It was found that setting the minimal value at the 5000 pixel threshold was able to exclude blobs similar to taller candidate’s head size, while a threshold of 30000 could readily include a taller candidate’s shoulder size. Thus, this range was used.

It was also found that the blob size significantly influences the motion tracking. The optimal blob filter size used in this study was determined using Equation 3.3 and heuristic methods in testing various pixel combinations. A filter of 5500-30000 pixels showed a significantly more robust result than a filter of 5000-20000 pixels, which is supported by the results in Table 4.5.

From the results above, the Maximum and Minimum Depth was set to 0.96-1.66 m from the ceiling, and the blob filter size was set to 5500-35000 pixels. The increases in maximum depth from 1.46 m to 1.66 m and maximum blob size threshold from 30000 to 35000 was to allow the system to track a wider range of people. The settings are thus the most general and robust, while providing good accuracy for distance and dwell time.
Table 4.5: Test 2: The consistency of tracking with different blob filter. The walking pattern used is shown in Figure 4.3 (a), with the Fixed Point at top right corner. Plots a) and b) show distance from the fixed point for each iteration; plots c) and d) show the dwelling time of the first iteration; and plots e) and f) show the error distributions.

<table>
<thead>
<tr>
<th>Blob Filter: 5000-20000 Pixels</th>
<th>Blob Filter: 5500-30000 Pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image.png" alt="Graph a)" /></td>
<td><img src="image.png" alt="Graph b)" /></td>
</tr>
<tr>
<td><img src="image.png" alt="Graph c)" /></td>
<td><img src="image.png" alt="Graph d)" /></td>
</tr>
<tr>
<td><img src="image.png" alt="Graph e)" /></td>
<td><img src="image.png" alt="Graph f)" /></td>
</tr>
</tbody>
</table>

Median=5.14; IQR=[2.29, 12.01]; 90%CI=[0.78, 31.65]

Median=1.64; IQR=[0.70, 3.90]; 90%CI=[0.18, 13.61]

4.4.3 Test 3: different walking paths

Pattern A from Figure 4.3(b) and Pattern B from Figure 4.3(d) were used to compare the consistency of different walking paths, and the results are shown in Table 4.6. The results
demonstrate the ability of CATS motion tracking to adapt to different walking patterns. It is thus robust to pattern with the previously determined settings.

**Table 4.6:** Test 3: The consistency of tracking with different paths.

<table>
<thead>
<tr>
<th>Path Pattern A (Figure 4.3(b))</th>
<th>Path Pattern B (Figure 4.3(d))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a)</strong></td>
<td><strong>b)</strong></td>
</tr>
<tr>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
</tr>
<tr>
<td><img src="image3.png" alt="Diagram" /></td>
<td><img src="image4.png" alt="Diagram" /></td>
</tr>
<tr>
<td><img src="image5.png" alt="Diagram" /></td>
<td><img src="image6.png" alt="Diagram" /></td>
</tr>
<tr>
<td><img src="image7.png" alt="Diagram" /></td>
<td><img src="image8.png" alt="Diagram" /></td>
</tr>
<tr>
<td><strong>c)</strong></td>
<td><strong>d)</strong></td>
</tr>
<tr>
<td><img src="image9.png" alt="Graph" /></td>
<td><img src="image10.png" alt="Graph" /></td>
</tr>
<tr>
<td><strong>e)</strong></td>
<td><strong>f)</strong></td>
</tr>
<tr>
<td><img src="image11.png" alt="Bar Graph" /></td>
<td><img src="image12.png" alt="Bar Graph" /></td>
</tr>
<tr>
<td><img src="image13.png" alt="Graph" /></td>
<td><img src="image14.png" alt="Graph" /></td>
</tr>
<tr>
<td>Median=2.30; IQR=[0.72, 4.25]; 90%CI=[0.23, 12.61]</td>
<td>Median=1.07; IQR=[0.46, 1.91]; 90%CI=[0.10, 8.23]</td>
</tr>
</tbody>
</table>
4.4.4 Test 4: different candidate heights

The walking patterns in Figure 4.3(a) were used to test system ability to capture motions of test candidates with different heights and thus ensure robustness to this variable. The results for the two different candidate heights of 1.52 m and 1.90 m are shown in Table 4.7.

Table 4.7: Test 4: The consistency of tracking different height using walking patterns from Figure 4.3(a).

<table>
<thead>
<tr>
<th>Candidate’s height: 1.52 m</th>
<th>Candidate’s height: 1.90 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>b)</td>
</tr>
<tr>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
</tr>
<tr>
<td><img src="image3" alt="Bar Chart" /></td>
<td><img src="image4" alt="Bar Chart" /></td>
</tr>
<tr>
<td><img src="image5" alt="Cumulative Probability" /></td>
<td><img src="image6" alt="Cumulative Probability" /></td>
</tr>
</tbody>
</table>

Median=2.14; IQR=[0.92, 6.42]; 90%CI=[0.21, 16.38]
Median=2.52; IQR=[1.30, 8.03]; 90%CI=[0.29, 33.41]
It was found that for one of the test-runs, the 1.90 m candidate had much higher noise or error compared other runs. This result is due to the taller candidate being nearer to the Kinect sensor, and thus any slight movement of the candidate resulted in added noise and the located centre of the blob. However, of the 5 test-runs conducted by the 1.90 m candidate, only one test had increased noise. The position of the ‘noisier’ run is easily distinguishable and thus its impact is also reduced.

4.4.5 Test 5: multiple candidates tracking

Table 4.8 shows the result for two candidates simultaneously walking the pattern in Figure 4.4. The candidates were 1.90 m and 1.67 m in height. Table 4.8 clearly shows the system’s ability to track two candidates simultaneously. In addition, it was able to differentiate the path of each candidate clearly, and capture their respective dwell times.

4.5 Discussion

4.5.1 System mounting and area of interest

These experimental validation tests have shown that CATS can be used to accurately track test candidate motion and dwell time inside the tracking area. The system is mounted on the ceiling, reducing interruption to staff movements and is thus entirely non-invasive. Another significant advantage of CATS is that no image or identifying data was stored, protecting nurse and patient privacy, which can impact ICU working environments [105].

As found in Table 4.2, the system can cover an area larger than the 1.90 m × 1.40 m actual patient bedside area, where most nursing and clinical therapeutic activities occur. The Kinect was installed 2.7 m above the floor, the same height as the Christchurch Hospital ICU ceiling.
Under this circumstance, different experiments were designed to find the best settings that are robust to a full range of possible nurse heights, sizes, numbers, and motion patterns.

**Table 4.8**: Test 5: multiple candidates monitoring using walking pattern from Figure 4.4

<table>
<thead>
<tr>
<th>Area</th>
<th>Median</th>
<th>IQR</th>
<th>90%CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.75</td>
<td>[0.97, 4.57]</td>
<td>[0.34, 13.07] (1.90 m)</td>
</tr>
<tr>
<td>B</td>
<td>1.18</td>
<td>[0.55, 4.88]</td>
<td>[0.14, 10.61] (1.67 m)</td>
</tr>
</tbody>
</table>

Different Maximum and Minimum Depths were tested, as shown in Table 4.3, and it was found that 1.66 m from the ceiling (2.7 m - 1.04 m) was the best Maximum Depth. This depth
(1.04 m above the floor) is below most people’s chest height. Using these setting, the blobs are large enough to be continuously tracked consistently.

In Table 4.5, it was found that 5000 pixels is the optimal minimal threshold to filter out blobs that are similar in size to the head. The reason behind filtering out blobs that are smaller than 5000 pixels is that, occasionally, the blobs of head and shoulder are detected as two separate people, as shown by in Figure 4.6. The optimal maximum blob threshold was found to be 30000 pixels, which includes most body sizes and possible gestures. Finally, the range of 5500-35000 was chosen as the blob filter thresholds to support a wider range of candidates’ heights. If the height of ceiling changed, the settings can be changed to compensate for the change.

**Figure 4.6:** When people bend over, shoulder and head could be detected as 2 separate blobs. Blob size filter helps eliminating objects too big or too small to be a human, while blob distance filter helps combining nearby blobs into one.

Using these setting, CATS was able to detect different walking patterns, people of different heights, as well as multiple simultaneous candidates, as shown in the results in Tables 4.6-4.8. For people with different heights, CATS can robustly adapt to a range from 1.50 -1.90 m,
which covers at least 90% of the population. For multiple candidates, CATS is capable of identifying each person by retrospectively analysing the data and recording each person’s trajectory.

In this study, two evaluation metrics were developed to monitor patient-nurse interaction. The first metric was the distance of the nurse from a fixed point. If the distance is small, it is an indication of the nurse is near to the patient and taking care of patient. If the measured distance is larger, and remains so for several seconds, it can be an indication that the nursing activity is focused on data recording, or other less intensive clinical or non-clinical activity. The distance metric can also be used to calculate the total distance the nurse has travelled. This information can be used to aid ICU bedside setup and organize the equipment around the patients to optimise space usage.

The second metric is dwell time. By retrospectively analysing the dwell time, the relationship between nursing activities [78, 87] and patient situation can be better determined. Hence, for patients with different TISS-28 (Simplified Therapeutic Intervention Scoring) scores, it is possible to know how much labour each patient needs and even what devices are adjusted most if dwell time occurs near pumps or ventilators or other specific devices. From there, in clinical testing, it is possible to calculate the total nursing requirement of an ICU, relative to the patients they have. In particular, for patients with similar severity scores [2, 86, 208-211], it may be possible to determine why they need different amounts of care, and thus which type of disease states may likely require more nursing staff and effort, leading to a more optimal allocation of available staff to patients.
4.5.2 System and testing limitations

There are several limitations of the CATS that should be addressed before clinical deployment and validation testing:

1. CATS cannot identify the person in the tracking area because of the health and privacy issue of the working area. Thus, the system tracks everyone, including non ICU staff, such as technicians and family members. This global tracking may potentially affect the data recording. However, as the occurrence of non ICU staff in the tracking area near to or at the bedside is limited, CATS can separate nursing interventions and non nursing intervention by analysing moving pattern, or, if small, these non-clinical activities might be ignored in the data over several hours or days. In particular, in Christchurch Hospital ICU, family members typically sit outside the proposed tracking area when visiting, and the tracking area can be adapted to minimize this effect.

2. It is important to note that this system is a motion tracking system and more detailed nursing activities, such as that described in the literature were not distinguishable [78, 87, 212].

3. CATS can only detect some of nursing activities because of the limitation of detection area. However, this problem can be solved through using multiple systems to cover larger areas of interest if needed. It is also important to note that nurse-patient interactions occur primarily in the area near the patient. Thus, CATS will correspond to the more ‘interactive’ area. It is proposed to use three such systems, one for each bedside, and one for the end.

4. A final limitation concerns multiple candidates tracking. The system treats each candidate blob as a person. However, if two or more people, and thus two or more blobs, get too close (less than 0.15 m), the system may combine them into one blob,
and one person. Once the blob separates again, the system can no longer determine, which blob corresponds to which candidate. However, this situation is unlikely in a clinical setting, and thus its impact to the overall result in clinical use would be negligible. Equally, clinical activity is assessed by person motion tracking, and thus it does not matter which person does what, but only the total distance and times of activity. It should thus be able to ignore this issue.

4.6 Summary

This chapter discussed the process used to test and set up CATS in an experimental environment. With the optimal system parameters, results have shown that CATS is able to track candidates of different heights, adapt to different motion paths, and identify multiple people simultaneously. CATS uses two metrics, distance and dwell time, to evaluate nurse-patient interaction. The overall system performance indicates that the system will work accurately and robustly for actual clinical usage.

In the next chapter, CATS is implemented in the Christchurch ICU to evaluate nursing time and activities at a specific bedspace. The process of ICU workspace approval, system installation, troubleshooting, and preliminary results for system validation are presented. This system is able to provide additional insight into ICU clinical resource management. More specifically, CATS attempts to determine an optimal nurse-to-patient ratio, and thus potentially to apportion the work force based on care required. This may help to prevent nurse burnout, reduce operational costs, and possibly even decrease patient mortality.
Chapter 5 CATS Setup in Clinical Environment

5.1 Introduction

CATS was tested in a simulated environment in Chapter 4 and the results showed the system is able to monitor and track subjects in the monitoring area with good precision. The system can adapt to people with different height, walking pattern, and activities performed by multiple people within the monitoring area. Compared to a simulated environment, where all activities performed are ideal and noise free, activities in a clinical environment are more complex and it may thus be much harder to gather the ‘true’ nursing intervention.

There are several challenges in implementing CATS in a clinical environment. First, CATS with only a single Kinect detection area cannot cover an entire ICU patient bed unit. Thus, it is necessary to use multiple Kinect units and potentially multiple computer platforms to perform parallel data processing. Second, compared to a simulated environment, not all activities occurring within a patient bed area are nursing activities. It is necessary to develop filtering algorithms to filter these non-nursing interventions or additional noise. Thus, a preliminary data gathering phase for this purpose is required.

This chapter first presents the system setup in the Christchurch Hospital ICU, the layout of the multiple Kinect sensors, and the region each Kinect covers. These details also include the process of gathering ethics approval by Health and Disability Ethics Committees (HDEC) [213] and approval of the Canterbury District Health Board (CDHB). The chapter then investigates several non-nursing interventions that could affect results for a monitoring area and the algorithm developed applied to eliminate these disturbances. Finally, the filters
developed are implemented in the system, and the performance of CATS with the specific filtering algorithm is assessed using initial results.

5.2 System setup in clinical trial and ethic approval

5.2.1 System setup

As mentioned in Chapter 4, Table 4.2, one Kinect sensor can monitor an area of approximately $1.9 \times 1.4 \text{ m}^2$ for the ICU with 2.7 m ceiling height. Based on each of the Christchurch Hospital ICU patient bed units, at least 4 Kinect sensors are required to cover one entire bed unit. These 4 Kinect sensors are mounted onto the ceiling in one ICU bed unit, as shown in Figure 5.1.

Kinect sensors installed on the ceiling of the patient bed unit are labelled K1, K2, K3 and K4, with each unit covering a specific area, as shown in Figure 5.1. CATS detects all activity around the patient bedside, but excludes the patient bed area to protect the patient’s privacy. Subjects (nurses) who entered the detection area performing clinical tasks will have their location and time recorded. Other human sized non-moving objects, such as equipment trolleys, chest radiography devices, intravenous (IV) pole, and dialysis machine, are recorded, but need to be filtered by CATS [214]. CATS requires 2 laptops, one on each side of the bed, with each controlling 2 Kinect sensors.

In this ICU bed unit, the K1 area is normally where the ventilation machine is located, as well as the heart rate monitor and medicine trolley. K3 is where the infusion pump and fluid feeds are located, as well as suction pipes. Thus, most of the nursing interventions relating to patient care occur in areas K1 and K3, such as routine delivery of medicines, adjustment of mechanical ventilation settings, providing provision, routine dressing, and patient position...
changes. In contrast, areas K2 and K4 are where the patient chart is located. Activities such as recording patient 24h charts and laboratory reports, or communicating with doctors and families occur in these 2 areas.

**Figure 5.1:** Left: The ICU unit layout with 4 Kinect sensors installed on the ceiling. Right: Top view of the areas detected by the Kinect sensors

### 5.2.2 Ethics approval

This research required ethics approval, even though CATS does not record patient video footage. It has been evaluated as ‘out of space’ by Health and Disability Ethics Committees (HDEC). It has also been evaluated as ‘No Maori Consultation Required’ by TKW (Te Komiti Whakarite) [215]. In addition, Christchurch Hospital issued local authorisation form, the ‘Locality Authorisation Form for HDEB’, as shown in Appendix 5.1. The installation of Kinect and relative power supply socket has been approved by ‘Office of Maintenance and Engineering Department, Christchurch Hospital’, as shown in Appendix 5.2.

### 5.3 Data post-processing according to specific limitations in 4 sub-areas

In this research, a major challenge is to quantify the true direct nursing interventions in a busy ICU environment. Nursing intervention refers to those nursing activities that directly affect patient outcome, such as giving the patient medicines, adjusting ventilator or other
equipment settings, changing patient position, wound dressing, airway care, catheter care, checking patient neurological response or temperature, emptying urine bags, meal preparation, and nutrition via pump. [2, 78-80]. Nursing intervention in this research excludes nursing activities that indirectly affect patient outcome. Examples of these indirect nursing activities are interaction with doctors or other clinical staff, consulting family members, training, recoding clinical data, patient observation only, and helping other nurses at another bedspace.

To accurately calculate nursing intervention in each area, it is necessary to eliminate non-human objects, non-clinical staff, or indirect nursing interventions. Thus, there are different ‘noise’ sources in different areas that affect the accuracy of nursing intervention time. In K1 and K3, the ‘noise’ includes the bedside monitor, intravenous (IV) drop holder, and dialysis machine, as nurses occasionally place these devices in the detection region. The identifying feature of these ‘noise’ sources is that their position barely changes. Thus, the centre of their corresponding blob is fixed on a specific pixel. These noise sources, while not often seen, also may occur in area K2 and K4.

Another non-nursing ‘noise’ observation may occur from visiting family members, who normally stay near the patient bedside and barely move for long time spans. Another potential interference can occur from the movement of the curtains. Nurses close the curtains while performing tasks, such as cleaning the patient, and thus the curtain may be detected as moving blobs in the detection area.

To validate the performance of the filtering algorithm, CATS recorded an initial 67 hours of RGB video footage for over a 5 day period in August, 2014, when patient is admitted in ‘Bed
Blob position is recorded every second by CATS, when at least one blob is present. If no blob is present in the detection area, no data is recorded. There are several filters applied to each area to eliminate these ‘noise’ blobs. They are: 1) curtain filter; 2) non-moving object filter; 3) flash objects and short term non-moving objects filter; 4) long term multiple objects filter; 5) non-moving nurse or family member filter; and 6) overlapped area filter. After implementation of each filter, CATS generates the total nursing intervention time and corresponding heat map for comparison. For validation, nursing intervention during these 67 hours was manually calculated by checking RGB video footage. These results are compared after each filter to assess filter performance, after which RGB footage was deleted for privacy reasons.

An example of the nursing intervention time and heat map is shown in Figure 5.2. It shows the total intervention time from 12 am - 10 am and multiple nursing interventions without applying any filter. For example, from 9 am - 10 am, system detected at least 1 blob in area K2 for 3179 seconds, at least 2 blobs appeared for 1993 seconds, and at least 3 blobs appeared for 662 seconds. Figure 5.2 also shows the corresponding 1st blob probability heat map in a top down view. It shows K2 detects the bottom corner of patient bed, but patient cannot be detected because the height of patient bed is not within detection depth range. The system only extracts the 1st blob positions during these 10 hours and calculates the probability of occurrence. The same color line contours represent that it has the same probability a blob’s centre appeared on each pixel of that contour.
**Figure 5.2:** Left: multiple nursing intervention seconds in each hour without applying any filter. The X-axis is time, where ‘3’ means from 3 am - 4 am. The Y-axis is the nursing intervention (in seconds) for each hour. Right: the corresponding nursing intervention heat map, showing the probability of a blob occurring at each position over the 12-10 am time slot. ‘Red’ is the ‘hottest’ position, ‘blue’ is the ‘colder’ position, ‘White’ represents the least probability.

### 5.3.1 Curtain filter

In this specific bed unit at area K2, a unique regular interference is the curtain. The curtain is closed when the nurse requires some privacy for the patient. More specifically, a curtain can be ‘half-closed’ or ‘fully closed’ as shown in Figure 5.3. The curtain filter is designed to delete those blobs recognized as curtain interferences, either half closed or fully closed curtain.

1. **‘Half closed curtain’ filter**

This filter is designed for the situation when the curtain is half closed. Normally, the curtain blob is located in one typical area (500<x<640, 150<y<230) for this bedspace. A typical half closed curtain data is shown in Figure 5.4, the first column is time, 2\textsuperscript{nd} and 3\textsuperscript{rd} columns are the first blob (x, y) location, which is the curtain.
Figure 5.3: (a): Half closed curtain; (b): Fully closed curtain. The left figure shows RGB image of curtain, and the right figure shows corresponding depth image, that curtain within height range is transferred as ‘noise’ blob.

<table>
<thead>
<tr>
<th>Time</th>
<th>Blob 1 x (pixel)</th>
<th>y (pixel)</th>
<th>Blob 2 x (pixel)</th>
<th>y (pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>74654</td>
<td>554</td>
<td>204</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74655</td>
<td>556</td>
<td>207</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74656</td>
<td>565</td>
<td>204</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74657</td>
<td>585</td>
<td>210</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74658</td>
<td>571</td>
<td>201</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74659</td>
<td>559</td>
<td>203</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74700</td>
<td>586</td>
<td>205</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74701</td>
<td>563</td>
<td>204</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74702</td>
<td>576</td>
<td>203</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74703</td>
<td>583</td>
<td>207</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74704</td>
<td>577</td>
<td>200</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74705</td>
<td>585</td>
<td>213</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74706</td>
<td>585</td>
<td>208</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74707</td>
<td>583</td>
<td>205</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>74708</td>
<td>556</td>
<td>204</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

Figure 5.4: A typical half closed curtain data pattern, with 500<X<640, and 150<Y<240 for more than 3 minutes. First column is time, 2nd and 3rd columns are the first blob (x, y) location. ‘NaN’ represents no instance of a second blob in this figure.
The coding procedure of to delete half closed curtain is defined:

1. Initiate ‘half closed curtain’ filter: System checks every 180 rows, if time span is no more than 3 minutes, and 80% of the rows contained blobs belonging to square (500<x<640 pixels, 150<y<240 pixels), it assumes the start of half closed curtain.

2. Check the upcoming 60 rows: If time span is less than 2 minutes and 50% of these rows contains blobs falling into square (500<x<640 pixels, 150<y<230 pixels), the ending row index added 60. Repeat this procedure until last row index is found. Half closed curtain time span is from first row recorded time till last row recorded time.

3. Within time span, replace all blobs fall into square (500<x<640, 150<y<230) with (x=0, y=0). In each row, replace non-zero blobs to the front, replace those (0, 0) with ‘NaN’. Then delete rows that only contain ‘NaN’.

In the 67 hours (4020 minutes) of RGB video footage, the ‘half closed curtain’ occurred 23 times, where the system recorded an additional of 2084 minutes of non nursing intervention. Figure 5.5 shows the result of the nursing intervention and heat map after implementing half closed curtain filter. The heat map shows that the right bottom hot spot is removed, which was due to half closed curtain occurrences.

Figure 5.5: Left: Multiple nursing intervention seconds in each hour after applying ‘half closed curtain’ during 12am~ 10am. Right: The corresponding nursing intervention heat map.
However, this filter may delete nursing interventions if actual nurse interventions occurred in area (500<x<640 pixels, 150<y<230 pixels) for more than 3 minutes. Based on manual inspection of 67 hours RGB video, this phenomenon did not occur.

2. ‘Fully closed curtain’ filter:

The fully closed curtain filter is designed to delete blobs formed by the fully closed curtain scenario, as shown in Figure 5.3(b). For the fully closed curtain, at least 1 blob is detected in y at (150<y<220 pixels) and the positions of these blobs are not stable. Typical fully closed curtain data is shown in Figure 5.6. Fully closed curtain blobs generally stay more than 3 minutes, with y values in (150<y<220 pixels).

<table>
<thead>
<tr>
<th>Time</th>
<th>Blob 1 x (pixel)</th>
<th>Blob 1 y (pixel)</th>
<th>Blob 2 x (pixel)</th>
<th>Blob 2 y (pixel)</th>
<th>Blob 3 x (pixel)</th>
<th>Blob 3 y (pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>73230</td>
<td>219</td>
<td>212</td>
<td>514</td>
<td>197</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73231</td>
<td>189</td>
<td>207</td>
<td>573</td>
<td>211</td>
<td>126</td>
<td>46</td>
</tr>
<tr>
<td>73232</td>
<td>131</td>
<td>215</td>
<td>123</td>
<td>50</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73233</td>
<td>192</td>
<td>250</td>
<td>568</td>
<td>201</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73234</td>
<td>65</td>
<td>260</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73235</td>
<td>285</td>
<td>178</td>
<td>530</td>
<td>202</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73236</td>
<td>82</td>
<td>176</td>
<td>567</td>
<td>205</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73237</td>
<td>100</td>
<td>177</td>
<td>570</td>
<td>199</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73238</td>
<td>137</td>
<td>177</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73239</td>
<td>580</td>
<td>207</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73240</td>
<td>533</td>
<td>200</td>
<td>98</td>
<td>168</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73241</td>
<td>580</td>
<td>207</td>
<td>100</td>
<td>173</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73242</td>
<td>117</td>
<td>179</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73243</td>
<td>164</td>
<td>173</td>
<td>580</td>
<td>203</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73244</td>
<td>460</td>
<td>197</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73245</td>
<td>562</td>
<td>202</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73246</td>
<td>96</td>
<td>173</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73247</td>
<td>567</td>
<td>205</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73248</td>
<td>576</td>
<td>203</td>
<td>103</td>
<td>173</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73250</td>
<td>567</td>
<td>199</td>
<td>115</td>
<td>177</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>73251</td>
<td>104</td>
<td>175</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

**Figure 5.6:** A typical fully closed curtain data pattern. First column is, 2<sup>nd</sup> and 3<sup>rd</sup> columns are the first blob (x, y) location, 4<sup>th</sup> and 5<sup>th</sup> columns are the second blob location. Fully closed curtain blobs generally last more than 3 minutes, with y values belong to (150<y<220 pixels). Highlighted data represents curtain movement and is removed by filtering.
To implement the fully closed curtain filter, the following algorithm is implemented:

1. Initiate ‘fully closed curtain’ filter: System checks every 180 rows. If time span is no more than 5 minutes, and 80% of these rows contains blobs belonging to Y band (150 < Y < 220 pixels), the first row of these 180 rows is allocated as the start of fully closed curtain.

2. Check the upcoming 60 rows: If time span is less than 2 minutes and 50% of the rows contains blobs falling into Y band (150 < Y < 220 pixels), the ending row index add 60. Repeat this procedure until the last row index is found.

3. Within time span, replace all blobs falling into Y band (150 < Y < 220 pixels) with (0, 0). In each row, replace non-zero blobs as the first blob, and replace those (0, 0) with ‘NaN’. Then delete any row that only contains ‘NaN’.

This filter has similar limitations as the half closed curtain filter, when considering a nursing intervention of more than 3 minutes in this region. Based on 67 hours RBG video, inappropriately deleted interventions occurred 4 times, with a total of 24 minutes lost (4+13+3+4=24 minutes). No ‘fully closed curtain’ occurred without being detected. This error consists constitutes 0.60% (24/4020) of the total 67 hours. The bar chart and heat map after additional ‘fully closed curtain’ filter is shown in Figure 5.7. The heat map demonstrates that the bottom hot spot is removed, and nursing position alone is now much more apparent.
Figure 5.7: Left: multiple nursing intervention seconds in each hour after applying ‘fully closed curtain’ filter for a particular 12am~10am period. Right: the corresponding nursing intervention heat map.

A separate deletion filter for the half curtain case is implemented because this event may last for hours. Deleting all blobs falling into this Y band would wrongly delete many real nursing interventions. The difference can be very noticeable.

For example, on a particular 12am~10am (10 hours) period, the ‘half close curtain’ duration time was 10 hours. Deleting the entire Y band (150<Y<220 pixels) during these 10 hours would wrongly delete many real interventions. In Figure 5.8, the top row is system recorded intervention time and corresponding heat map without adding the ‘half closed curtain’ filter, while the bottom row adds the ‘half closed curtain’ filter. It shows recorded intervention time is more when adding the ‘half closed curtain’ filter. The heat map shows top row wrongly deleted some real intervention time.
Figure 5.8: The Top row shows nursing intervention and corresponding heat map without adding the ‘half closed curtain’ filter on a particular 12am~10am period. The bottom row shows the same results with the ‘half closed curtain’ filter. The heat map shows top row wrongly deleted real nursing intervention.

5.3.2. ‘Still objects’ filter

In the ICU, some equipment blobs are equal or similar to human blobs. For example, the IV drop holder, dialysis machine, abdominal ultrasound machine, and X-ray machine are occasionally placed under the detection area for few minutes or hours. These non-moving objects are defined as ‘still objects’. The most unique feature of still objects is their position remaining at the same pixel or within 3 pixels for more than 2 minutes. The ‘Still objects’ filter is designed to identify these objects and delete these motionless blobs. A typical still object is shown in Figure 5.9, and the corresponding recorded blob position data is presented. The object is the IV holder placed in K2 and the position is constant, as highlighted in Figure 5.9, at (290,270) since ‘012935’ (1:29:35 am).
Figure 5.9: Left: A typical sill object exposed in K2 area. Right: The corresponding recorded position highlighting the unmoving blob data. The still object position normally stays at the same pixel or within 3 pixels, and generally lasts more than 3 minutes.

The procedure to delete still objects blobs is defined:

1. Initiate ‘still object’ filter: System first sorts blobs, placing closer blobs in the same column. The testing loop starts at the second row. If the first blob of the second row is ‘not moving’ (less than 3 pixels in both x and y direction comparing with the first blob in the first row), check whether the first blob in the upcoming 10 rows is ‘not moving’. If yes, get the average (x, y) of the first 10 rows. Check the upcoming 120 row, if more than 85% of these rows contains at least one blobs is ‘not moving’ (less than 7 pixels in both x and y direction), it is assume these rows is the start of still object.

2. Finding the ending row index: System checks the upcoming rows, if at least one blob is ‘not moving’ in the upcoming 5 rows, the row index extends 5, till finding the last row index.
3. Within time span, replace ‘not moving’ blobs with (0, 0). In each row, place non-zero blobs to the front, replace those (0, 0) with ‘NaN’. Then delete those rows only containing ‘NaN’.

The ‘Still objects’ filter may impose similar limitations as the fully closed curtain filter. This error occurs if nurse interventions occur at the same position, within 7 pixels in both x and y direction, for more than 2 minutes. During manual inspection, there are 4 times (approximately 14 minutes) of such filtering error. This error constitutes 0.35% (14/4020) of the entire time span, and reduces the actual nursing intervention time. Figure 5.10 shows the nursing intervention and corresponding heat map after applying the ‘still objects’ filter.

![Figure 5.10:](image)

**Figure 5.10:** Left: Multiple nursing intervention seconds in each hour after applying ‘still objects’ filter on a particular 12am~ 10am period. Right: The corresponding nursing intervention heat map.

### 5.3.3 Flash object and short term non-moving objects filter

Two additional filters are implemented in CATS:

1) Flash objects: The centre of a detected blob tended to be less stable and disappears if blob size is similar or near to filter threshold values (5500 or 35000 pixels), or if object surface has a sharp angle from the Kinect lens, such as the curtain. These non-stable blobs are
categorised as ‘flash objects’. For these 2 situations, blobs centres can switch between 2 positions within 20 pixels. Figure 5.11 shows part of the X-ray machine is identified as ‘flash blob’, where its X position is jumping between 287 and 286, as shown in the data highlighted in Figure 5.11.

2) Short term non-moving objects: These objects refer to objects that maintain their position for short terms less than 3 minutes. The data pattern is the same as a ‘still object’, only with a much shorter period. The similarity of ‘flash objects’ and ‘short term non-moving objects’ is the very high occurrence of the same (x, y) over short periods less than 3 minutes.

![Figure 5.11: An X-ray machine appeared in K2 area. Circed part reaches the maximum detection depth range, thus blob x position is switching between 286 and 287, as shown at the right side. Circle part of X-ray machine is traded as flashing object.](image)
A ‘Flashing object’ filter is designed to delete these 2 situations. The procedure is defined:

1. Within a day, find the top 20 most frequent X, X (1) –X (20). Write each blob with the same X (i) into a matrix, XMatrix (i). Considering each X (i), find the most frequent Y (i), define as (mostFrequentX, mostFrequentY). Check whether this (mostFrequentX, mostFrequentY) counts more than 40% in XMatrix (i) within less than 3 minutes. If yes, this (mostFrequentX, mostFrequentY) is either a ‘flash object’ or short term still object.

2. Replace all blobs with the position (mostFrequentX, mostFrequentY±5) by (0, 0). In each row, place non-zero blobs to the front, replace those (0, 0) with ‘NaN’. Then delete those row only contains ‘NaN’.

In this preliminary study data, there are 18.5 minutes of nursing intervention that were considered ‘flashing objects’ or ‘short term non-moving objects’. Figure 5.12 shows the nursing intervention after applying the ‘flash object and short term non-moving object’ filter.

**Figure 5.12:** Left: Multiple nursing intervention seconds in each hour after applying ‘flash object and short term non-moving object’ filter on a particular 12am~ 10am period. Right: The corresponding nursing intervention heat map.

### 5.3.4 Long term multiple blobs filter

‘Long term multiple blobs’ refers to occasions when multiple blobs appeared in an area for longer than 10 minutes. In reality, ‘long term multiple blobs’ happens when a group of
researchers, doctors or family members gathered for training or consultation. These events should be filtered to more accurately therapeutic nursing interventions. A typical long term multiple blobs occasion is shown in Figure 5.13, when a group of doctors, researchers, and family members communicated about a particular patient situation.

The ‘Long term multiple blobs’ filter is defined:

1. Initiate ‘long term multiple blobs’ filter: if time span is less than 11 minutes within 600 rows, and more than 30% of the rows contains at least 2 blobs, these rows are considered as the start of long term multiple blobs.
2. Finding the last row index: if the time span of the upcoming 60 rows is less than 66 seconds, the last row index extends 60. Repeat this procedure till the very last row index is found.
3. Delete all blobs during this time span.

**Figure 5.13:** When group of doctors and family members gathered around patient bedside to discuss patient situation, it could add inaccurate multiple nursing intervention. This phenomenon should be filtered to reduce real nursing intervention. People’s heads are blocked out for privacy reasons.
Similar to other filters, the ‘Long term multiple blobs’ filter can delete useful nursing interventions. However, in this initial data, nursing interventions for longer than 10 minutes never occurred. Figure 5.14 (a) shows nursing intervention differences between applying the ‘delete long term multiple blobs’ filter and without this filter. Figures 5.14 (b, c) show the corresponding heat maps.

**Figure 5.14:** (a): Difference between applying ‘long term multiple blobs’ filter and without filter. At 12pm~1pm nursing intervention reduced from 2440 seconds to 788 seconds. (b): Corresponding heat map before applying filter. (c): Corresponding heat map after applying filter.

### 5.3.5. Non-moving nurse and family member filter

The ‘Non-moving nurse or family member’ filter is designed to remove 2 non-therapeutic situations:

1. When a family member stay at the same position for longer than 5 minutes.
2. When a nurse is not moving position in the detection area for longer than 5 minutes.

Occasion 1 needs to be removed, as visiting family member should not count as a nursing intervention. For occasion 2, when a nurse stays at the same position for longer than 5 minutes, they normally perform indirect nursing activities, such as communicating with other nurses, and observing patients. Non-moving nurse and family member patterns are similar to ‘still objects’, but move within a much larger range (60 pixels in both x and y direction). Figure 5.15 shows a typical non-moving nurse recording patient clinical charts.

![Image](image_url)

**Figure 5.15:** A nurse stands still checking patient clinical charts with her position shown at the right side. Non-moving nurse position normally stays within 60 pixels circle more than 3 minutes.

The ‘Family members and non-moving nurse’ filter is defined:

1. Initiate ‘Family members and non-moving nurse’ filter: if it takes no more than 4 minutes for 180 rows, and 90% of these rows containing at least one blob within a 60 pixels circle, it assumed the start of family member or non-moving nurse blob.
2. Check the upcoming 60 rows: if it takes no more than 2 minutes and 90% of these rows contain blobs within same circle, the last second index extended 60 rows. Repeat this procedure till last row index is found.

3. Replace all blobs in this circle within time span by (0, 0). In each row, place non-zero blobs to the front, replace those (0, 0) with ‘NaN’. Then delete rows that only contain ‘NaN’.

The ‘delete family members and non-moving nurse’ filter may wrongly delete nursing interventions if a nurse is recording clinical data. Within the 67 hours of RBG video footage, the non-moving nurse situation occurred 4 times (18.5 minutes). The corresponding error rate is 0.46% (18.5/4020 minutes). This error could lead to recording nursing interventions that are shorter than in reality. Figure 5.16 shows nursing intervention time after applying ‘Non-moving nurse or family member’ filter for a particular 12am~10am period, with corresponding heat map.

![Figure 5.16](image)

**Figure 5.16**: Left: Multiple nursing intervention seconds in each hour after applying ‘Non-moving nurse or family member’ filter for a particular 12am~10am period. Right: The corresponding nursing intervention heat map.

### 5.3.6 Overlapped area filter

As shown in Figure 5.1, the detection area for K2 contains 2 intersecting areas with K1 and K4. The ‘Overlapped area’ filter is designed to avoid blobs being recorded twice in overlapped areas. To maintain the entirety of the more clinically intense K1 area, any blobs...
with Y>445 pixels in the K2 area are removed. Figure 5.17 shows nursing intervention time after applying the ‘Overlapped area’ filter for a particular 12am~ 10am period, and corresponding heat map.

The ‘Overlapped area’ filter is defined:

1. Detect all the blobs that falls into X<90 pixels or Y>445 pixels, change them to (0, 0).
2. In reach row, place non-zero blobs to the front, replace those (0, 0) with ‘NaN’. Then delete rows that only contain ‘NaN’.

![Figure 5.17](image)

**Figure 5.17**: Left: Multiple nursing intervention seconds in each hour after applying ‘Overlapped area’ filter on day 20140808 12am~ 10am. Right: The corresponding nursing intervention heat map.

Figure 5.18 shows the flow chart of applying all the different filters. The ‘half curtain’ filter and ‘full curtain’ filter are combined as ‘curtain filter’ at Step 2. In some cases, tracked blobs are recorded over multiple data columns (e.g. Table 3.1), so some preliminary data reorganisation is required. Then, the system needs to delete motion from the curtain. Third, the system needs to remove ‘still objects’ and non-nursing staff associated movements. After all these steps the only remaining activities should be nursing action.
5.4 Filter in K1 and K3 area

There are 6 filters applied in the K2 area to remove ‘noise’ patterns, leaving walking patterns recognized as nursing interventions. The same 6 filters are applied in the K4 area. According to 67 hours RGB video footage comparison, the error after each filter is no more than 3%. The total error after all filters is 4%.

For the K1 and K3 areas, there is no ‘curtain’ filter as the curtain cannot be detected, no ‘long term multiple blobs’ filter, as discussion rarely happens in K1 and K3, and no ‘overlapped area’ filter, as K1 and K3 are distinguished as clinically intensive areas, so any interventions in K1 and K3 are preserved. The procedure to filter interferences in K1 and K3 areas are demonstrated in Figure 5.19.
Nursing intervention after each filter is compared with RGB video. In K1 and K3 area, the total detection errors are less than 4%. Hence, the system represents to the clinical work environment and can be used for nursing work in the ICU bedside. Overall, these filters are generic in what they do, and only customised to the specific locale. They would be needed in any ICU space, but can be customised differently depending on workspace set up.

Figure 5.20 shows the total nursing intervention in area K1 for a particular 12am–10am period after applying all 3 filters. A total of 4749 seconds (~ 1 hour 19 minutes) of clinical activity was recorded in this region over the 10 hours. Figure 5.20 also shows nursing intervention dwell time for any interventions lasting longer than 5 seconds. This removes scenarios where the nurse quickly walks through the detection area. A total of 4335 seconds (~ 1 hour 12 minutes) was recorded, which is 91.3% (4335/4749) of total nursing intervention and 12.0% (4335/36000) of total time. As total nursing intervention time and nursing intervention dwell time similarly explain nursing work, total nursing intervention time is used to quantify workload intensity in upcoming chapters.
Figure 5.20: Left: Nursing intervention from a given 12am-10am in the area K1. The total intervention time is 4749 seconds. Intervention time in each hour was labelled on top of each bar. Right: Nursing intervention dwell time from 12am-10am in the area K1. The total intervention dwell time is 4335 seconds, which is 91.28% of total nursing intervention.

A probability distribution contour and heat map for these clinical activities in the K1 area are shown in Figure 5.21. In Figure 5.21 (left), the entire region is meshed into $50 \times 50$ elements, $p(x)$ is the probability of blob appearance in each of these elements. The cumulative of probability distribution in entire region is 100%. The heat map in Figure 5.21 (right) shows the contour of the probability distribution interpreted as a ‘top view’ of Figure 5.21 (left). According to Figure 5.21 (right), it shows the highest nursing intervention density was along bedside. Next to the medicine trolley has the second highest intervention density, and the monitor area has the least. These results correspond to the real nursing interventions observed.

Figure 5.21: Left: Contour of cumulative nursing intervention distribution on a given 12am−10am. Right: Contour of probability density or heat map labelled to show area next to the patient head and other clinical equipment. Units of X and Y are all in pixels.
5.5 Performance of filters in all 4 areas

Table 5.1 shows the nursing intervention distribution and heat map in K1, K2, K3, and K4 areas before and after using all the filters. The same 12am-10am time period is used across K1-K4. It shows nursing intervention time reduced dramatically in all 4 areas when non-nursing activities are filtered. In addition, heat maps in all 4 areas changed significantly after filtering. The results thus show the true, therapeutic nursing activity.

**Table 5.1:** Nursing intervention and heat map in each area before and after using filters to eliminate ‘noise’ intervention. Units of heat maps are all in pixels.

<table>
<thead>
<tr>
<th>K</th>
<th>Bar Chart</th>
<th>Heat Map</th>
<th>Before applying filters</th>
<th>After applying filters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2737 3612 426 2168 3025 2154 1674 1760 2241</td>
<td>0 200 400 600</td>
<td>2093 308 116 112 32 923 468 285 206 211</td>
<td>0 200 400 600</td>
</tr>
<tr>
<td>2</td>
<td>994 530 234 135 137 825 2310 3179 3600</td>
<td>0 200 400 600</td>
<td>547 506 228 134 137 614 103 429 1532 1165</td>
<td>0 200 400 600</td>
</tr>
</tbody>
</table>

Table 5.1 continued on the next page...
Table 5.1 continued

<table>
<thead>
<tr>
<th>Heat Map</th>
<th>[Image]</th>
<th>Heat Map</th>
<th>[Image]</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Heat Map" /></td>
<td><img src="image2" alt="Heat Map" /></td>
<td><img src="image3" alt="Heat Map" /></td>
<td><img src="image4" alt="Heat Map" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K3 Bar Chart</th>
<th>[Image]</th>
<th>K4 Bar Chart</th>
<th>[Image]</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image5" alt="K3 Bar Chart" /></td>
<td><img src="image6" alt="K3 Bar Chart" /></td>
<td><img src="image7" alt="K4 Bar Chart" /></td>
<td><img src="image8" alt="K4 Bar Chart" /></td>
</tr>
</tbody>
</table>
5.6 Summary

This chapter presents the implementation, set up, and initial validation of CATS in a Christchurch Hospital ICU bedspace. The system is further customised to filter potential non-nursing noises or interferences that are not directly related to therapeutic nursing interventions. It was found that the system works with a range of 0.09% - 4% error and this error should be clinically acceptable for evaluating effort versus patient illness severity. Given the subjective and variably interpreted nature of current nursing workload forms, the CATS system is expected to give a more accurate description and break down of nursing workload in a more objective and automated fashion.

In the next chapter, the post-processed nursing intervention is further validated by comparing with manual observation and specific separate recording of actual nursing work based on a known nursing effort scale [87]. A correlation between observed nursing intervention and post-processed nursing intervention can be found and this outcome can translate system captured nursing intensity into accepted clinical nursing intensity.
Chapter 6 Clinical Validation and Relative Preliminary Results

6.1 Introduction

Implementation of the clinical activity tracking system (CATS) in an actual clinical environment requires additional fine tuning. Using manually recorded nursing interventions derived from RGB video footage, a series of filtering algorithms were developed in Chapter 5 to capture actual nursing work. However, work can only be monitored and quantified if it occurs within the CATS detection area. Activities such as patient meal preparation, emptying urinal container, washing hands, and the medicine trolley restocking are likely to occur outside of the CATS detection area.

In addition to nursing work that occurs outside of the detection area, changes to the patient bedside layout, such as patient bed not being placed in the centre, may lead to some nursing interventions not being detected. In addition, post-processing may wrongly delete some real nursing interventions. All these scenarios could cause recorded nursing intervention to be different than the actual nursing intervention at the patient bedside. Thus, it is necessary to perform CATS system validation through manual observation of clinical activities.

This chapter presents a detailed CATS system validation that compares CATS detected clinical activities directly to clinical activities recorded through manual observation. The relationship between observed nursing interventions and system recorded interventions is examined, and this relationship can be used to calibrate the system and obtain a real total intervention time. It is also investigated whether a single or double Kinect sensor covering a
strategic detection area gives a good estimate of total nursing intervention. This would reduce cost and simplify system set up and data processing. Heat maps for nursing workload are also generated to monitor the nursing workload and intensity.

6.2 Validation method design

In the Christchurch hospital ICU patient bed unit 7 (as shown in Figure 5.1), the K1 area is where the mechanical ventilator, patient vital sign monitor, and medicine trolley are located. K3 is where the intravenous pumps for medicines, IV pole for fluid, feed pumps, and suction pumps are located. Thus, the K1 and K3 (K1 + K3 → K13) areas contain the most direct nursing activities or nursing workload [2, 78-80]. Comparatively, in K2 and K4 (K2 + K4 → K24), activities such as recording patient 24h charts and laboratory reports, communicating with doctors and families were observed. The K2 and K4 areas are relatively less clinically intensive.

A trained ICU researcher performed manual observations on nursing workload at the bedside. A single researcher performed all observations in this study to eliminate user bias, using the observation chart shown in Appendix 6.1. The researcher calculated the nursing intervention minutes for each observed hour. This observation was conducted one hour per day, and the total nursing intervention within that hour is recorded and compared to CATS recorded nursing intervention. A total of 30 days of data were recorded in February and March, 2015. From this data, 24 out of 30 observation hours were between 8am and 10am, as nursing workload is the most intense at this time of the day, based on observation and published data [2, 216]. A single researcher performs the study to eliminate user bias.

The direct nursing intervention time every hour observed by the researcher is denoted as $A_{time}$. 
For this 30-day period, the hours of CATS recorded nursing intervention time \((C_{time})\) corresponding to when direct nursing intervention were manually observed \((A_{time})\), were extracted from CATS. The \(A_{time}\) for the 30-day period is compared with \(C_{time}\). The relation between \(A_{time}\) and \(C_{time}\) in K13 and K1234 \((K1 + K2 + K3 + K4 \rightarrow K1234)\) (all area) of the CATS is assessed using Pearson’s linear correlation \([217]\). The first order relations were generated for \(A_{time}\) versus \(C_{time}\) in K13 and K1234. Bland-Altman plots for the agreement of \(A_{time}\) and \(C_{time}\) in K13 and K1234 are also generated for comparison \([218, 219]\). It is important to note that \(A_{time}\) observations do not account for location. Thus, \(A_{time}\) is more comparable to K1234.

Using the relation between \(A_{time}\) and \(C_{time}\), the ‘actual’ time spent on clinical activities around the patient bedside can be calibrated using a correlation factor to the direct observation and quantified. After obtaining the relation between \(A_{time}\) and \(C_{time}\), a 60-day period consisting of the first 30-day sections of CATS monitoring were analysed between February and April, 2015. During this 60-day period, a total of 13 patients with different clinical diagnostics were included, based on their use of that bedspace and under ethics approval, and their corresponding bedside nursing activities were investigated.

### 6.3 Relationship between CATS and actual nursing intervention

Figure 6.1 shows the observed nursing intervention and CATS detected nursing intervention in the 30-hour observation period. The actual observed nursing intervention time is mainly falls between the CATS recorded levels for K13 and K1234.

Figure 6.2 shows the comparison between \(A_{time}\) and \(C_{time}\) for the 30-hour period. For K13, a strong correlation was found between \(C_{time}\) and \(A_{time}\), with \(R_{K13} = 0.882\). As for K1234, a
A moderate correlation of $R_{K1234} = 0.697$ was found. The linear calibration relationship derived from linear regression for the total activity time spent in K13 and K1234 versus the manual observation is shown in Equation 6.1, Equation 6.2 and Figure 6.2.

**Figure 6.1:** 30-hour observed nursing intervention and CATS detected nursing intervention. K1 + K3 is intervention in K13 area, K1 + K2 + K3 + K4 is intervention in K1234 area.

**Figure 6.2:** Correlation plot of observed intervention ($A_{time}$) and CATS detected intervention ($C_{time}$). The X-axis is the CATS monitoring ($C_{time}$ in minutes/hour) and Y-axis is the corresponding observed intervention ($A_{time}$ in minutes/hour). The solid line represents the linear relation between $A_{time}$ and $C_{time}$ calculated in area K13. The dashed line is the relation between $A_{time}$ and $C_{time}$ in K1234.
\[ A_{timeK13} = 0.974 \times C_{timeK13} + 6.401 \]  
\[ A_{timeK1234} = 0.780 \times C_{timeK1234} + 1.258 \]

A further correlation analysis was performed using only activities that occurred in either K1 or K3 separately, versus manual observation, \( A_{time} \). The results are shown in Figure 6.3. A strong correlation was found between \( C_{time} \) and \( A_{time} \) in K1, with \( R_{K1} = 0.739 \) and a moderate correlation of \( R_{K3} = 0.565 \) was found for K3. These results indicate differences are likely due to the necessity and frequency of use of equipment in each area (K1, K3). Specifically, K1 with the mechanical ventilator and medicine trolley is most directly related to patient activity and care, and thus more reflective of total effort in \( A_{time} \).

Figure 6.3: Scatter plot of observed intervention time (\( A_{time} \)) and CATS detected intervention time (\( C_{time} \)).

Results in Figure 6.3 show that neither K1 nor K3 alone captures all the actual intervention time and thus, a sum of nursing intervention in K1 and K3 can provide a better prediction of...
actual nursing intervention, as seen in Figure 6.2 and Equation 6.1. Between K13 and K1234, interventions in K13 area have higher correlation with observed nursing intervention ($R_{K13} = 0.882$). This higher correlation is due to most direct nursing interventions occurring in the K13 area, whereas activities in K24 are more variable and are indirect nursing interventions. Thus, Equation 6.1 can be best used to convert CATS captured time ($C_{time}$) to actual direct nursing intervention ($A_{time}$).

Figures 6.4 and 6.5 show the Bland-Altman plot between manual observation ($A_{time}$) and CATS captured nursing interventions in area K13 ($C_{timeK13}$) and K1234 ($C_{timeK1234}$), respectively. Results show that CATS monitoring in K13 is lower than total time in observation, $A_{time}$, with a positive bias of median 5 minutes per hour, compared to 6 minutes bias in Equation 6.1. CATS monitored intervention time in K1234 is higher than that actually observed, with a negative bias of median 6 minutes per hour, compared with a positive $y$ intercept of 1.2 mins in Equation 6.2. These results match the actual clinical case, where most direct nursing interventions occur in K13 and indirect nursing interventions occur in K24.

![Bland-Altman plot showing the agreement between manual observation and CATS monitoring in K13.](image-url)

**Figure 6.4:** Bland-Altman plot showing the agreement between manual observation and CATS monitoring in K13.
Figure 6.5: Bland-Altman plot showing the agreement between manual observation and CATS monitoring in K1234.

6.4 Day time-night time intervention distribution

Using Equation 6.1, the 30-day and 60-day $A_{time}$ distribution during different hours of the day were calculated, and are shown in Figures 6.6 and 6.7. The corresponding median $A_{time}$ is presented in Tables 6.1 and Table 6.2.

Figure 6.6: 24-hour nursing intervention distribution based on the initial 30 days observational study.
Table 6.1: Median intervention in each hour (30 days of observation)

<table>
<thead>
<tr>
<th>Hour (1 – 8)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention (min)</td>
<td>21.5</td>
<td>13.8</td>
<td>19.6</td>
<td>21.2</td>
<td>16.1</td>
<td>18.4</td>
<td>24.8</td>
<td>25.7</td>
</tr>
</tbody>
</table>

| Hour (9 – 16) | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16 |
| Intervention (min) | 32.6 | 32.2 | 28.7 | 35.0 | 29.9 | 23.6 | 32.4 | 31.2 |

| Hour (17 – 24) | 17  | 18  | 19  | 20  | 21  | 22  | 23  | 24 |
| Intervention (min) | 22.0 | 26.8 | 24.2 | 23.1 | 32.2 | 28.6 | 17.1 | 18.9 |

Figure 6.7: 24-hour nursing intervention distribution based on a 60 days of observation.

Table 6.2: Median intervention in each hour (60 days of observation)

<table>
<thead>
<tr>
<th>Hour (1 – 8)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention (min)</td>
<td>22.5</td>
<td>14.4</td>
<td>17.4</td>
<td>21.1</td>
<td>16.9</td>
<td>19.9</td>
<td>21.2</td>
<td>24.3</td>
</tr>
</tbody>
</table>

| Hour (9 – 16) | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16 |
| Intervention (min) | 32.9 | 33.3 | 28.6 | 31.6 | 28.9 | 23.5 | 30.5 | 29.1 |

| Hour (17 – 24) | 17  | 18  | 19  | 20  | 21  | 22  | 23  | 24 |
| Intervention (min) | 21.2 | 23.6 | 22.9 | 24.2 | 28.8 | 24.9 | 16.8 | 19.5 |
Figure 6.6 and Table 6.1 show the 24-hour $A_{time}$ distribution for the first 30-day period. The median $A_{time}$ during 2300-0700 hours, overnight, is 19.3 minutes/hour. Comparatively, median $A_{time}$ during 0700-2300 is 28.7 minutes/hour, and was 1.5 times higher than 2300-0700 hour. It was found that the median time during 0700-2300 is higher because more nursing activities happened during the morning and evening shifts, such as meal preparation and dressing patients. In addition, more people visit the patient at these times. For example, doctors do routine checks in the morning, X-ray and ultra-sound scans typically happen during day time, and family often visit the patient during day or evening. In contrast, the night shift only contains the basic routine checks, such as temperature or sedative level check.

Similar trends were also observed in the $A_{time}$ distribution for the 60-day period, as shown in Figure 6.7 and Table 6.2, where median $A_{time}$ during 0700-2300 was 26.8 minutes/hour, which was 1.4 times higher than 19.7 minutes/hour at 2300-0700. The median and distribution of time spent in nursing activity during the first 30 days by 24-hour period, and the subsequent 30 days was not statistically significantly different ($p = 0.327$ using Wilcoxon ranksum test and $p = 0.622$ using two sample Kolmogorov-Smirnov test). Thus, the distributions were consistent over the entire 60-day period.

6.5 Heat maps

Figure 6.8 shows the heat map on a particular patient day. Figures 6.8 (a-d) show the corresponding heat maps in K1-K4. Each area is divided into a 16×12 elements sub-area, with 40×40 pixels per sub-area, approximately 0.1×0.1m². When any object entered any sub-area, total nursing intervention in that sub-area starts to accumulate. The maximum value is set as 900 seconds (15 minutes/ day). Any sub-area with more than 15 minutes is converted to the darkest color. Figure 6.8 (e) shows the combination of all 4 areas to form an entire
bedside intervention heat map. It shows clearly that the patient bedside, especially the two head sides (K1 and K3), and the medicine trolley have the highest intervention intensities in the K13 region. In the K24 area, the interventions are concentrated at the chart table, where most supporting activities happened.

6.6 Discussion
In this study, high ($R_{K13}=0.882$) and good ($R_{K1234}=0.697$) correlations were found between $A_{time}$ and $C_{time}$ in K13 and K1234 area. This result shows that CATS was able to estimate the actual bedside clinical activity based on time and location of each activity being recorded. As shown in Figures 6.4 and 6.5, the $C_{timeK13}$ tends to be lower than $A_{time}$, with approximately additional 5 minute bias. This bias is due to nursing activities that occur out of the K13 area. Comparatively, $C_{timeK1234}$ tends to be higher than $A_{time}$, because it may include additional supporting works in area K1234, such as data recording, communicating, un-filtered family member consulting as well as activities not considered as clinical activity. The difference between $A_{time}$ and $C_{time}$ is due to the fact that only direct nursing activities is included in $A_{time}$ (Category 1, Appendix 6.1), whereas other nursing activities (Category 2-9, Appendix 6.1) inside the badspace are captured by $C_{time}$.

It was found that direct interventions occur primarily in the K13 area, while indirect interventions can occur in any of K1, K2, K3, and K4 or even out of the detection area. In this study, direct nursing activities are of particular research interest, as they represent the major nursing workloads that are directly related to patient’s recovery. Thus, Equation 6.1 for calculating $A_{time}$ in K13 is used instead of Equation 6.2 to estimate actual $A_{time}$ in K1234 as it is more targeted to the application of this study.
Figure 6.8: Heat map on a particular patient day. (a-d) show each sub-area nursing intervention in K1~K4 respectively, and (e) shows the combination of 4 areas.
From the 30-day and 60-day 24-hour $A_{time}$ distributions, it was found that the workload during 0700-2300 is 1.4-1.5 times higher than 2300-0700. This observation suggests that the total amount of time spent on direct intervention during night time is generally lower, as less specialized or intensive clinical activities are likely to be carried out. However, the lower $A_{time}$ does not imply that overall workload during this period is lower. In particular, during night time, there could be comparatively less clinical staff and other resource support. Thus, the workload may be more equivalent than time alone can suggest.

Heat maps showing nursing intervention intensity in each sub-area could be generated hourly, 6 hourly, 12 hourly, or daily. Combinations of heat maps and bar charts yield a better understanding of specific nursing demands. Workload in a sub-area can be translated with this data to requirements of specific equipment. For example, respiratory failure and renal failure patients can have higher nursing intervention near the mechanical ventilator at any hour.

**Limitations:**

One of the limitations of this system is that it requires Equations 6.1 and 6.2 to estimate the actual time spent on every nursing intervention. For Equation 6.1, while there is almost a 1:1 relation, an offset of 6.4 minutes between $A_{time}$ and $C_{time}$ was obtained. Thus, there may be instances where non-plausible $A_{time}$ is estimated. For example, using Equation 6.1, if the $C_{time}$ is 55 minutes or more, the estimated $A_{time}$ becomes more than 60 minutes per hour. However, this issue can be overcome by setting the limit to 60 minutes/hour during post processing, and such a large $C_{time}$ was not close to being observed.
Data was collected over 30 and 60 days and analyzed. Based on this data, only a generalized trend can be inferred. In addition, 13 patients with different diagnostics were included in this study, and the preliminary CATS results were not able to provide information on patient-specific disease state and their corresponding clinical activities. Thus, additional CATS data in conjunction with the patient’s clinical diagnostic monitoring are required to set up the patient-specific workload distribution across patient disease/diagnostic.

6.7 Summary
This chapter presents the validation of a novel approach to quantify the time spent on every detected direct nursing intervention in ICU. The system is able to automatically record and estimate nursing intervention. In the preliminary analysis using a distribution based on 60 days of nursing intervention, it was found that patients receive higher nursing care at specific times, and there are significant differences in the overall workload distributions. These results can potentially be used as a guide to optimize and manage nursing resources to reduce nurse workload and provide balanced care to each individual patient.

In the next chapter, different existing standard patient clinical score systems are presented. Each system is reviewed, and several are applied in this study. By using different score systems, measuring and comparing patient sickness and nursing effort is possible. Specifically, these patient clinical scores can be used as comparator to CATS measured nursing intervention to provide unique insight to the clinical workload that was not available before.
Chapter 7 Comparison of different clinical scoring systems and relative results

7.1 Introduction
Quantifying nursing workload is a challenging task as workload is affected by many potential patient factors including: age, acuity level, sedation level, and diagnosis. There are also many unpredictable factors, such as sudden changes of patient condition that further complicate a multi-task and multi-factorial job, with many diverse tasks.

In the last decades, several assessment tools were developed to evaluate nursing workload. The therapeutic intervention scoring system (TISS) created in 1974 [81], was designed to evaluate patient severity based on 57 possible clinical therapeutic interventions. The updated TISS-76 in 1983 [82] contains 76 therapeutic interventions, each of which is given a workload score out of 4. An appropriate workload for a single nurse is assumed to total 40-50 points.

Another assessment tool comes out of the project research of nursing (PRN) framework, which was conducted during 1980-1987 [83]. The PRN lists 214 indicators or tasks that nurses complete on behalf of patients during a 24-h period. Each indicator or task is assigned a point value that represents the time to complete a specific nursing intervention, as well as the number of times the task will be completed on a shift. However, obtaining PRN results is extremely time consuming, and thus unsuitable for routine use.

The OMEGA study in 1986 [83] described 86 therapeutic interventions grouped into 3
categories. These were measured at the end of patient ICU stay, and the data was analysed as a whole to give an assessment of global workload and use of resources. Thus, the result is an average workload value over a patient’s ICU stay.

The time oriented score system (TOSS) [79] was developed in 1991. This score represents a direct temporal evaluation of nursing workload. The score is expressed in minutes, collected as survey sheet from on-shift nurses. Results are reliable and relatively simple, but data collection requires experienced nurse assistance and can be subjective.

The EURICU-1 study in 1996 [85], aimed to categorize patient into 4 groups, and each patient category was assigned a correlated nurse-to-patient ratio. However, this category scoring system has been criticized for not accurately reflecting the actual nursing time spent in each patient category. Further, it was also criticized because it categorizes patient need rather than indicating nursing workload as a direct result of patient dependancy [220, 221].

More recently, the TISS framework was further updated, and TISS-76 was updated in 1996 to TISS-28 [2], representing a simplified version of TISS-76, containing only 28 therapeutic interventions. Each of the TISS-28 point is calibrated to represent 10.6 minutes of work in each 8-hour shift. Thus, a nurse can deliver work equal to a total 46 points per 8-hour shift (480 minutes maximum).

Nine Equivalents of Nursing Manpower (NEMS) [86] further simplified the TISS-28 to 9 equivalent therapeutic interventions. Each nurse can deliver 45-50 points per day. Both TISS-28 and NEMS are patient oriented systems, evaluating nursing workload based on potential patient demand as a function of relative severity level.
The Nursing Activity Score (NAS) [78] was established in 2003 and is derived from TISS-28. It adds 5 more new nurse oriented items, aiming to describe nursing activities that are not necessarily correlated to severity of illness. It was able to explain 81% of nursing time, while TISS-28 only explains 46% of nursing time [78]. However, these 5 new added items are not accessible from a patient’s daily 24-hour chart, and thus it requires subjective nurse survey feedback during each shift to obtain an up to date score.

Besides nursing workload assessment systems, patient severity scoring systems, such as APACHE (Acute Physiology and Chronic Health Evaluation) [222], APACHE-II, APACHE-III [210, 223], SOFA (Sequential Organ Failure Assessment) [212], and SAPS-II (Simplified Acute Physiology Score) [224], are used as tools to estimate required nursing resources. These systems are easily accessible because every item for these scores is recorded in a patient’s daily 24-hour chart or physiology report. Thus, they are more likely to be calculated during their length of stay (LOS), and more accessible. Their limitation is that their use assumes severity and workload are strongly correlated, which may not be strictly true in practice.

Many researchers in the last decade have pointed out that severity of illness may be an appropriate component of at least a measure of nursing intensity [225-229]. However, these patient severity assessment systems are patient-oriented and thus unlikely to describe nursing workload perfectly. In particular, patients with equal severity scores may require very different levels of nursing interventions and effort.

A study by Adomat et al. [87] used a video camera to record nursing activity in the ICU and
concluded that the existing nurse-to-patient ratio classification is inappropriate. It found that nurses may spend less time with more critically ill patients. For example, fully sedated mechanically ventilated patients do not necessarily receive more nursing input than patients allocated a lower level of dependence and who are thus more awake. These patients are considered more critically ill by every illness severity metric, but researchers have shown there is only a weak or no correlation between patient severity score and nursing workload [230-232]. Thus, there is a clear contradiction in the existing evaluation systems and approaches used to optimise patient-nurse ratio based on severity scores.

As discussed, all patient severity scores, including TISS and NEMS are patient-oriented. While they are more clinically accessible and measurable, they are less likely to transfer well or correlate to nursing workload. In contrast, nurse-oriented workload assessment tools are more likely to describe real nursing demands, but are more subjective and typically require experienced nurses to fill out a checklist during each shift, which adds workload. Finally, there is no standard method to consistently quantify patient and bedside nurse interaction. In short, all patients are different and have different needs, even if they are broadly scored as similar by a severity or other scoring system. It is very unlikely that a ‘one size of care’ will fit all patients.

This chapter introduces different nursing workload and patient acuity assessment tools. Specifically, it describes the data collecting procedure in detail for calculating TISS-28, NEMS, APS, APACHE-III, SAPS-II, APACHE-II, and SOFA. Patient data collected during the CATS study was used for the analysis performed in this chapter. The distributions of different assessment results are presented. The relationship between TISS-28 and patient acuity scores included in this study was generated, and it was used to predict the nursing
minutes for different assessment tools.

7.2 Literature review

7.2.1 Patient illness severity assessment systems

Acute physiology and chronic health evaluation (APACHE)

Acute physiology and chronic health evaluation (APACHE) was first developed in 1981 [208]. It is a physiologically based classification system for measuring severity of illness in groups of critically ill patients. APACHE-II in 1985 [233] used a point score based upon initial values of 12 routine physiologic measurements, age, and previous health status to provide a general measure of severity of disease, ranging from 0 to 67 points. APACHE-II also provided an approach to compute predicted mortality rates for groups of acutely ill patients[234]. The predicted death rate \( R \) is:

\[
\ln\left(\frac{R}{1-R}\right) = -3.517 + (\text{APACHE-II} \times 0.146) + (\text{Diagnostic Category Weight}) + (0.603, \text{only if post-emergency surgery})
\]

where the Diagnostic Category Weight can be found in [233] or [235].

In 1991, APACHE-III was further developed to predict hospital mortality [236] with greater accuracy. It comprised the sum of three components: an acute physiology score (APS), age score, and a chronic health problems score. The score ranges from 0 to 299 (physiology, 0 to 252; chronic health, 0 to 23; age, 0 to 24), as shown in Appendix 7.1 or [237]. In 2006, APACHE-IV was created and validated [238], showing the prediction of hospital mortality with better discrimination and calibration.

In this study, APACHE-II and APACHE-III are calculated for all 23 patients. APACHE-IV
was not analysed as no reliable calculator was found, and the score itself is equal to that of APACHE-III. The difference between APACHE-III and APACHE-IV is the mortality prediction capability. The APACHE-II score and estimated mortality rate were calculated using an online calculator [239]. The APACHE-III is calculated manually by researcher each day. ASP scores, chronic scores, and age scores are calculated along with APACHE-III. The most commonly used unit conversion is presented in Appendix 7.2.

The simplified acute physiology score (SAPS)

The simplified acute physiology score (SAPS) is a severity score and mortality estimation tool developed from a large sample of medical and surgical patients. It was first developed in 1984, using only 14 easily measured biologic and clinical variables to reflect the risk of death in ICU patients [211]. In 1993, SAPS-II was further updated [224] to include an additional 17 variables, comprising physiology, age, type of admission, and 3 underlying disease variables. The result was a score ranging from 0 to 163 points. The SAPS-II score was able to provide an estimate of risk of death without having to specify a primary diagnosis. Hospital mortality can be calculated:

\[
\text{logit} = -7.7631 + 0.0737(SAPS-II \text{ Score}) + 0.9971(\ln(SAPS-II \text{ Score} + 1))
\]  
(7.2)

\[
\text{Mortality} = \frac{e^{\text{logit}}}{1 + e^{\text{logit}}}
\]  
(7.3)

In 2005, the SAPS III score was developed and validated [240-242]. Customised equations for major areas of the world were computed to assess severity of illness and predict vital status of hospital discharge.

In this study, SAPS-II is calculated for each day of patient stay. Appendix 7.3 shows where to locate the SAPS-II components in the Christchurch Hospital data records. A validated online
calculator [243] is used to calculate SAPS-II and relative death rate. SAPS-III was not analysed as it is not widely used.

**Sequential organ failure assessment (SOFA)**

The sequential organ failure assessment (SOFA) is a morbidity severity score and mortality estimation tool developed from a large sample of ICU patients throughout the world [244-247]. Unlike other scoring systems, such as SAPS II and APACHE II, SOFA was designed to focus on organ dysfunction and morbidity as a leading cause of ICU death. It thus has less of an emphasis on mortality prediction. SOFA was designed with emphasis on bedside applicability and simplicity using widely available clinical variables.

The SOFA score is made of 6 variables representing 6 major organ systems: respiration, coagulation, liver, cardiovascular, central nervous system, and renal [244]. Each organ system is assigned a point value from 0 (normal) to 4 (high degree of dysfunction/failure), and the SOFA score is the summation of these values across all organ systems. SOFA score is calculated on a daily basis based on the worst physiological measurements of each 24 hours. The SOFA score ranges from 0 to 24, and can also be used to predict ICU mortality, as shown in Table 7.1.

<table>
<thead>
<tr>
<th>SOFA Score</th>
<th>0-6</th>
<th>7-9</th>
<th>10-12</th>
<th>13-14</th>
<th>15</th>
<th>15-24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mortality</td>
<td>&lt;10%</td>
<td>15-20%</td>
<td>40-50%</td>
<td>50-60%</td>
<td>&gt;80%</td>
<td>&gt;90%</td>
</tr>
</tbody>
</table>

Table 7.1: Correlation between SOFA scores and hospital mortality [212, 247]:

In this study, SOFA scores are calculated on each day of stay. Appendix 7.3 shows where to locate each item in the Christchurch Hospital. A validated online calculator [248] is used to
calculate SOFA scores and relative death rate for each patient and day of stay.

**7.2.2 Nursing workload assessment systems**

**Therapeutic intervention scoring system (TISS) and nine equivalents of nursing manpower (NEMS)**

The therapeutic intervention scoring system (TISS) was published in 1974 by Cullen et al. [81]. This scoring system contains 57 items, each scored 1-4. The sums of scores were used to: 1) determine appropriate utilization of ICU facilities; 2) provide information on nurse-to-patient ratios; 3) validate a clinical classification of critically ill patients into four categories; and 4) analyze the cost of ICU [81]. TISS was updated to TISS-76 in 1983 [82] by Keene et al., extending TISS to 76 items, with each interventions scored from 1-4 points. It assumed that a single nurse can manage a total workload of 40-50 points per day. However, there are four major reasons that TISS-76 is not widely used: 1) It is time consuming; 2) The use of TISS-76 is cumbersome; 3) The items listed do not always adequately reflect patient care activities; 4) TISS-76 does not reflect several other daily activities of nursing staff that are equally important to professionals [2].

TISS-28 [2] was updated in 1996 by Miranda et al. to represent a simplified TISS-76, containing 28 therapeutic interventions, with each item scored from 1 to 8 points. It stated that a nurse can deliver work equal to 46 points per 8-hour shift, which translate each TISS-28 point to 10.6 minutes of each 8-hour shift. Its reliability has been validated [2, 102, 249, 250]. Because of its simplicity, TISS-28 has been widely used in different scenarios [101, 251-254] and it can be calculated based on computerized data [255].

The nine equivalents of nursing manpower (NEMS) score was developed by Miranda et al. in 1997 [86]. It further narrows down the TISS-28 into 9 nursing interventions, with each
intervention score ranging from 3 to 12 points (66 point in total). The total NEMS score is used to measure ICU nursing workload. In 2004, an automatic system was developed [256], using a patient data management system (PDMS) to automatically calculate NEMS [257, 258]. The accuracy of NEMS has been validated in some studies [259-261].

In this study, items required to calculate TISS-28 and NEMS scores are collected for every patient and day of stay. TISS-28 and NEMS scores are manually calculated each day. Appendix 7.4 shows the detailed calculation and items required.

**Nursing activity score (NAS)**

The nursing activity score was created in 2003 by Miranda et al. [78], aiming to determine the nursing activities that best describe nursing workload and attribute weights to these activities. This score system is derived from TISS-28, adding 5 new items and 14 sub-items describing nursing activities. It has been shown NAS explains 81% of the nursing time, while TISS-28 only explains 43% of nursing time [78]. Performance of the NAS has been validated in other studies [102, 262, 263].

Even though NAS is a nurse-orientated tool that could better explain nursing workload compared to patient-oriented tools, such as TISS-28, its application remains limited. In particular, there are 2 main reasons that prevents the NAS from being more widely used: 1) NAS requires extra nursing time to fill out questionnaires [264]; and 2) There is a significant correlation between TISS-28 and NAS [265]. Thus, for well-trained researchers, it is much easier to calculate TISS-28.
**Time oriented score system (TOSS)**

TOSS was developed in 1991 by the Italian Multicenter Group of ICU Research (GIRTI) [79]. The aim of TOSS was to define an easy and repeatable system for evaluation of nursing workload for ICU patients. During the first 24 hours of ICU stay, the nursing time needed by the patient is collected, which nurses or researcher need to file on a data collection sheet. Each clinical intervention is assigned a relative number of minutes to perform. The number of times it is performed multiplied by the relative intervention minutes yields total minutes needed for each activity. TOSS’s major benefit is that it is a direct time evaluation of nursing workload, not mediated by scores related to therapeutic interventions, such as TISS and NAS, or by subjective estimates. TOSS has shown a strong correlation to both SAPS and TISS [79]. However, there remains limited research and application of TOSS, and it is not widely used in the ICU to evaluate nursing workload.

**Other scores**

Other workload assessment tools include: 1) Belgian Nursing Minimum Data Set (B-NMDS) [266]; 2) Oulu Patient Classification (OPC) [216, 267, 268]; 3) OMEGA; 4) Project Research of Nursing (PRN) [83]; and 5) NASA-TLX [73]. However, there are relatively few studies on these systems, and very little research uses these assessment tools to evaluate nursing workload. Because of their low popularity, they are not considered in this study.

**7.3 Data collection and patient selection**

In the Christchurch Hospital ICU, the nurse-to-patient ratio is approximately 1:1. During each nursing shift, nurses have to fill out the 24-hour patient chart each hour, an example of which is shown in Appendix 7.5. Patient blood gases are collected every 6 hours if patient has either a central venous line (CVL), arterial line, or peripherally inserted central catheter (PICC) line.
Blood gas analysis is performed using a Radiometer ABL 90 Series machine [269], giving diagnosis results such as pO2, pCO2, pH, and pHCO3. In addition, a blood sample is collected for laboratory analysis in every 24 hours in the morning, or as necessary during the day, if the patient has either an arterial line or PICC line. Laboratory analysis of blood sample generates a blood count and biochemistry report. The blood count report contains diagnostic results such as white blood count (WBC), hematocrit (Hct), and platelets. Biochemistry reports contain diagnostic results, such as sodium (Na), potassium (K), glucose, blood urea nitrogen (BUN), creatinine, albumin, and bilirubin.

All information required to calculate TISS-28, NEMS, APACHE-II, APACHE-III, SAPS-II and SOFA are summarized in Appendix 7.3. The definition of these necessary physiological measurements, their absolute range, reasonable range, and where to locate them in data records are also summarized in Appendix 7.3. Common unit conversions are presented in Appendix 7.2.

This research considered all patients admitted and allocated to ‘Bed 7’ from August, 2014 to May, 2015. Patients under 18 years of age or patients staying less than 24 hours were excluded. If a patient does not have an arterial line or PICC line, a blood gas sample may not be taken on every patient day. If a patient missed more than 1/3 blood gas reports over his/her LOS, this patient is excluded. In total, 23 patients were included, with a total of 104 patient days. Their LOS in ‘Bed 7’ varied from 1 to 19 days. Table 7.2 shows the basic demographics for these 23 patients.
**Table 7.2: Patient demographics**

<table>
<thead>
<tr>
<th>Patient No.</th>
<th>Age</th>
<th>Gender</th>
<th>LOS in Bed 7</th>
<th>Type of Admission</th>
<th>Diagnosis Code</th>
<th>Comorbidities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22</td>
<td>F</td>
<td>2</td>
<td>1</td>
<td>1403.01 Internal bleeding</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>41</td>
<td>M</td>
<td>5</td>
<td>4</td>
<td>601.06 Head/multiple trauma</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>M</td>
<td>2</td>
<td>1</td>
<td>601.08 Head/spine trauma</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>72</td>
<td>F</td>
<td>70</td>
<td>10</td>
<td>1408.05 Gastrostomy</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>54</td>
<td>F</td>
<td>2</td>
<td>2</td>
<td>102.01 VF arrest</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>77</td>
<td>M</td>
<td>2</td>
<td>1</td>
<td>108.01 Hypertension</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>55</td>
<td>F</td>
<td>3</td>
<td>3</td>
<td>203.01 Aspiration failure</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>83</td>
<td>F</td>
<td>2</td>
<td>2</td>
<td>1705.03 Anuria post laparotomy</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>76</td>
<td>M</td>
<td>12</td>
<td>12</td>
<td>201.01 Respiratory Failure + Sepsis</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>76</td>
<td>M</td>
<td>7</td>
<td>5</td>
<td>502.01 Urinary Sepsis</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>65</td>
<td>M</td>
<td>23</td>
<td>6</td>
<td>602.11 Chest/thorax trauma</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>30</td>
<td>M</td>
<td>14</td>
<td>5</td>
<td>1301.01 Infection / abscess surgery</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>74</td>
<td>F</td>
<td>1</td>
<td>1</td>
<td>212.01 Bacterial Pneumonia</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>18</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>604.06 Spinal/multiple trauma</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>52</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>407.01 Seizures (Neuromus)</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>76</td>
<td>F</td>
<td>2</td>
<td>1</td>
<td>110.01 Cardiomyopathy</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>21</td>
<td>M</td>
<td>3</td>
<td>3</td>
<td>212.01 Pneumonia, bacterial</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>73</td>
<td>F</td>
<td>4</td>
<td>4</td>
<td>601.03 Head/chest trauma</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>60</td>
<td>M</td>
<td>3</td>
<td>2</td>
<td>601.04 Head/extremity trauma</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>38</td>
<td>F</td>
<td>13</td>
<td>8</td>
<td>212.01 Pneumonia, bacterial</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>F</td>
<td>4</td>
<td>2</td>
<td>405.01 Neoplasm neurologic</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>48</td>
<td>M</td>
<td>30</td>
<td>10</td>
<td>603.01 Burns</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>68</td>
<td>M</td>
<td>29</td>
<td>19</td>
<td>503.01 Sepsis with shock, not urinary</td>
<td>0</td>
</tr>
</tbody>
</table>

**LOS:** Days patient admission in ICU. Patient may not stay in bed 7 during entire LOS.

**Type of Admission:** 1) Scheduled (elective) surgical; 2) Medical; 3) Unscheduled (Emergency) surgical.

**Comorbidities:** 0=None; 1=AIDS; 2=Hepatic Failure; 3=Lymphoma; 4=Metastatic Cancer; 5=Leukemia/Multiple Myeloma; 6=Immune Compromised; 7=Cirrhosis.

**Diagnosis code number:** followed ANZICS (Australian and New Zealand Intensive Care Society) Data collection Form [270], which is employed by Christchurch hospital diagnosis patients.

During each patient stay, clinical information is collected in the morning, around 5 am – 8 am. TISS-28, NEMS, APACHE-II, APACHE-III, SAPS-II and SOFA scores are then calculated. If any clinical information is missed during these 3 hours, the nearest hour is used to represent patient physiological status. If the nearest hour is more than 24 hours, the missed item is averaged according to the nearest days. Table 7.3 demonstrates clinical items that are calculated each patient day, as well as their definition and score ranges.
# Table 7.3: Patient clinical evaluation items calculated each day of stay

<table>
<thead>
<tr>
<th>Items</th>
<th>Definition</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>TISS-28</td>
<td>Therapeutic Intervention Score System-28</td>
<td>0-78</td>
</tr>
<tr>
<td>TISS-76</td>
<td>Therapeutic Intervention Score System-76: TISS-28=3.33+0.97 × TISS-76</td>
<td>0-200</td>
</tr>
<tr>
<td>Time of nursing care</td>
<td>Minutes=TISS-28 × 10.6 /8h</td>
<td></td>
</tr>
<tr>
<td>NEMS</td>
<td>Nine Equivalents of Nursing Manpower</td>
<td>0-66</td>
</tr>
<tr>
<td>APS</td>
<td>Acute Physiology Score</td>
<td>0-252</td>
</tr>
<tr>
<td>APACHE-III</td>
<td>Acute Physiology and Chronic Health Evaluation-3</td>
<td>0-299</td>
</tr>
<tr>
<td>SAPSI</td>
<td>Simplified Acute Physiology Score</td>
<td>0-163</td>
</tr>
<tr>
<td>SAPS-II Estimated Mortality</td>
<td>logit=-7.7631+0.0737(SAPS-II Score) + 0.9971[ln(SAPS-II Score + 1)]</td>
<td>0-100</td>
</tr>
<tr>
<td></td>
<td>Mortality=elogit/1+elogit</td>
<td></td>
</tr>
<tr>
<td>APACHE-II</td>
<td>Acute Physiology and Chronic Health Evaluation-2</td>
<td>0-67</td>
</tr>
<tr>
<td>APACHE-II Estimated Mortality</td>
<td>Ln(R/1-R) = -3.517 + (APACHE-II × 0.146) + (Diagnostic Category Weight) + (0.603, only if post-emergency surgery)</td>
<td>0-100</td>
</tr>
<tr>
<td>SOFA</td>
<td>The Sequential Organ Failure Assessment</td>
<td>0-24</td>
</tr>
<tr>
<td>SOFA Estimated Mortality</td>
<td>Shown in Table 7.1</td>
<td>0-100</td>
</tr>
</tbody>
</table>

## 7.4 Results

### 7.4.1 Mortality according to SAPS-II and APACHE-II

Figure 7.1 shows APACHE-II scores and relative estimated mortality for the 104 patient days of data (R=0.98). Figure 7.1 also shows SAPS-II score and relative estimated mortality (R=0.96). It demonstrates a sigmoid relationship between mortality and patient severity score, as shown in [233]:

\[
\text{Estimated mortality} = \frac{c}{1 + \exp(-a \times (\text{Severity Score} - b))}
\]  

(7.4)

where for:

- APACHE-II: \(a=0.15; b=24.09; c=1\), and for
- SAPS-II: \(a=0.10; b=50.36; c=0.94\)

This result is expected based on prior results and how these scores are calibrated to mortality. They thus confirm these patients are ‘typical’.
Figure 7.1: Left: APACHE-II scores and relative estimated mortality according to 104 patient days. Right: SAPS-II scores and relative estimated mortality. Both of them fit sigmoid relationship: mortality = c / (1 + exp (-a*(Severity Score - b))).

7.4.2 Patient clinical results

Table 7.4 shows the average and median clinical results for each patient, including TISS-28, NEMS, APS, APACHE-III, SAPS-II, APACHE-II, and SOFA. In Table 7.4 (a), the lowest patient APACHE-III score is 7 (Patient 14, Trauma), and the corresponding TISS-28 score is 20 (the lowest). The highest APACHE-III is 87 (Patient 9, Respiratory Failure), while the corresponding TISS-28 score is 32 (not the highest). When a patient’s TISS-28 is less than 25 points, the patient’s illness is considered less severe. However, when TISS-28 > 25, it is hard to judge the severity of patient.

Figure 7.2 (a-g) shows patient clinical results based on all 104 patient days. For 57 out of 104 (55%) patient days, TISS-28 is between 30 and 35. For 65 out of 104 (62.5%) patient days, NEMS is between 25 and 30. The TISS-28 and NEMS resolution is not fine enough to differentiate different patient demands. APS, APACHE-III, SAPS-II, APACHE-II have better resolution to differentiate different patient severity at these levels.
Table 7.4(a): 23 patients’ average clinical results during their LOS

<table>
<thead>
<tr>
<th>Patient</th>
<th>TISS-28 (78)</th>
<th>NEMS (66)</th>
<th>APS (252)</th>
<th>APACHE-III (299)</th>
<th>SAPS-II (163)</th>
<th>APACHE-II (67)</th>
<th>SOFA (24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>17</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>20</td>
<td>40</td>
<td>40</td>
<td>30</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>27</td>
<td>23</td>
<td>23</td>
<td>8</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>31</td>
<td>64</td>
<td>80</td>
<td>51</td>
<td>26</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>37</td>
<td>56</td>
<td>61</td>
<td>45</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>29</td>
<td>34</td>
<td>56</td>
<td>73</td>
<td>35</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>27</td>
<td>16</td>
<td>21</td>
<td>21</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>15</td>
<td>17</td>
<td>45</td>
<td>40</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>32</td>
<td>33</td>
<td>70</td>
<td>87</td>
<td>49</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>34</td>
<td>34</td>
<td>41</td>
<td>58</td>
<td>38</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>32</td>
<td>34</td>
<td>51</td>
<td>64</td>
<td>42</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>32</td>
<td>28</td>
<td>42</td>
<td>42</td>
<td>36</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>25</td>
<td>27</td>
<td>13</td>
<td>29</td>
<td>21</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>27</td>
<td>7</td>
<td>7</td>
<td>14</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>33</td>
<td>32</td>
<td>43</td>
<td>48</td>
<td>32</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>20</td>
<td>15</td>
<td>9</td>
<td>26</td>
<td>24</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>18</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>32</td>
<td>28</td>
<td>66</td>
<td>82</td>
<td>57</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>19</td>
<td>29</td>
<td>27</td>
<td>35</td>
<td>46</td>
<td>44</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>29</td>
<td>38</td>
<td>38</td>
<td>20</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>21</td>
<td>20</td>
<td>27</td>
<td>32</td>
<td>37</td>
<td>22</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>32</td>
<td>27</td>
<td>44</td>
<td>49</td>
<td>31</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>23</td>
<td>32</td>
<td>28</td>
<td>44</td>
<td>67</td>
<td>36</td>
<td>19</td>
<td>5</td>
</tr>
</tbody>
</table>

Note: The highest possible value for each nursing/severity score is given in brackets.

Table 7.5 shows the 5%, 25%, 75%, 95% percentiles and confident intervals (CI), median, and average of TISS-28, NEMS, APS, APACHE-III, SAPS-II, APACHE-II, and SOFA based on all 104 patient days. Table 7.6 shows the same results in Table 7.5 as percentages. These percentages are calculated with respect to the maximum possible score, for example, when TISS-28=33, its percentage result is 33/78=42.3% of the maximum. Figure 7.3 shows the cumulative distribution of patient clinical results in percentage, for all 104 patient days. Percentage results for TISS-28 and NEMS have much narrower 25%-75% CI, comparing with the other 4, APACHE-III, SAPS-II, APACHE-II, and SOFA.
Figure 7.2 continued on next page
...Figure 7.2 continued
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**Figure 7.2**: TISS-28, NEMS, APS, APACHE-III, SAPS-II, APACHE-II, and SOFA distribution, based on 104 days patient data.

**Table 7.4(b)**: 23 patients’ median clinical results during their LOS

<table>
<thead>
<tr>
<th>Patient</th>
<th>TISS-28 (78)</th>
<th>NEMS (66)</th>
<th>APS (252)</th>
<th>APACHE-III (299)</th>
<th>SAPS-II (163)</th>
<th>APACHE-II (67)</th>
<th>SOFA (24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>17</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>18</td>
<td>41</td>
<td>41</td>
<td>28</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>27</td>
<td>23</td>
<td>23</td>
<td>8</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>27</td>
<td>65</td>
<td>81</td>
<td>53</td>
<td>26</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>37</td>
<td>56</td>
<td>61</td>
<td>45</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>29</td>
<td>34</td>
<td>56</td>
<td>73</td>
<td>35</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>27</td>
<td>20</td>
<td>25</td>
<td>22</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>15</td>
<td>17</td>
<td>45</td>
<td>40</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>31</td>
<td>27</td>
<td>67</td>
<td>84</td>
<td>45</td>
<td>23</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>34</td>
<td>34</td>
<td>41</td>
<td>58</td>
<td>37</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>34</td>
<td>34</td>
<td>48</td>
<td>61</td>
<td>43</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>32</td>
<td>27</td>
<td>45</td>
<td>45</td>
<td>36</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>25</td>
<td>27</td>
<td>13</td>
<td>29</td>
<td>21</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>27</td>
<td>7</td>
<td>7</td>
<td>14</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>33</td>
<td>32</td>
<td>43</td>
<td>48</td>
<td>32</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>20</td>
<td>15</td>
<td>9</td>
<td>26</td>
<td>24</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>24</td>
<td>27</td>
<td>40</td>
<td>40</td>
<td>18</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>31</td>
<td>27</td>
<td>67</td>
<td>83</td>
<td>58</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>19</td>
<td>29</td>
<td>27</td>
<td>35</td>
<td>46</td>
<td>44</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>31</td>
<td>27</td>
<td>39</td>
<td>39</td>
<td>18</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>21</td>
<td>20</td>
<td>27</td>
<td>32</td>
<td>37</td>
<td>22</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>32</td>
<td>27</td>
<td>41</td>
<td>46</td>
<td>30</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>23</td>
<td>32</td>
<td>27</td>
<td>10</td>
<td>63</td>
<td>35</td>
<td>18</td>
<td>4</td>
</tr>
</tbody>
</table>

**Note**: The highest possible value for each nursing/severity scores is given in brackets.
Table 7.5: Clinical score results from 104 patient days.

<table>
<thead>
<tr>
<th>Score</th>
<th>5% CI</th>
<th>25% CI</th>
<th>Median</th>
<th>75% CI</th>
<th>95% CI</th>
<th>Average</th>
<th>SD (σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TISS-28 (78)</td>
<td>20</td>
<td>30</td>
<td>32</td>
<td>33</td>
<td>37</td>
<td>30</td>
<td>4.84</td>
</tr>
<tr>
<td>NEMS (66)</td>
<td>15</td>
<td>27</td>
<td>27</td>
<td>33</td>
<td>40</td>
<td>29</td>
<td>5.95</td>
</tr>
<tr>
<td>APS (252)</td>
<td>12</td>
<td>36</td>
<td>43</td>
<td>57</td>
<td>83</td>
<td>46</td>
<td>19.66</td>
</tr>
<tr>
<td>APACHE-III (299)</td>
<td>25</td>
<td>41</td>
<td>58</td>
<td>74</td>
<td>98</td>
<td>58</td>
<td>23.39</td>
</tr>
<tr>
<td>SAPS-II (163)</td>
<td>17</td>
<td>29</td>
<td>35</td>
<td>43</td>
<td>58</td>
<td>36</td>
<td>12.89</td>
</tr>
<tr>
<td>APACHE-II (67)</td>
<td>6</td>
<td>11</td>
<td>17</td>
<td>20</td>
<td>27</td>
<td>16</td>
<td>6.70</td>
</tr>
<tr>
<td>SOFA (24)</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>9</td>
<td>12</td>
<td>6</td>
<td>3.21</td>
</tr>
</tbody>
</table>

Note: The maximum clinical score is given in brackets.

Table 7.6: Clinical score results over 104 patient days (in percentage)

<table>
<thead>
<tr>
<th>Score</th>
<th>5% CI</th>
<th>25% CI</th>
<th>Median</th>
<th>75% CI</th>
<th>95% CI</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>TISS-28 (78)</td>
<td>26</td>
<td>38</td>
<td>41</td>
<td>42</td>
<td>47</td>
<td>39</td>
</tr>
<tr>
<td>NEMS (66)</td>
<td>23</td>
<td>41</td>
<td>41</td>
<td>50</td>
<td>61</td>
<td>44</td>
</tr>
<tr>
<td>APS (252)</td>
<td>5</td>
<td>14</td>
<td>17</td>
<td>22</td>
<td>33</td>
<td>18</td>
</tr>
<tr>
<td>APACHE-III (299)</td>
<td>8</td>
<td>14</td>
<td>19</td>
<td>25</td>
<td>33</td>
<td>20</td>
</tr>
<tr>
<td>SAPS-II (163)</td>
<td>10</td>
<td>18</td>
<td>21</td>
<td>26</td>
<td>36</td>
<td>22</td>
</tr>
<tr>
<td>APACHE-II (67)</td>
<td>9</td>
<td>16</td>
<td>25</td>
<td>30</td>
<td>41</td>
<td>24</td>
</tr>
<tr>
<td>SOFA (24)</td>
<td>8</td>
<td>15</td>
<td>21</td>
<td>35</td>
<td>51</td>
<td>25</td>
</tr>
</tbody>
</table>

Note: The maximum clinical score is given in brackets.

Figure 7.3: Cumulative distribution of patient clinical results (in percentage), based on 104 patient days. TISS-28 and NEMS have much narrower 25-75 CI, comparing with APACHE-III, SAPS-II, APACHE-II, and SOFA, as shown in Table 7.6.
7.4.3 Correlation between different patient clinical scores

Table 7.7 shows the correlation, R, values between different clinical scores. APS, APACHE-III, SAPS-II, and APACHE-II have strong correlation with each other (R > 0.8). TISS-28 has the strongest correlation with NEMS, as NEMS is a simplified TISS-28 score by definition. Correlation between TISS-28 and severity scores (R values are between 0.47 and 0.56) is stronger than NEMS (R values between 0.3 and 0.67). APACHE-III has a strong correlation between APS, SAPS-II, and APACHE-II. SOFA has moderate correlation to all other scores (R = 0.56-0.67).

Table 7.7: Correlation co-efficient, R, between different nurse workload and patient illness severity scores.

<table>
<thead>
<tr>
<th>R</th>
<th>TISS-28 (78)</th>
<th>NEMS (66)</th>
<th>APS (252)</th>
<th>APACHE-III (299)</th>
<th>SAPS-II (163)</th>
<th>APACHE-II (67)</th>
<th>SOFA (24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TISS-28 (78)</td>
<td>1</td>
<td>0.77</td>
<td>0.55</td>
<td>0.51</td>
<td>0.47</td>
<td>0.52</td>
<td>0.56</td>
</tr>
<tr>
<td>NEMS (66)</td>
<td>0.77</td>
<td>1</td>
<td>0.43</td>
<td>0.41</td>
<td>0.3</td>
<td>0.45</td>
<td>0.67</td>
</tr>
<tr>
<td>APS (252)</td>
<td>0.55</td>
<td>0.43</td>
<td>1</td>
<td>0.95</td>
<td>0.81</td>
<td>0.88</td>
<td>0.62</td>
</tr>
<tr>
<td>APACHE-III (299)</td>
<td>0.51</td>
<td>0.41</td>
<td>0.95</td>
<td>1</td>
<td>0.88</td>
<td>0.92</td>
<td>0.66</td>
</tr>
<tr>
<td>SAPS-II (163)</td>
<td>0.47</td>
<td>0.3</td>
<td>0.81</td>
<td>0.88</td>
<td>1</td>
<td>0.85</td>
<td>0.61</td>
</tr>
<tr>
<td>APACHE-II (67)</td>
<td>0.52</td>
<td>0.45</td>
<td>0.88</td>
<td>0.92</td>
<td>0.85</td>
<td>1</td>
<td>0.61</td>
</tr>
<tr>
<td>SOFA (24)</td>
<td>0.56</td>
<td>0.67</td>
<td>0.62</td>
<td>0.66</td>
<td>0.61</td>
<td>0.61</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: The maximum possible clinical score is given in brackets.

7.4.4 Nurse-to-patient ratio prediction

Figure 7.4 (a-f) shows the correlation between TISS-28 score and NEMS, APS, APACHE-III, SAPS-II, APACHE-II, and SOFA. Besides NEMS, TISS-28 has moderate correlation with the other clinical scores (R = 0.47-0.56). Table 7.8 shows the equations to transfer each clinical score to nursing minutes from the data found. For example, if a patient has APACHE-III = 50, using the equation TISS-28 = 0.11 × APACHE-III + 23.93, it is possible to predict the required nursing minutes. The minimum required nursing minutes is 31.71 minutes/hour, so each APACHE-III point equals to 0.15 minutes/hour nursing time. For an APACHE-III score of 50, the total patient nursing demand is equal to 31.71+0.15×50=39.21
minutes/hour.

**Figure 7.4:** Linear regression between TISS-28 and other clinical scores. R values and equations are shown in each figure. Red chain lines represent 95% CI for coefficient estimation. Besides NEMS, all clinical scores have moderate correlation (R value between 0.47 and 0.56) with TISS-28. The minimum corresponding TISS-28 are all around 24 points, which suggests the minimum nursing time is 31.8 minutes/hour, roughly nurse-to-patient ratio equals 1:2.
Table 7.8: Correlation and correlation equations relating TISS-28 and other clinical scores. Basic nursing minutes is shown (around 31.8 minutes/hour), and each clinical point can be transferred to extra nursing minutes

<table>
<thead>
<tr>
<th>Assessment tools</th>
<th>Equation</th>
<th>Median</th>
<th>Minimum Equivalent TISS point</th>
<th>Basic nursing minutes/hour</th>
<th>Extra minutes/hour∙point</th>
</tr>
</thead>
<tbody>
<tr>
<td>TISS-28 (78)</td>
<td>N/A</td>
<td>31</td>
<td>0</td>
<td>0</td>
<td>1.33</td>
</tr>
<tr>
<td>NEMS (66)</td>
<td>y=0.62x+11.87</td>
<td>27</td>
<td>11.87</td>
<td>15.73</td>
<td>0.82</td>
</tr>
<tr>
<td>APS (252)</td>
<td>y=0.14x+23.70</td>
<td>43</td>
<td>23.70</td>
<td>31.40</td>
<td>0.19</td>
</tr>
<tr>
<td>APACHE-III (299)</td>
<td>y=0.11x+23.93</td>
<td>52</td>
<td>23.93</td>
<td>31.71</td>
<td>0.15</td>
</tr>
<tr>
<td>SAPS-II (163)</td>
<td>y=0.17x+23.72</td>
<td>35</td>
<td>23.72</td>
<td>31.43</td>
<td>0.23</td>
</tr>
<tr>
<td>APACHE-II (67)</td>
<td>y=0.38x+24.15</td>
<td>14</td>
<td>24.15</td>
<td>32.00</td>
<td>0.50</td>
</tr>
<tr>
<td>SOFA (24)</td>
<td>y=0.87x+24.62</td>
<td>6</td>
<td>24.62</td>
<td>32.62</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Note: ‘x’ represents different assessment tool’s score, and ‘y’ represents the corresponding TISS-28 score. ‘Median’ is the median values based on 104 patient days. ‘Basic nursing minutes/hour’ means the minimum required nursing time when acuity score is 0. ‘Extra minutes/hour∙point’ means the extra nursing time for each acuity point. For example, a patient with APACHE-III=50 points needs $23.9 \times \frac{10.6}{8}=31.71$ basic nursing minutes/hour (one TISS-28 = 10.6 minutes/8 hours), and each extra point requires $0.11 \times \frac{10.6}{8}=0.15$ minutes/hour, thus it requires $31.71+50 \times 0.15=39.21$ minutes/hour nursing care.

The minimum equivalent TISS-28 points are all around 24 (Table 7.8), except NEMS, which is 11.87. Thus, it is reasonable to set TISS-28=24 as the minimum patient nursing requirement for an 8-hour shift. The corresponding minimum nursing minutes is $24 \times \frac{10.6}{8}=31.8$ minutes/hour, which roughly equals to a 1:2 nurse-to-patient ratio. This outcome suggests the absolute minimum nurse-to-patient ratio in ICU is 1:2. Clinically, however, TISS-28 was never observed to exceed 45 points, based on 104 patient days (Tables 7.5 and 7.6). As one nurse could look after a patient with TISS-28=45 points ($24 \times \frac{10.6}{8}=59.6$ mins/h), it is safe to set the maximum nurse-to-patient ratio in ICU as 1:1. The specific nurse-to-patient ratio should be adjusted between 1:2 and 1:1 according to specific patient scores across a unit.

7.4.5 Patient specific study

To further evaluate the performance of TISS-28, NEMS, APACHE-III, SAPS-II, APACHE-
II, and SOFA on each individual patient, 6 patients with LOS > 6 days were studied. Their changes in clinical scores with time are studied. Figure 7.5 shows these 6 patients daily change.

Figure 7.5 continued on next page
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Figure 7.5: TISS-28, NEMS, APACHE-III, SAPS-II, APACHE-II, and SOFA scores over 6 patients during their LOS. Their LOS varies between 6 and 19 days.

Considering sickness severity, Patient 4, Patient 9 and Patient 11 showed an increasing trend in their APACHE-III and SAPS-II scores, which reflects their worsening condition over their stay. Patient 20 maintained a rather stable severity scale, as reflected by the APACHE-III and
SAPS-II scores. Patient 22 and Patient 23 showed a decreasing trend in their APACHE-III and SAPS-II scores. However, considering the workload assessment tools, TISS-28 and NEMS, none of the 6 patients had an apparent increasing or decreasing trend with respect to these scores or workload, showing significant insensitivity to workload as a function of severity.

APACHE-III score varied across a wide range of values in these patients. Hence, it can be used to describe patient sickness severity for a wide range of patients with the greatest resolution and/or sensitivity. Similarly, TISS-28 has better resolution than NEMS to describe nursing workload, as it captures more detailed work interventions being carried out by the nurses.

7.5 Discussion and limitations

7.5.1 TISS-28 and NEMS

During 104 patient days, TISS-28 scores calculated in this study never exceeded 45 points. TISS-28 scores ranged between 30 and 35 for 57 (55%) patient days. Thus, the resolution of the TISS-28 system does not adequately differentiate patient needs in the ICU. Table 7.9 shows TISS-28 items, points and whether each item is likely to change, based on patients admitted to the ICU.

As shown in Table 7.9, the sum of ‘Every patient’ and ‘Most patient’ is 5 items, 14 points, which means more than 95% of the patients would have at least 14 points during their entire LOS. The total score of ‘Barely happened’ and ‘Never happened’ is 11 items, 36 points, which means the highest TISS-28 score for more than 95% of patient days is 78-36=42 points. Thus, when TISS-28 is applied in clinical application, its value only varies between
14 and 42. In other words, only 12 out of 28 items tend to vary between patients, and only 36% of entire TISS-28 score band is used \(((42-14)/78=36\%)\), which can also be seen in Figure 7.3. According to Figure 7.2 (a), TISS-28 scores were between 30 and 35 points for over 50% of patient days. Results in Table 7.5 and Figure 7.3 showed that interquartile range of TISS is 30-33 points, which is too narrow to differentiate different nursing workload. These results are further verified in patient specific study. For example, Patient 22’s acuity has decreased during patient stay, but TISS-28 was constant at 32 points for all 10 days of stay.

NEMS is a simplified TISS-28, and it can range between 0 to 66 points. However, based on 104 patient days, patient NEMS scores have never exceed 45 points out of a possible 66 points. According to results in Figure 7.2 (b), there were 65 out of 104 days (62.5%) where NEMS ranged between 25 and 30. Specifically, over all these 65 days the NEMS score was equal to 27 points. According to Table 7.5, the IQR is 27-33 points, 5%-95% CI is 15-40 points, and only 25/66=38% of the entire score band is used. Thus, NEMS has even lower resolution than TISS-28 in this typical cohort. This result can also be seen in the patient-specific study. Patient 11’s acuity increased and Patient 22’s acuity decreased, but neither of their NEMS score changed during their entire stay.

7.5.2 APACHE-III, SAPS-II, APACHE-II and SOFA

APACHE-III can vary from 0-299. However, in reality, patient APACHE-III scores hardly exceed 120 points. Based on 104 days of clinical data, the highest APACHE-III score was 120 (40% of maximum value). It seems that it is very unlikely that a patient will obtain the highest score of each score sub-item. Of the 104 patient days of data, the IQR APACHE-III is 41-74 points and 5%-95% CI is 25-98 points. Even though the 25%-75% CI only covers 11% of the entire APACHE-III scale, APACHE-III has the highest standard deviation value (\(\sigma =\))
23.37) and its cumulative distribute has a more gradual slope (Figure 7.3). Thus, the APACHE III range and variability is wide enough to capture different patient acuity. In Figure 7.5, APACHE-III shows the most obvious change compared to other patient severity assessment tools.

SAPS-II ranges from 0 to 163 points. During 104 patient days, SAPS-II scores never exceed 70 points (43% of maximum value), as patients are unlikely to obtain the highest score for each item. According to Figure 7.2 (e), SAPS-II also showed a Gaussian distribution shape, with mean of 36 point and standard deviation $\sigma = 13.89$. Table 7.5 shows SAPS-II IQR is 29-43 points and the 5%-95% CI is 17-58 points. In this cohort, it has shown good performance in evaluating patient acuity as SAPS-II has higher resolution. In Figure 7.5, Patient 4, Patient 9, and Patient 11 SAPS-II values have an increasing trend, and Patient 23 has a decreasing trend, while Patient 20 and Patient 22 maintain the same SAPS-II level. SAPS-II values also show a strong correlation with APACHE-III, suggesting higher resolution in capturing patient-specific condition is eminent in both scores.

APACHE-II ranges from 0 to 67 points. Based on 104 patient days’ clinical data, patient APACHE-II never exceeded 40 points (60% of maximum value). According to Figure 7.2 (f), the APACHE-II distribution is Gaussian, with mean of 16 points and standard deviation $\sigma = 6.7$. Table 7.5 shows the APACHE-II IQR is 11-20 points and 5%-95% CI is 6-27 points. Its resolution is lower than APACHE-III and SAPS-II in differentiating patient acuity level. Even though APACHE-II has a strong correlation with APACHE-III (R=0.92), APACHE-II cannot capture patient-specific severity trends as sensitive as APACHE-III.
Table 7.9: TISS-28 items, points, how many patient days are counted, percentage, and whether each item is likely to change

<table>
<thead>
<tr>
<th>TISS-28</th>
<th>Points</th>
<th>Days</th>
<th>Pct. (%)</th>
<th>Whether each item is likely to change?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Standard monitoring. Hourly vital signs, regular registration and calculation of fluid balance.</td>
<td>5</td>
<td>104</td>
<td>100</td>
<td>Every patient</td>
</tr>
<tr>
<td>2 Laboratory. Biochemical and microbiological investigations.</td>
<td>1</td>
<td>100</td>
<td>96.2</td>
<td>Most patients</td>
</tr>
<tr>
<td>3 Single Medication, any route (IV, PO, IM, etc.).</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>Barely occurred</td>
</tr>
<tr>
<td>4 Multiple intravenous medications (more than 1 drug, single shots, or continuously)</td>
<td>3</td>
<td>103</td>
<td>99</td>
<td>Most patients</td>
</tr>
<tr>
<td>5 Routine dressing changes. Care and prevention of decubitus and daily dressing change)</td>
<td>1</td>
<td>92</td>
<td>88.5</td>
<td>Depends on patient, Common</td>
</tr>
<tr>
<td>6 Frequent dressing changes (at least one time per each nursing shift) and /or extensive wound care</td>
<td>1</td>
<td>13</td>
<td>12.5</td>
<td>Depends on type of diagnosis</td>
</tr>
<tr>
<td>7 Care of drains. All (except gastric tube)</td>
<td>3</td>
<td>104</td>
<td>100</td>
<td>Every patient</td>
</tr>
<tr>
<td>8 Single vasoactive medication. Any vasoactive drug.</td>
<td>3</td>
<td>22</td>
<td>21.2</td>
<td>Depends on patient diagnosis</td>
</tr>
<tr>
<td>9 Multiple vasoactive medications. More than 1 vasoactive drug, disregard type and dose.</td>
<td>4</td>
<td>2</td>
<td>1.9</td>
<td>Barely occurred</td>
</tr>
<tr>
<td>10 Intravenous replacement of large fluid losses. Fluid replacement &gt;3 liters per square meter per day, disregard type of fluid administered.</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>Never occurred</td>
</tr>
<tr>
<td>11 Peripheral arterial catheter</td>
<td>5</td>
<td>92</td>
<td>88.5</td>
<td>Depends on patient, common</td>
</tr>
<tr>
<td>12 Left atrium monitoring. Pulmonary artery floatation catheter with or without cardiac output measurement.</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>Never occurred</td>
</tr>
<tr>
<td>13 Central venous line</td>
<td>2</td>
<td>82</td>
<td>78.8</td>
<td>Depends on patient, common</td>
</tr>
<tr>
<td>14 Cardiopulmonary resuscitation after arrest in the last 24 hours (single precordial percussion is not included)</td>
<td>3</td>
<td>2</td>
<td>1.9</td>
<td>Barely occurred</td>
</tr>
<tr>
<td>15 Single specific interventions in the ICU. intubation, introduction of a pacemaker, cardioversion, endoscopies, emergency surgery in the past 24 hours, gastric lavage.</td>
<td>3</td>
<td>6</td>
<td>5.8</td>
<td>Intubation could happen. The rest never occurred.</td>
</tr>
<tr>
<td>16 Multiple specific interventions in the ICU. More than one, as described above.</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>Barely occurred</td>
</tr>
<tr>
<td>17 Specific interventions out of ICU. Surgery or diagnostic procedures.</td>
<td>5</td>
<td>3</td>
<td>2.9</td>
<td>Barely occurred</td>
</tr>
<tr>
<td>18 Mechanical Ventilation. (Any form of ventilation or assisted ventilation with or without PEEP; with or without muscle relaxants; spontaneous breathing with PEEP</td>
<td>5</td>
<td>97</td>
<td>93.3</td>
<td>Depends on patient, common</td>
</tr>
<tr>
<td>19 Supplementary ventilator support</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>Never occurred</td>
</tr>
<tr>
<td>20 Care of artificial airways. Endotracheal tube or tracheostoma</td>
<td>1</td>
<td>90</td>
<td>86.5</td>
<td>Depends on patient, common</td>
</tr>
<tr>
<td>21 Treatment for improving lung function. Thorax physiotherapy, incentive spirometry, inhalation therapy, intratracheal suction.</td>
<td>1</td>
<td>70</td>
<td>67.3</td>
<td>Depends on patient</td>
</tr>
<tr>
<td>22 Hemofiltration techniques. Dialytic techniques.</td>
<td>3</td>
<td>9</td>
<td>8.7</td>
<td>Depends on patient, uncommon</td>
</tr>
<tr>
<td>23 Quantitative urine output measurement.</td>
<td>2</td>
<td>100</td>
<td>96.2</td>
<td>Most patients</td>
</tr>
<tr>
<td>24 Active diuresis (eg. Furosemid &gt;0.5mg/kg/day for overload.)</td>
<td>3</td>
<td>6</td>
<td>5.8</td>
<td>Barely occurred</td>
</tr>
<tr>
<td>25 Measurement of intracranial pressure (ICP)</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>Never occurred</td>
</tr>
<tr>
<td>26 Treatment of complicated metabolic acidosis/ alkalosis</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>Never occurred</td>
</tr>
<tr>
<td>27 Intravenous hyperalimentation</td>
<td>3</td>
<td>26</td>
<td>25</td>
<td>Depends on patient</td>
</tr>
<tr>
<td>28 Enteral feeding. Through gastric tube or other GI route (eg. jejunostomy)</td>
<td>2</td>
<td>58</td>
<td>55.8</td>
<td>Depends on patient</td>
</tr>
</tbody>
</table>

Notes: ‘Every patient’ means the relative treatment is applied to every patient day. ‘Most patients’ means the relative treatment is applied for more than 95% patient days. ‘Barely occurred’ means the relative treatment is less than 5% patient days. ‘Never occurred’ means the relative treatment is extremely rare in Christchurch Hospital and was not observed in this data set. ‘Depends on patient’ items are high-lightened, which means the relative treatment varied from patient to patient. There are only 12 items are categorised as ‘Depends on patient’
SOFA ranges from 0 to 24 point. As SOFA is designed to assess patient acuity according to 6 major organ failures, it is very unlikely a living patient suffers all 6 organ failures to a peak or near peak level. Thus, the highest SOFA score observed in this study is 14 points (58% of maximum value). In Figure 7.2 (g), SOFA is Gaussian with a mean of 6 points and standard deviation of $\sigma = 3.21$. Table 7.5 shows SOFA IQR is 4-9 points and 5%-95% CI is 2-12 points. Its resolution is the lowest among all acuity scores. SOFA also has a weaker correlation with APACHE-III, SAPS-II and APACHE-II, as shown in Table 7.7. Of the 6 days analysed in Figure 7.5, only Patient 4’s SOFA values have an increasing trend. Patient 9, Patient 11, Patient 20, Patient 22, and Patient 23 maintained the same SOFA level, which means it is difficult to assess varying patient using SOFA score.

7.5.3 Correlation between TISS-28 and patient acuity

As discussed, it is reasonable to use APACHE-III as the best tool to assess patient acuity level, and use TISS-28 as the better tool to assess nursing workload. Figure 7.4 shows that TISS-28 has a moderate correlation with APACHE-III, SAPS-II, APACHE-II, and SOFA (R ranges from 0.47 to 0.56). Thus, it is also possible to use acuity assessment tools to predict nursing workload and nurse-to-patient ratio. Table 7.8 shows the equations to predict nursing workload according to APACHE-III, SAPS-II, APACHE-II, and SOFA scores. The basic nursing workload for a minimum effort patient is equivalent to TISS-28=24 points, which is 31.8 minutes/hour. Each extra acuity point can be transferred to extra nursing minutes. Meanwhile, the required nurse-to-patient ratio is predicted by this data to vary between 1:2 and 1:1.

However, because TISS-28 lacks sensitivity, the TISS-28 scores may not follow changes in APACHE-III very well. As shown in Figure 7.5, an obvious increase and decrease in acuity
level cannot be captured using the TISS-28 curves, which are relatively flat. There are 2 main reasons that cause the mismatch between TISS-28 and APACHE-III:

1. If a patient has long stay in ICU, the chances that they require dialysis increase dramatically. Patients receiving dialysis will see an improvement in patient physiology, resulting in a big drop on their APACHE-III scores. In contrast, the patient TISS-28 and NEMS score increases due to points associated with dialysis, which does not necessary relate to the intensity of the workload.

2. Patient sedation level is an important factor influencing APACHE-III and SAPS-II reports, as sedation level can cause a 48 points (16% of maximum value) difference in APACHE-III score. In addition, patients in ICU can change from a fully conscious state to a totally sedated level within few hours, causing their APACHE-III to change dramatically. However, the patient sedation level does not influence patient TISS-28 score. Thus, sedation level can cause significant changes in APACHE-III score, that are not captured in TISS-28.

Thus, a range of factors contribute to nurse workload, and while the severity of patient illness is a moderate indicator of required care, it is not sufficient to totally capture patient-specific nursing workload requirements.

7.5.4 Limitation

There are some limitations in this study:

1. Only 23 patients and 104 days are included in this research. Their LOS varied from 1 to 23 days. This database may not be general enough to generate TISS-28, NEMS, APACHE-III, SAPS-II, APACHE-II, and SOFA distribution results that adequately represent a full ICU cohort, as shown in Figure 7.2 and Table 7.2. More patients can
be included in future study. However, the ranges seen here are typical for this ICU [271].

2. This research utilizes data from an adult ICU where the patient TISS-28 score never exceeds 45 points within 104 patient days. The lack of sensitivity of TISS-28 to patient acuity needs to be verified over a range of ICU types, and over a range of hospitals, before results can be more widely generalized from this predominantly medical ICU.

7.6 Summary

This chapter describes different patient severity and nursing workload assessment for 23 patients, 104 patient days. It was found that the APACHE-III and SAPS-II have better resolution to describe patient acuity compared to APACHE-II and SOFA. TISS-28 has better resolution to describe nursing workload than NEMS. However, both TISS-28 and NEMS display poor sensitivity to different patient-specific nursing demands. The reason for TISS-28’s poor performance is that only 12/28 items, totaling 28/78 (36%) of TISS-28 score, varies from patient to patient. TISS-28 has a moderate correlation with APACHE-III, SAPS-II, APACHE-II, and SOFA, and it is possible to use patient severity scores to predict nursing requirement and corresponding nurse-to-patient ratio.

In the next chapter, patient sedative condition will be analyzed by using different types of assessment tools. Nursing workload will be calculated using the CATS. The correlation between nursing workload and patient sedative condition will be presented, to demonstrate the influence of patient sedative condition over patient nursing demands.
Chapter 8 Patient Sedative Conditions and its Relation with Nursing Interventions

Patients are frequently sedated in the ICU to enable recovery from an underlying illness [272-275]. Several tools exist to evaluate patient sedation level, such as the Richmond Agitation-Sedation Scale (RASS), which was developed by physicians, nurses and pharmacists [276, 277]. The Glasgow Coma Score (GCS) is a neurological scale that aims to give a reliable, objective way of recording the conscious state of a person for initial and subsequent assessment [278]. However, it may not represent patient sedation level well [279, 280].

In addition, sedated patients are typically more ill and require more intensive care. However, it is possible that the direct nursing demand decreases due to less communication between nurse and patient. Virtually no research has examined the correlation between patient sedation level and patient nursing demand.

8.1 Introduction

There are several different methodologies to evaluate patient sedation level. One of them is the APACHE-III sub-section ‘neurologic abnormalities’, as presented in Appendix 7.1. It evaluates patient sedation level based on patient’s eye response, verbal ability, and motor reaction. The score ranges from 0 to 48 points, with higher scores reflecting higher patient sedation.

The Glasgow Coma Scale (GCS) [278] assesses the conscious state of a person by evaluating patient eye, verbal, and motor response. Eye response ranges from 1-4 points; verbal response
ranges from 1-5 points, and motor response ranges from 1-6 points, giving a total score of 3-15 points, where higher scores reflect lower sedation. It is widely used in ICU to give a quick evaluation of patient sedation level.

The Richmond Agitation and Sedation Scale (RASS) [281, 282] ranges from -5 to +4 points. From 0 to +4 means the patient is alert, restless, or agitated, and -1 to -5 indicates increasing sedation. It thus assesses agitation (positive values) and sedation (negative values) levels.

These sedation assessment tools provide quick evaluations of patient sedation level. RASS and GSC have been well studied [281, 283-286]. However, some studies, such as Gill et al. [280], showed the GSC is not accurate enough to describe actual patient condition, as the bias and variability are high. Heron et al. [279] also shows that GCS assessment accuracy is low, especially with respect to eye and motor assessment. Overall, GSC has been found to lack robustness and reliability [287-292].

In this study, patients included in the CATS monitoring study had their GSC and RASS score, as used in the Christchurch Hospital ICU, evaluated alongside CATS nursing intervention time. In addition, sedation delivery is also compared, giving an objective evaluation of the relationship between the quantity of sedative drug with GSC, RASS and CATS scores.

This chapter first validates the performance of GCS and RASS. It then compares patient sedation levels between day and night. Finally, it examines the correlation between patient sedation level and CATS evaluated nursing workload.
8.2 Data collection

Patient-specific GCS and RASS were recorded for all CATS study patients, in 2-6 hour intervals, depending on patient condition. If GSC or RASS are not recorded at a specific hour, the nearest previous recorded GSC or RASS is used. Thus, if a patient GSC score is 10 points at 5 am and 13 points at 10 am, the GSC score from 6 am to 9 am are also evaluated as 10 points.

In the ICU setting, the primary sedative drugs used are propofol, fentanyl, morphine benzodiazepines, and dexmedetomidine [293, 294]. In the Christchurch Hospital ICU, propofol and fentanyl are the most commonly used sedation drugs. The sedative drug dose usage was recorded hourly on the 24-hour chart. The concentration of propofol used in practice is 10 mg/ml and the concentration of fentanyl is 20 mcg/ml. In this research, each sedation drug dose is defined as 1 unit = 10 mg propofol or 1 unit = 20 mcg fentanyl, equalling 1 ml of infusion delivery. For example, if a patient is given infusion of 10ml propofol/hour and 5ml fentanyl/hour, the sedation drug dose is 15 units/hour.

In this research, 23 patients who occupied Bed 7 are included, covering 104 patient days, within which 14 patients were given sedative drugs covering 69 patient days. Further, 12 patients stayed in Bed 7 for more than 3 days, covering 89 patient days and 10 of these patients received sedative drugs for more than 1 day, covering 65 patient days. This data is also shown in Table 8.1. Patient cohort in this analysis is thus chosen according to specific scenarios in Table 8.1.
8.3 Validation of GSC and RASS

8.3.1 Correlation between RASS and GCS

To assess correlation between RASS and GCS, all patients included in the CATS trial were selected (Patient Group A), the patient-specific average RASS and GCS scores for day (7am-11pm), night (11pm-7am), and 24-hour were compared. Each hour, a patient was given a ‘high RASS score’ (score for most awake period) and a ‘low RASS score’ (score for most sedated period), and the low RASS score of each hour was used to describe patient condition in terms of sedation level, where lower values, even if positive, describe greater sedation level.

Table 8.1: Different patient groups based on their LOS in ‘Bed 7’ and sedative drug dosage

<table>
<thead>
<tr>
<th>Group Number</th>
<th>Group Description</th>
<th>Number of Patient</th>
<th>Patient Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>All Patients</td>
<td>23</td>
<td>104</td>
</tr>
<tr>
<td>B</td>
<td>Patients who received sedative drugs</td>
<td>14</td>
<td>69</td>
</tr>
<tr>
<td>C</td>
<td>Patients who stayed at Bed 7 for more than 3 days</td>
<td>12</td>
<td>89</td>
</tr>
<tr>
<td>D</td>
<td>Patients who received sedative drugs for more than 1 day</td>
<td>10</td>
<td>65</td>
</tr>
</tbody>
</table>

Figure 8.1 shows the distribution of GCS in terms of different RASS points based on all 104 patient days, 2496 patient hours. In this study, only 20 hours of RASS = +1 were recorded and patient ‘low RASS score’ never exceeded +1 point. Thus, patients with RASS score equal to +1 and 0 are combined in the distribution plot for simplicity relative to sedation level. Patient hours are shown at the bottom of each box for each level. Figure 8.2 shows the correlation between average RASS scores and corresponding average GCS scores for day, night, and 24-hour, based on all 104 patient days.
**Figure 8.1:** Distribution of GCS on different RASS points based on 104 patient days, 2496 patient hours. Patient hours are demonstrated at the bottom of each box. The GCS for RASS = 0 and +1 are combined into a single box.

**Figure 8.2:** Correlation between RASS and GCS over the a) day, b) night, and c) entire 24-hour, based on 104 patient days. A more negative RASS and lower GCS reflect increased sedation. The dashed lines represent the 95% CI.
Figure 8.2 shows a strong negative correlation between RASS and GCS (R=-0.83, -0.83, and -0.84 for day, night, and 24-hour), as expected. Note that greater sedation level is more negative (-5) for RASS and lower (3) for GCS. Figure 8.1 also shows GCS scores have statistically significant difference between different RASS groups (all p<0.005 with Ranksum test). This strong correlation is understandable, because both RASS and GCS scores are subjective, evaluated by the same nurse at the same time. Thus, bias could simultaneously happen for both RASS and GSC, but will be equivalent. Therefore, it is necessary to validate RASS and GCS against sedation drug dose, where more drug dosage should, in general, be correlated to greater sedation level.

8.3.2 Correlation between RASS and sedative drug dose

Within the 104 patient days, 14 patients (Patient Group B) who received sedation drugs were selected, covering 69 patient days (66.3%). Figure 8.3 shows the distribution of these 69 patient days (1656 hours) sedative drug dose on different RASS points. RASS scores of +1 and 0 were combined again. Figure 8.4 shows the correlation between average RASS score of each day and corresponding average drug dose for day, night, and 24-hour, for this patient group.
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**Figure 8.3:** Distribution of sedative drug dose on different RASS points for Patient Group B. Patient hours are demonstrated at the top of each box. RASS scores of 0 and +1 were combined into a single box plot.
Figure 8.4: Correlation between RASS and drug dose during the a) day, b) night, and c) entire 24-hour, for Patient Group B. The dashed lines represent the 95% CI.

Low to moderate correlations between RASS and sedative dose were found in Figure 8.4, with $R=0.28$, 0.36, 0.31 for day, night, and entire 24-hour period respectively. When RASS score is higher (0 and -1), the patient tends to receive less sedation, as expected. Figure 8.3 shows that when patient RASS score is low (-2 ~ -5), the patient receives significantly more sedative drug (20 units/hour, $p<0.001$), also as expected. However, drug dose is only weakly correlated with RASS with very large CI bands, showing other factors have an influence.
This result occurs in part because using RASS scores distinguish sedation level can be difficult and/or subjective. Attending nurses are very likely to have no difficulty in identifying the difference between alert patients (RASS=0 or -1) and unconscious patient (RASS= -2~5), but it can be much more difficult to identify the differences among unconscious (RASS= -2~5) or alert conditions (RASS= 0 or -1). This lack of objective has also been reported elsewhere [295].

8.3.3 Correlation between GCS and sedation drug dose

Figure 8.5 shows the distribution of sedative drug dose for different GCS scores for Patient Group B, spanning 69 patient days. The cohort is divided into 4 groups based on GCS: 3-5, 6-8, 9-11, and 12-15. Each of these groups can represent a different sedation level. Figure 8.6 shows the correlation between average GCS per day and corresponding drug dose, for each of the day, night, and 24-hour.

![Figure 8.5: Distribution of sedative drug dose on different GCS points for Patient Group B. Patient hours are shown at the bottom of each box.](image-url)
Figure 8.6: Correlation between GCS and drug dose during a) day, b) night, and c) entire 24-hour for Patient Group B. The red dashed lines show the 95% CI range.

Figure 8.6 shows low to moderate correlation between GCS and sedative drug dose (R=-0.21, -0.38, and -0.25 for day, night, and 24-hour periods respectively). When GCS is high (12-15 points), patients tend to receive less sedation, as expected for more alert patients. The same result is evident in Figure 8.5 with significant variability. When GCS score increases, drug dosage tends to decrease, as expected. However, the CI range in Figure 8.6 is very large and matches the weak correlations seen. Hence, in Figure 8.5 there is only a statistically significant difference between GCS = 12-15 and other 3 groups GCS = 3-11, p < 0.001 with Ranksum test.
Figures 8.5 and 8.6 show that GCS score is lower when patients receive high sedative doses. However, when the patient received lower drug dose (less than 15 units/hour), it is comparatively difficult to predict the patient GCS score. Patient response to the sedative drug is patient-specific. Hence, it is more variable when the sedative dosage is lower. Equally, a low GCS score can also be due to unrelated clinical factors or illness as well.

In summary, RASS and GCS have strong correlations so they could both be used to quickly give a general evaluation of patient sedation level. However, both RASS and GCS may not accurately represent patient sedation level, which makes their use in this study difficult. In particular, both RASS and GCS have only low to moderate correlation with patient sedative drug dose. Hence, the variability observed requires another metric.

8.4 Sedation level during day and night

8.4.1 RASS 24-hour distribution

Figure 8.7 shows patient 24-hour average RASS distribution per hour. Patient group C is selected as the cohort, covering 89 patient days, with LOS more than 3 days. This group is selected because patients with LOS>3 days may have more reliable RASS scores, while patient with LOS<3 days may not have RASS evaluated routinely. Figure 8.7 shows that patients appear to be less sedated from 12:00 – 21:00 hours (median RASS = -1), than during the rest of the day (median RASS = -2). In addition, it shows patient day (7am – 11pm) and night (11pm - 7am) average RASS distribution. The median of day RASS score is -1 and for the night it is -2. However, no significant statistical difference was found (p=0.25), and the distribution are relatively constant.
Figure 8.7: (a): 24-hour RASS distribution for Patient Group C; (b): Day (7am - 11pm) and night (11pm - 7am) RASS distribution.

8.4.2 Sedation drug dose distribution

Figure 8.8 shows the patient 24-hour average sedative drug dose distribution for Patient Group B. It also shows daytime (7am - 11pm) and night time (11pm - 7am) average sedative drug administration. Drug dose level is slightly higher during the night (median = 16 units/hour) than day (median = 15 units/hour), but with no statistical difference (p=0.19, using Ranksum test).
Figure 8.8: (a): 24-hour sedative drug dose distribution for Patient Group B; (b): Day (7am - 11pm) and night (11pm - 7am) sedative drug dose distribution.

8.4.3 Correlation between day dose and night dose

Figure 8.9 shows the Pearson correlation between sedative drug usage during the day and the night (R=0.81) for Patient Group B. The line slope <1 shows that the drug dose during the night is slightly higher than during the day. However, nightly drug dose is quite variable by patient and patient day.
Figure 8.9: Daily and nightly sedative drug dose are highly correlated.

Figure 8.10 shows the hourly cumulative distribution of patient drug dose during the day, night, and entire 24-hour period respectively for Patient Group B. Night doses tend to be higher for those given less than the median 14-15 units/hour and the curves have clinically or statistically difference \( (p = 0.0018 \text{ using K-S test}) \). Table 8.2 shows the 5th, 25th, 50th, 75th, and 95th percentile of ‘day’, ‘night’, and ’24-hour’ drug dose.

Figure 8.10: Cumulative distribution of sedative drug dose during day and night in Patient Group B.
Table 8.2: 5<sup>th</sup>, 25<sup>th</sup>, 50<sup>th</sup>, 75<sup>th</sup>, and 95<sup>th</sup> percentile of average dose for the day, night, and entire 24-hour period (units/hour)

<table>
<thead>
<tr>
<th>Percentile</th>
<th>5&lt;sup&gt;th&lt;/sup&gt;</th>
<th>25&lt;sup&gt;th&lt;/sup&gt;</th>
<th>50&lt;sup&gt;th&lt;/sup&gt;</th>
<th>75&lt;sup&gt;th&lt;/sup&gt;</th>
<th>95&lt;sup&gt;th&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>0</td>
<td>4</td>
<td>15</td>
<td>25</td>
<td>32</td>
</tr>
<tr>
<td>Night</td>
<td>0</td>
<td>7</td>
<td>17</td>
<td>27</td>
<td>31</td>
</tr>
<tr>
<td>24-hour</td>
<td>0</td>
<td>5</td>
<td>15</td>
<td>25</td>
<td>32</td>
</tr>
</tbody>
</table>

Results shown in Figures 8.7 - 8.10 and Table 8.2 suggest that patients in Patient Group B received slightly more sedation at night than in the daytime. Sedative drug dosage should be patient-specific and depend on patient-specific condition. Thus, results here may suggest that patient illness during the night requires higher dosage than during the daytime. Alternatively, it could be a clinical practice, whether by intention or unintended, that more sedative drugs were given at night.

8.5 Nursing workload and patient sedation level

8.5.1 Nursing workload and RASS

Figure 8.11 shows the nursing time distribution as a function of RASS scores for Patient Group A, where nursing time was measured using CATS. Patients receive significantly more nursing care minutes when patient RASS scores = 0 or -5 (p<0.05). No significant difference was found for other groups (p>0.05). Figure 8.12 shows the correlation between average RASS of each day and corresponding nursing time, with no clear correlation (R = 0.07). The results show RASS score and nursing effort are effectively unrelated with no clinically explainable trend.
Figure 8.11: Nursing time distribution based on different RASS scores for Patient Group A. Four hours of +1 data is combined with RASS = 0.

Figure 8.12: Correlation between nursing time and RASS scores for Patient Group A.

8.5.2 Correlation between nursing workload and GCS

Figure 8.13 shows the nursing time distribution as a function of GCS for Patient Group A. Figure 8.14 shows the correlation with $R=-0.10$. As with RASS score there is no correlation or clinically explainable trend. The low to zero slope in Figure 8.12 and 8.14 show no difference in nursing time as a function of sedation level.
Figure 8.13: Nursing time distribution based on different GCS scores for Patient Group A.

Figure 8.14: Correlation between nursing time and GCS scores for Patient Group A.

8.5.3 Correlation between nursing workload and sedative drug dose

Figure 8.15 shows nursing time distribution, as measured by CATS, for different sedative drug dosage for Patient Group A (all 23 patients). Results show no significant trend that is clinically explainable across dosing levels. The only possible exception is where the highest sedation doses required 2-3 minutes (at median) less nursing time per hour (p<0.05) than other sedation doses. It is possible that the patients who received the highest sedation have
slightly lower nursing workload due to less direct communication between nurse and patient.

Figure 8.15: Nursing time distribution based on different sedative drug dose. (a): Data from Patient Group A. Number of patient hours is presented on each box. (b): Data based on 65 patient days from Patient Group D). Number of patient days is given below each box.

Figure 8.16 shows the correlation plot (R=0.29) using only those patient receiving sedation (Patient Group D). It suggests nursing time drops as sedative dose rises. However, the variability is so large that the trend is not clinically useful.
Figure 8.16: Correlation between nursing time and sedative drug dose, based on 65 patient days, only includes patient with LOS more than 3 days and patient requires sedative drugs.

8.6 Summary

In this chapter, it analysed patient sedative level by RASS, GSC and sedative drug dose. Patient sedation level is compared with nursing time. The clinical expectation is that patients require less nursing effort when they are more sedated. Results show that this clinical expectation exists in general but, patient-specific results are highly variable. No clinically significant trend is found in nursing time, sedative dose, or sedation level, as assessed by GCS or RASS.

In the next chapter, nursing intervention time is compared with other factors that could influence workload level, such as patient age, acuity level, day or night. This study will further improve the understanding of the factors influencing observed changes in nursing workload, given that sedation level and dosing are not a factor.
Chapter 9 Relation between CATS nursing intervention and patient clinical conditions

Chapter 7 presents the clinical patient acuity scores, where a moderate correlation was found between TISS-28 assessed nursing workload and patient acuity level. However, TISS-28 has poor resolution and was thus not able to capture actual nursing workload. Chapter 8 found no correlation between sedation level and acuity or workload, eliminating a major factor believed to influence workload. In this chapter, patient-specific nursing workload time, quantified using CATS, is compared with other patient-specific clinical information to evaluate which clinical factors could possibly have a stronger influence on nursing workload.

9.1 Introduction

Nursing workload is patient-specific and hard to quantify, and is affected by a range of factors [296]. In the literature, several possible factors are listed:

1. *Time of the day.* Nursing work shifts are normally divided into either three 8-hour shifts, ‘Morning, Evening, and Night’, or two 12-hour shifts, ‘Day’ and ‘Night’. Miranda et al. [2] showed that category 1 and 2 nursing activities account for 55%, 63%, and 50% of the entire nursing time during Morning, Evening, and Night shifts, respectively. Category 1 and category 2 nursing activities are activities directly related to the patient, such as ventilator support, renal support, neurologic support, communication with the patient, comforting, hygiene, lifting, and safety. This suggests that nurses are most busy during the evening and least busy during the night.
Most of nursing interventions CATS captures are direct, category 1 and 2, nursing activities, accounting for 55-63% of nursing time. Gerasimou-Angelidi et al. [104] noted that NAS values revealed a shortage of nurses during morning shifts. Debergh et al. [297] showed that NAS was influenced by the patient characteristics and the type of shift, where NAS scores were lower during night shifts and weekends. Interestingly, these results coincide with the findings in Chapter 6, where nursing interventions during day and night can vary dramatically, showing the importance of quantifying nursing workload by time of day.

2. **Patient illness severity.** As discussed in Chapter 7, many different assessment tools can be used to evaluate patient illness severity, such as APACHE, SAPS, and SOFA. Many studies have stated that patient illness severity can affect nursing workload. Padilha et al. [103] found that very high SAPS-II scores (>46.5) increased the probability of high NAS by 2.78 times. Mion et al. [226], and Kiekkas et al. [229] noted that clinical severity values on patient admission are important predictors of daily nursing workload. Castillo-Lorente et al. [225] found that both APACHE-II and APACHE-III have significant positive correlation with both TISS-28 and TISS-76. Finally, Kwok et al. [227] found good correlation between TISS-28 and SAPS-2.

However, several other studies found opposite results, stating that patient degree of illness did not necessarily reflect the demand for nursing care. Oye et al. [232] stated that patients with the highest TISS-76 scores were found to have intermediate APACHE-II scores. Weak correlation between NAS and SAPS-II was found (r=0.24) by in Lucchini et al. [263]. Edwardson et al. [230] stated that clinical severity scores reflect patient dependency, rather than nursing dependency and effort. Endacott et al.
[231] showed that clinical severity scores do not necessarily encompass the complexity of nursing activities, which means that the amount of nursing work does not directly correspond with an individual patient’s level of care.

The variability in results relating patient clinical severity and nursing workload show it is necessary to further investigate this issue. CATS provides an objective resource for monitoring direct nursing activities. Therefore, it can provide a unique insight that all these prior studies cannot.

3. **TISS and NEMS.** Existing nursing workload assessment tools, such as TISS-28 and NEMS may not be able to fully assess nursing workload. Castillo-Lorente et al. [216] stated that TISS-28 scores in their study could only account for 32% of a patient’s average nursing intensity during the period of treatment. Miranda et al. [78] further showed that TISS-28 was only able to account for around 42% of the ICU nursing workload. These studies coincide with the results presented in Chapter 7, where TISS-28 was not sensitive or precise enough to differentiate variability between patient-specific care based on illness. It is necessary to further investigate whether TISS-28 or NEMS can capture nursing workload in the ICU. More specifically, this study will be carried out using data from the Christchurch Hospital ICU.

4. **Patient age and gender.** Both patient age and gender may influence the intensity of the nursing workload [298, 299]. Lucchini et al. [263] found that the differences amongst the various age groups were not statistically significant, except for patients with age <10 years. Lundgrén-Laine et al. [216] found only a weak statistical correlation between nursing intensity and patient age, as well as gender. However,
Castillo-Lorente et al. [300] showed that age is an important factor influence the workload. Interestingly, they stated that patients with age > 75 years required lower levels of care, as well as those with lower TISS score. In particular, they reported a negative correlation between the age of ICU patients and TISS-76, which resulted from the fact that therapeutic activity was significantly lower for patients aged >75 years. However, no differences in therapeutic activity existed among the other age groups (<75 years) [300]. In addition, considering the fact that male and female patients in the ICU have different mortality risks, different LOS [301, 302], and different personality, patient gender could possibly affect nursing workload. Thus, it is necessary to further investigate whether patient age and gender have correlation with nursing workload in this study, using an objective measure of direct nursing activity.

5. *Patient length of stay (LOS).* LOS may also affect nursing workload. Some studies suggested that a lower LOS resulted in increased nursing care [303]. A weak positive correlation was observed between LOS and nursing workload by Lundgrén-Laine et al. [216]. However, other studies suggest the different results [29, 304-306]. Gonçalves et al. [298] found a significant correlation between patient LOS and nursing workload, with a progressive increase in average nursing workload as LOS rose. Lucchini et al. [263] reported that an increase in patient LOS resulted in an increase of the median daily NAS for each group investigated. And some studies even suggest that non-surviving patients require higher nursing workload [307, 308]. Thus, these varied and sometimes contradictory results mean there is a need to study the effect of LOS on nursing workload, using an objective measure provided by CATS.
6. *Patient diagnosis and type of ICU.* Nursing requirements can also vary in different types of ICU. Lucchini et al. [263] reported that the median NAS of patients admitted to the GICU (General ICU) was higher than patients in the Neuro ICU and Cardio ICU. Their research also showed that different patient illness/condition types have different median NAS score. Debergh et al. [297] showed that patient NAS scores were lower in Medical ICU (MICU). Sessler et al. [281] stated that different types of ICU would influence the required nursing workload. All these studies stated that different patient and ICU types can affect nursing workload.

7. *Other factors.* Based on ICU specialist experience, other factors which could possibly affect nursing workload in clinical practice include mechanical ventilation management, decision around patient FiO2 levels, patient intubation condition, patient admission type, and patient chronic disease history.

9.2 Correlation between nursing workload and different time of the day

Figure 9.1 shows the distribution of average direct nursing intervention. Day time defined in this study is 7am to 11pm (16 hours), whereas night time is 11pm to 7am (8 hours). For the 23 patients and 104 patient days included in this study, 53 days (51%) had an average nursing intervention time between 15 to 20 min/hour. For the 24-hour period, more than half of patient days have an average nursing intervention time of 15-20 min/hour. When separated by day and night, 81% of total days have 15-25 minutes of nursing intervention during day time, and this majority shifts during the night time for a significantly lower (p<0.05) nursing intervention time of 5-15 min/hour.

Figure 9.2 shows the cumulative distribution of nursing intervention time during the day,
night, and 14-hour periods, and Table 9.1 shows the 5th, 25th, 50th, 75th and 95th percentile of the hourly nursing intervention for each of these periods. Results clearly show that the daytime hourly nursing intervention time is higher than at night, and more direct nursing activity work is performed during daytime (p<0.05).

Figure 9.1: (a-c): The distribution for average nursing intervention time per day, 24-hour, day time, and night time. (a) is not simply the average of (b) and (c) as high day-time intervention caused 24-hour intervention much higher than night-time intervention.
Table 9.1: 5% CI, 25% CI, median, 75% CI, and 95% CI of nursing intervention time (minutes/hour) during the day, night, and 24-hour period

<table>
<thead>
<tr>
<th>Percentile</th>
<th>5th</th>
<th>25th</th>
<th>50th</th>
<th>75th</th>
<th>95th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>5.75</td>
<td>14.5</td>
<td>21</td>
<td>28.5</td>
<td>39.8</td>
</tr>
<tr>
<td>Night</td>
<td>1.29</td>
<td>5.6</td>
<td>10.75</td>
<td>17</td>
<td>27.71</td>
</tr>
<tr>
<td>24-hour</td>
<td>2.6</td>
<td>9.9</td>
<td>17.3</td>
<td>25</td>
<td>37.6</td>
</tr>
</tbody>
</table>

Figure 9.3 shows the moderate correlation (R=0.39) between average nursing intervention time per hour over the night and day periods. The hourly nursing intervention conversion between night and day time is:

\[
C_{K13} \text{ (day)} = 0.37 \times C_{K13} \text{ (night)} + 16.68
\]  

(9.1)

where \( C_{K13} \) represents CATS captured direct nursing intervention activity time in the K13 area.
Figure 9.3: Correlation between average nursing intervention time at night and day. X-axis represents the average nursing intervention of each night (11 pm – 7 am); Y-axis represents the corresponding nursing intervention of each day (7 am – 11 pm).

Patient nursing demand is clearly higher during day time, where many direct nursing activities only occur during the day, such as preparing meals, dressing patients, and communicating with patients and families. In contrast, patients were ‘less interrupted’ during night time. Based on observations, the nurses’ main role during night shift appears to be ensuring patients have adequate rest, rather than giving or adjusting treatments. Comparatively, during day time, nurses perform all routine checks, and in addition, more organisation and coordinating tasks with doctors, family members, and administration works were also observed. All these tasks increase the overall nursing workload during day time.

9.3 Correlation between patient acuity level and nursing workload

9.3.1 Correlation between patient APACHE-II scores and nursing time

Figure 9.4 shows the correlations (R = 0.10 - 0.26) between APACHE-II and nursing time during day, night and 24-hour period, for all patients. Weak correlations show only limited
change of effort with patient acuity measured by APACHE-II. The correlation is highest during night time (R = 0.26), which could be due to the fact that the limited nursing interventions performed at night may be much more directed towards a patient’s level of illness than during the day time, which has much more routine work common to all patients.

![Graphs showing correlation between APACHE-II scores and nursing time](image)

**Figure 9.4:** (a-c): Correlation between patient APACHE-II scores and CATS recorded nursing time during day, night, and 24-hour, respectively.

### 9.3.2 Correlation between patient APACHE-III scores and nursing time

APACHE-III consists of several important evaluating scores, such as patient sedation, age, comorbidity scores and patient physiology severity scores. In this section, only the
relationship between APACHE-III and APACHE-III physiology severity scores, and nursing intervention are presented. This latter score ranges from 0-204, where the sedation score (48), age score (24) and comorbidity scores (23), are subtracted from the total APACHE-III score of 299. Figure 9.5 shows the correlations for each score and nursing time.

Figure 9.5 shows weak positive correlations (R=0.10-0.32) and wide 95% CIs for all correlations between APACHE scores and nursing intervention time over the day, night, and entire 24-hour period. These results suggest an increase in severity of patient condition will have only a modest influence on nursing workload, similar to the APACHE-II results in Figure 9.4.

9.3.3 Correlation between patient SAPS-II scores and nursing time

Figure 9.6 shows similarly weak (R=0.11-0.26) correlation between SAPS-II and nursing time. Similar to the APACHE-III physiological scores, Figure 9.6 shows the patient requires only slightly more nursing care when patient acuity level rises, if any. Again, the night period had the highest correlation.

9.3.4 Correlation between patient SOFA scores and nursing time

Figure 9.7 shows correlations (R=0.13-0.28) between SOFA score and nursing time, with the strongest at night. This result further confirms similar findings in APACHE scores or SAPS, where night time nursing interventions are more directed towards severity of the illness than during the day, where the correlation has a slope of 0.0 indicating no influence at all from severity measured by SOFA.
Figure 9.5: (a-c): Correlation between patient APACHE-III scores and nursing time during day, night, and entire 24-hour period, based on 104 patient days. (d-f): Correlation between patient APACHE-III (204) and nursing time during day, night, and entire 24-hour period.
Figure 9.6: (a-c): Correlation between patient SAPS-II scores and average nursing time during day, night, and entire 24-hour period, based on 104 patient days.

9.3.5 Correlation between patient TISS-28 scores, NEMS and nursing time

Figure 9.8 shows very weak correlation (R=0.04-0.17) between TISS-28, NEMS, and CATS assessed nursing time. The 95% CI bands are also extremely wide, spanning almost any possibility. The results also show the lack of resolution of both TISS-28 and NEMS scores to assess direct nursing effort, where both scores exist over very narrow score ranges, further lowering the correlation value.
Figure 9.7: (a-c): Correlation between patient SOFA scores and average nursing time during day, night, and entire 24-hour period, based on 104 patient days.

There is almost no relation between the CATS calculated nursing intervention and TISS-28 or NEMS. Thus, in this study, it was found that neither of these scores can represent the actual, directly measured and objective clinical workload, confirming the need for an objective method to measure bedside clinical activities, which this study has provided.
Figure 9.8: (a-c): Correlation between patient TISS-28 scores and average nursing time during day, night, and entire 24-hour period, based on 104 patient days. (d-f): Correlation between NEMS scores and average nursing time during day, night, and entire 24-hour period.
9.4 The influence of other factors to nursing time

9.4.1 Correlation between patient age and nursing time

APACHE-III divides patient age into 7 groups. In this research, the patients are divided into 4 age groups considering the patient cohort. This research combines groups 60-64 and 65-69 into 60-69, groups 70-74 and 75-84 into 70-84, and eliminates group ≥ 85 as there were no patients in this cohort. Thus, the patients are separated into 4 age groups: 18-44, 45-59, 60-69, and 70-84.

Figure 9.9 shows 24-hour nursing time for each age group. Patient days are presented at the top of each box. None of the age groups showed a statistically significant difference (p>0.09). Figure 9.9 also shows weak correlation (R=0.14) between patient age and 24-hour nursing time. In addition, only a moderate correlation (R=0.32) is found between patient age and ‘patient average’ nursing time over their whole stay, for all 23 patients.

9.4.2 Correlation between patient gender and nursing time

There are 23 patients admitted during this research, of which 13 were male. Figure 9.10 shows nursing time distribution based on patient gender based on 24-hour average (a) and per-patient (b). Males make up 70/104=67.3% of patient days and 13/23=56.5% of patients. Male patients require more nursing care than female patients, ignoring illness severity, with median nursing time for male and female patients at 18 and 16 minutes/hour respectively (p=0.03). The difference per-patient shows greater variability across female in Figure 9.10(b).

9.4.3 Correlation between admission type and nursing time

For the participating cohort, there are 3 different patient admission types: 1) Scheduled (elective) surgical; 2) Medical; 3) Unscheduled (Emergency) surgical. In this research, one
patient (2 patient days) was ‘Scheduled surgical’; 18 patients (85 patient days) were ‘Medical’; and 4 patients (17 patient days) were ‘Unscheduled surgical. Figure 9.11 shows no significant difference in nursing time distribution based on different admission types by patient day (a) or per-patient (b) (p>0.55).

**Figure 9.9**: (a): Nursing time distribution according to different age groups. Patient days are presented at top of each box. (b): Correlation between patient age and ‘day average’ nursing time, based on 104 patient days. (c): Correlation between patient age and ‘patient average’ nursing time, based on 23 patients. Day average nursing time is the average nursing time during every 24 hours, while patient average nursing time is the average nursing time during every patient’s LOS.
Figure 9.10: Nursing time distribution based on different patient genders. (a) is based on 104 patient days, of which 70 days were from male patients; (b) is based on 23 patients, of which 13 are male patients.

Figure 9.11: Nursing time distribution based on different admission types. (a) is based on 104 patient days, and total patient days are presented at the top of each box; (b) is based on 23 patients, that number of patients are presented at the top of each box. Patient admission types include: 1) Scheduled (elective) surgical; 2) Medical; 3) Unscheduled (Emergency) surgical.

9.4.4 Correlation between patient intubation condition and nursing time

Patients are also divided into an ‘Intubation’ group where patients require invasive mechanical ventilation, and a ‘Non-Intubation’ group. Figure 9.12 shows no significant difference in nursing time distribution by patient intubation condition (p>0.40) per-day or per-patient.
Figure 9.12: Nursing time distribution based on patient’s different intubation conditions. (a) is based on 104 patient days, where total patient days for each group are presented at the top of each box; (b) is based on 23 patients, and the number of patients in each group are presented at the top of each box. Intubation Condition: ‘1’ represents Intubation; ‘0’ represents Non-Intubation.

9.4.5 Correlation between patient FiO\textsubscript{2} level and nursing time

For patients requiring mechanical ventilation, the Fraction of Inspired Oxygen (FiO\textsubscript{2}) varies from patient to patient, ranging from 21%-100%. Patients requiring higher FiO\textsubscript{2} may be associated with more severe forms of respiratory disease and require higher support [309, 310]. Thus, it is an indirect measure of the patient’s acuity level.

In this study, 21 of 23 patients required mechanical ventilation support at some point and thus have patient and hour specific FiO\textsubscript{2} settings. Figure 9.13 shows nursing time distribution based on different FiO\textsubscript{2}. Figure 9.13 also shows the weak (R=-0.03) correlation between average nursing time each day and corresponding FiO\textsubscript{2} level. No statistically significant difference was found between nursing time and patient FiO\textsubscript{2} level (p>0.48).
Figure 9.13: (a): Nursing time distribution based on different FiO\textsubscript{2} range. Number of patient days is presented at the top of each box. (b): Correlation between nursing time and patient FiO\textsubscript{2} level, based on 104 patient days.

9.4.6 Correlation between patient LOS and nursing time

Patient LOS may affect nursing workload, as patients with long LOS tend to be more ill. Figure 9.14 shows nursing time based on patient length of stay (LOS). Results show nursing time was not different for different LOS (p>0.55). There is no significance difference in nursing time at different LOSs, even though longer LOS patients tend to have higher physiology scores, thus matching the results for APACHE-III in Section 9.3.2.
9.5 Summary

In this chapter, CATS captured nursing workload is compared with different possible factors could affect patient nursing demands. First, it shows that patient nursing demands are much higher during the daytime than during the night time. However, these extra demands appear to be largely due to more routine tasks not related to patient status or condition.

Second, comparing patient severity scores with CATS measured nursing work shows patient clinical severity has primarily only a weak correlation with objective measured nursing workload and acuity. This correlation is strongest at night when routine tasks are not typically performed, and thus nursing activity is more strongly related to patient dependence and thus severity.

Third, comparisons with TISS-28 and NEMS indicate that both TISS-28 and NEMS have poor resolution to assess nursing workload in the Christchurch hospital ICU. Equally, there was no link with other metrics, such as age, type of admission, intubation condition, FiO₂ level. Only ‘Gender’ was found to have statistically significant correlation with nursing time.
Chapter 10 Patient Specific Study and Recommended Nurse-To-Patient Ratio

10.1 Introduction
Chapter 9 analyzed possible factors affecting ICU nursing workload. It found that time of day and patient illness severity had only weak to moderate effects on nursing intervention time. Similarly, Chapter 8 found that patient sedation level had little to no effect on nursing workload. In this chapter, 6 of 23 patients are selected to further analyse the underlying causes of different per-patient nursing intervention times, taking into consideration different times of the day, patient acuity, patient sedation level, and patient diagnosis case by case. Results are compared to nurse-patient ratios calculated in the literature.

10.2 Patient specific study
To study which type of patient requires more nursing care, the 6 patients with LOS > 6 days were analysed in detail. Table 10.1 shows patient demographic and clinical details. Figure 10.1 shows the cumulative distribution (CDF) of hourly CATS nursing time in key detection areas K1 + K3 (Figure 5.1), over the day (7 am – 11 pm), night (11 pm – 7 am) and entire 24-hour period.
Table 10.1: 6 selected patients’ demographics details, acuity evaluation levels, and nursing demands

<table>
<thead>
<tr>
<th>Patient Number</th>
<th>Age</th>
<th>Gender</th>
<th>LOS</th>
<th>APACHE III Diagnostic Code</th>
<th>Acuity Evaluation</th>
<th>Sedation</th>
<th>Average Nursing Demands (minutes/hour) (Ranking)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>APA-HE-III</td>
<td>TISS-28</td>
<td>Dose</td>
</tr>
<tr>
<td>4</td>
<td>72</td>
<td>F</td>
<td>70</td>
<td>1408.05 Gastrostomy</td>
<td>80</td>
<td>39</td>
<td>32</td>
</tr>
<tr>
<td>9</td>
<td>76</td>
<td>M</td>
<td>12</td>
<td>201.01 Respiratory Failure + Sepsis</td>
<td>87</td>
<td>40</td>
<td>32</td>
</tr>
<tr>
<td>11</td>
<td>65</td>
<td>M</td>
<td>23</td>
<td>602.11 Chest /thorax trauma</td>
<td>64</td>
<td>24</td>
<td>32</td>
</tr>
<tr>
<td>20</td>
<td>38</td>
<td>F</td>
<td>13</td>
<td>212.01 Pneumonia, bacterial</td>
<td>38</td>
<td>24</td>
<td>30</td>
</tr>
<tr>
<td>22</td>
<td>48</td>
<td>M</td>
<td>30</td>
<td>603.01 Burns</td>
<td>49</td>
<td>26</td>
<td>32</td>
</tr>
<tr>
<td>23</td>
<td>68</td>
<td>M</td>
<td>29</td>
<td>503.01 Sepsis with shock, not urinary</td>
<td>67</td>
<td>25</td>
<td>32</td>
</tr>
</tbody>
</table>

Note: These 6 patients stayed in Bed 7 for more than 6 days. Nursing demands are ranked from 1 to 6, that ‘1’ means patient has the lightest nursing demands and ‘6’ means the highest demands.
Figure 10.1: 6 patients (LOS>6 days) day, night, and 24-hour hour nursing time CDFs for each patient.
Of these 6 patients, Patient 20 requires the least average nursing time, and also has the lowest APACHE-III score. Patient 20 was diagnosed with pneumonia and required mechanical ventilation, which typically require greater sedation. Patient 20 had GCS = 10-11 for 8 days, with component values of eye = 3/4, verbal = 1/5, and Motor = 6/6, indicating they were neither dangerously sick nor requiring additional nursing input.

Patient 9 required the most nursing time and had the highest APACHE-III score and lowest GCS score. When compared with Patient 20, these results suggest that patient acuity and nursing time are associated, at least broadly. Patient 9 was diagnosed with respiratory failure and sepsis, where sepsis is a whole-body inflammatory response to an infection [311] associated with high mortality [312, 313]. Thus, diagnostically, this information suggests this patient is likely to require more attention and time.

Patients 11 and 23 have similar APACHE-III, but Patient 23 requires much less nursing care than Patient 11. In particular, during night time, Patient 23 shows over half of the nursing demands (53.7%) of Patient 11. Both patients received comparatively higher sedative drug dosage, with Patient 11 at 19 units/hour and Patient 23 at 27 units/hour. For this subgroup analysis of 6 patients, Patient 23 received the highest sedative drug dosage. The use of high dose of sedative drug in Patient 23 may also help to explain the lower nursing workload during night time, as a highly sedated unresponsive patient may not have demanded additional attention. However, both patients were heavily sedated, so these cases show the lack of agreement to expected trends.

Patient 22 has a low APACHE-III score of 49, but received relatively high nursing time. This observation can be attributed to the primary diagnosis of ‘Burns’. It is likely that the patient
required far more routine nursing care, in number and intensity, than a typical ICU patient due to the additional demands and activities needed to treat burns.

Finally, Patient 4 had high APACHE-III score of 80, but required relatively low nursing time. This patient underwent a gastric surgical procedure and was in recovery. They thus likely required only routine nursing care, relative to other ICU patients.

For all 6 patients in this subgroup, nursing demands at night are significantly lower than in the day (p<0.05 by Ranksum test). Nursing care during night is also more variable, with a higher (median) range of 6.8 to 17.5 minutes/hour, compared to 19 to 26 minutes/hour over the day. As in Chapter 9, this difference may be credited to a more limited range of routine tasks being performed at night.

A total of 5 of the 6 patients had an average TISS-28 score of 32, and 1 patient a score of 30. This result clearly shows that the TISS-28 resolution is not high enough to differentiate patient-specific nursing demands. Thus, to assess nursing workload, it is necessary to consider patient acuity level, sedation level and type of diagnosis at a patient-specific level, as well as using a more direct, objective measurement.

10.3 Temporal progression of nursing workload and acuity scores.

Figure 10.2 (a-f) shows the progression of TISS-28, APACHE-III, average nursing time over the night and entire 24 hours, GCS, and sedative dose for all 6 patients. Patients 4, 9, and 11 show an increase acuity (APACHE-III) trend, but only Patient 4 shows an increasing trend in nursing time (CATS-24h). Patients 22 and 23 show a decrease acuity trend, but neither of these 2 patients preserve a decreasing trend in nursing time. It shows that APACHE-III dose
not correlated well with CATS nursing intervention time, as hypothesized at the beginning. Patient 4, 9 and 11 show a decreasing sedation level (GCS) during their stay, but they all have different trends in nursing time. In terms of sedation dose, Patient 11 is the only patient who shows a negative correlation between sedation dose and nursing time. None of these 6 patients’ TISS-28 scores have a clear correlation with their nursing time.

APACHE-III, TISS-28, GCS, and sedative dose do not have a clear strong correlation with nursing time. CATS is the only objective tool to quantifying real nursing time, and it is difficult to use indirect indicators to assess nursing workload.

In summary, nursing demands are patient-specific and dependent on several factors. There are thus no clear trends across patient acuity, sedative drug dosage, patient sedation level, and type of diagnosis. Hence, the consistent and objective activity measure is potentially the most accurate measure of direct nursing activity, particularly at night where a more limited range of routine tasks are performed.
Figure 10.2 continued next page…
Figure 10.2 continued.

**Figure 10.2:** TISS-28, APACHE-III, average nursing time over the night and entire day, GCS, and Drug dose during the LOS of patients. ‘CATS 24-h’ is the average nursing time of 24 hours; ‘CATS-Night’ is the average nursing time of each night shift.
10.4 Recommended nurse-to-patient ratio

The number of nurses should be adapted to the number of ICU beds and to the likely patient case admittance to the area. The number of beds handled by one nurse must be calculated according to the levels of care that need to be delivered to each patient. Nurse-to-patient ratio is one metric for nursing staff requirements that has been recommended by many authors [85, 314-317]. The European Society of Intensive Care Medicine (ESICM) classifies nursing care ratios into three levels: 1) Highest (1:1); 2) Median (1:1.6); and 3) Lowest (1:3) [318]. Gallesio et al. [319] categorize patient according to a 4 risk scale: 1) Monitoring; 2) High risk; 3) Critically ill; and 4) Prolonged critically ill. Combining this scale with TISS, and taking into account some special situations, they have calculated, on a twice-daily basis, the nursing care needs for the whole unit according to TISS-28. They recommend the following nurse to patient ratios: 1) TISS-28>46 (1:1); 2) TISS-28 18-46 (1:2); and 3) TISS-28 <18 (only for monitoring). However, as shown in this study, TISS-28 has poor resolution for identifying patient needs, and may not be an accurate reflection of nursing activity or patient demand.

In this study, the APACHE-III and different work shifts are used to develop an estimation of potential nurse-to-patient ratios. According to patient APACHE-III scores, patient acuity levels are divided into 3 groups according to tertiles in the clinical data: APACHE-III≤40, 40<APACHE-III≤80, and APACHE-III>80. In addition, as nursing time at night is more correlated with direct nursing activity for care, it is reasonable to estimate the night nurse-to-patient ratio first. Daytime nurse-to-patient ratio is estimated according to $C_{\text{timeK13}}$ (day)=$1.4 \times C_{\text{timeK13}}$ (night), which has been demonstrated in Chapter 6.

Table 10.2 (a) shows the calculation of nurse-to-patient ratio during the night shift.
(23:00~07:00 hours). From Table 10.2 (a), night shift, for patient APACHE-III scores of 40, 80 and 120 respectively, the 95th percentile of $C_{timeKL3}$ are 14, 17, and 20 minutes/hour. Using the group 0<APACHE-III<40 as an example, according to $A_{timeKL3} = 0.974 \times C_{timeKL3} + 6.401$ (Equation 6.1), the actual direct nursing intervention should be $A_{timeKL3} = 0.974 \times 14 + 6.401 = 20$ minutes/hour. Also, according to [2], $A_{timeKL3}$ is equavalent to direct (Categories 1 and 2) nursing activities. In [2], Table 7 (Appendix 10.1), sum of Categories 1 and Category 2 nursing activities account for 38.3%+11.1%=49.4% of entire nursing time. Thus, entire required nursing time should be $20/49.4\% = 40$ minutes/hour, which means the ideal nurse-to-patient ratio is 60/40=1:1.5. The transition from $C_{timeKL3}$ to estimated entire nursing time is thus defined:

$$Entire \text{ Nursing Time (Night)} = (C_{timeKL3} (95\% CI) \times 0.974 + 6.401) / 0.494 \quad (10.1)$$

Table 10.2 (b) shows the calculation of nurse-to-patient ratio during day shift (07:00~23:00 hours). It was demonstrated in Chapter 6 that nursing intervention $A_{timeKL3}$ during day shift is 1.4 times higher than night shift. In addition, in [2] Table 7 (Appendix 10.1), it suggested Categories 1 and 2 nursing activities account for nearly 59% of entire nursing time during the day. Thus, the transition from $C_{timeKL3}$ to estimated entire nursing time in the day is:

$$Entire \text{ Nursing Time (Day)} = (C_{timeKL3} (95\% CI) \times 0.974 + 6.401) \times 1.4 / 0.6 \quad (10.2)$$

**Table 10.2 (a):** Calculation of nurse-to-patient ratio during night shift (23:00~07:00)

<table>
<thead>
<tr>
<th>APACHE-III</th>
<th>$C_{timeKL3}$ (95th percentile) (mins/h)</th>
<th>Entire Nursing Time (minutes/hour)</th>
<th>N/P ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0&lt;APACHE-III&lt;40</td>
<td>14</td>
<td>$(14 \times 0.974 + 6.4)/0.494=40$</td>
<td>40/60 = 1:1.5</td>
</tr>
<tr>
<td>40&lt;APACHE-III&lt;80</td>
<td>17</td>
<td>$(17 \times 0.974 + 6.4)/0.494=46$</td>
<td>46/60 = 1:1.3</td>
</tr>
<tr>
<td>APACHE-III&gt;80</td>
<td>20</td>
<td>$(20 \times 0.974 + 6.4)/0.494=52$</td>
<td>52/60 = 1:1.2</td>
</tr>
</tbody>
</table>
### Table 10.2 (b): Calculation of nurse-to-patient ratio during day shift (07:00~23:00)

<table>
<thead>
<tr>
<th>APACHE-III</th>
<th>CATS captured in K13 (95(^{th}) percentile) (mins/h)</th>
<th>Entire Nursing Time (minutes/hour)</th>
<th>N/P ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0&lt;APACHE-III&lt;40</td>
<td>14</td>
<td>(14×0.974+6.4)×1.4/0.6=47</td>
<td>47/60=1:1.3</td>
</tr>
<tr>
<td>40&lt;APACHE-III&lt;80</td>
<td>17</td>
<td>(17×0.974+6.4)×1.4/0.6=54</td>
<td>54/60=1:1.1</td>
</tr>
<tr>
<td>APACHE-III&gt;80</td>
<td>20</td>
<td>(20×0.974+6.4)×1.4/0.6=60</td>
<td>60/60=1:1</td>
</tr>
</tbody>
</table>

**Limitations:**

The recommended night time nurse-to-patient ratio is based on the conclusions that \( A_{timeK13} = 0.974 \times C_{timeK13} + 6.401 \) (Equation 6.1), and that \( A_{timeK13} \) only account for 49.4% of entire nursing time during a night shift, as shown in Appendix 10.1. In addition, the recommended daytime nurse-to-patient ratio is based on the conclusions that \( A_{timeK13} \) (day)=1.4 \( \times A_{timeK13} \) (night) in Chapter 6, and that \( A_{timeK13} \) only account for 59% of entire nursing time during the day [2]. These conclusions may not truly reflect the clinical conditions. In addition, ICUs vary from hospital to hospital so the Christchurch Hospital ICU may not represent other ICUs.

The results do provide a good first estimate to ICU staff on an optimal nurse-to-patient ratio, considering different patient acuity levels and different times of the day. However, it uses 95\(^{th}\) percentile CATS captured \( C_{timeK13} \) to estimate the entire nursing time. It thus requires an objective measure (K1 + K3) of direct nursing activity.

In clinical settings, this recommended nurse-to-patient ratio could also be adjusted by other factors, such as patient diagnostic code, chronic disease, patient gender, patient LOS, patient personality, family demands, and ICU specific situations. Thus, further research needs to be conducted, combining all these factors to generate a more optional and clinically acceptable nurse-to-patient chart.
10.5 Summary

In this Chapter, 6 patients with LOS more than 6 days were selected to specifically analyse their nursing demands variation, indicating patient severity, sedative level and type of diagnosis could all affect patient nursing demands. In addition, it generated the recommended nurse-to-patient ratio based on different time of the day and different patient severity level. These results could guide nursing team to optimal allocate nursing resources.
Chapter 11 Conclusions, Limitations and Future work

11.1 Conclusions

This research develops and validates a novel non-intrusive method to quantify direct nursing workload in the ICU. Quantified bedside nursing workload was compared with patient clinical data to identify factors influencing the nursing workload intensity. The conclusions are divided into two parts: 1) the development and validation of CATS presented in Chapters 2 to 6; and 2) the relationship between nursing workload and patient clinical details, as presented in Chapters 7 to 10.

11.1.1 CATS development

In Chapter 2, four different motion tracking methods were examined, including facial detection, color detection, infra-red detection, and local positioning measurement. Their advantages and disadvantages were evaluated. It was found that an infrared depth sensor detection best suits the application in monitoring nursing activity and workload around an ICU bed space, particularly when considering privacy issues. This concept was further developed and implemented in the ICU.

In Chapters 3 and 4, the developments of the CATS hardware and software components were presented. CATS hardware consists of 4 Kinect sensors and 2 laptops, and the software was developed using C++ with ‘OpenNi’ and ‘OpenCV’ libraries. Chapter 4 specifically focused on testing of CATS in a simulated environment. The Kinect was installed on a ceiling of a test area to simulate the clinical environment. Several tests were carried out and the CATS
was able to accurately monitor subject trajectory and time spent in the detection area, including dwell time.

In Chapter 5, the CATS was installed in the Christchurch hospital ICU for clinical testing. Further software development was carried out to adapt CATS for the application in the ICU. In particular, several specific and novel filter algorithms were developed to eliminate noise or disturbances specific to this clinical environment, all of which were classified into broad types. Results showed that the filtering algorithms were able to record and clinical bedside activity, without interference from curtains, clinical machinery, or non-nursing visitors.

In Chapter 6, the nursing intervention captured by CATS was further validated by comparing to direct clinical observation of workload, as a first validation in site. A correlation of CATS captured nursing intervention and observed nursing intervention was generated, and it can be used to generate a surrogate of the actual bedside nursing intervention in automated monitoring. Preliminary results during this first validation process showed that patients are likely to receive higher nursing care, based on time at the bedside, during the day than at night.

11.1.2 Clinical conclusions

In Chapter 7, different patient severity assessment tools and different nursing workload assessment tools were studied. A total 23 patients (104 patient days) included in the CATS monitoring trial were used to calculate TISS-28, NEMS, APACHE-III, SAPS-II, APACHE-II, and SOFA scores. It was found that the APACHE-III score had better resolution to describe patient acuity than SAPS-II, APACHE-II and SOFA. Both TISS-28 and NEMS had very poor resolution in differentiating patient-specific nursing demands.
Chapter 8 presents an analysis of the effect of patient sedative level, measured by RASS, GCS, and sedative drug dose, towards other severity and nursing workload assessment scores. Results showed that the current patient sedation assessment tools were not able to fully capture patient sedative level. No clinical strong correlation is found between nursing time and patient sedation level.

In Chapter 9, nursing workloads derived from CATS were compared with patient clinical results. Results showed that the patient clinical severity has a weak or no correlation with patient nursing demand and time required. It also showed that that nursing workload captured by CATS was not correlated with TISS-28 or NEMS, indicating that both TISS-28 and NEMS were too general, and thus not able to assess patient-specific nursing workload in the study hospital ICU.

Chapter 10 focused on patient specific study of the nursing workload as a function of time and other clinical factors. The results showed that there is no clear correlation between nursing time and patient severity, sedation level. Finally, a hospital ICU specific preliminary nurse-to-patient ratio was calculated based on different time of the day and different patient severity levels.

11.2 Limitations

Nursing time includes direct nursing activities and indirect nursing activities. CATS was only able to quantify the nursing interventions that occur at the patient bedside, which represent direct nursing activities, but not indirect nursing activities. Thus, the correlations were only assessed between the direct nursing activities in K1 +K3 and other clinical assessment scores.
Patient personality and family characteristics may also significantly influence nursing workload. According to the researcher’s own observation and communication with nurses, there are cases when two patients may have very similar injuries and similar severity, while their workloads are quite different because different personalities can lead to different nursing demands.

This research is based on 23 patients, covering 104 patient days. Because of the cohort size, the correlation between nursing workload and all other patient clinical factors may not perfectly represent reality. It is necessary to apply this methodology for longer period within various ICUs.

11.3 Future work

The potential future work of this study can be divided into 2 parts. First, further development of nursing tracking system is required to make it more accurate and more nursing focused. Second, more clinical applications are required to make the results more reliable over a larger patient cohort.

11.3.1 Further develop of nursing tracking system

Further improvements to the algorithm can be made to identify and separate nurse and other clinical staffs entering into the bedside area. Currently, other clinical staff and family members are separated in the analysis by their walking patterns, as discussed in Chapter 5. One possible solution is to combine color image and depth image during processing. When a blob is detected, CATS could first detect color image, and if this blob is the same color as a nurse’s uniform, system initiates tracking procedure.
Further future work could be carried out in the area of testing the performance of LPM (local positioning measurement) system. It is noted that a LPM could accurately track the time and motion trajectories of a target. This method is capable of knowing each individual nurse’s location at all times, and as a result the detection area covers the entire ICU. However, there is concern that this is a more intrusive method in which is dependent on the participating cohort and their consent to the study.

Another significant improvement to the CATS can be made in the development of a wireless, real-time tracking system. Currently, Kinect sensors are connected to laptops via cables, which occupy the already busy patient bedside. With more applications of general-purpose single-chip microcomputers [320] and wireless communication [321], it is possible to improve current systems controlling the Kinect sensors by running them off a single-chip microcomputer.

The forth major area of future work would be differentiating specific nursing activities. CATS has potential to detect more specific information, such as people’s skeleton [322] and hand gestures [323]. Hand gesture detection could possibly recognise which nursing activity is being carried out. Thus, it is possible to know the percentage of total nursing activities on a patient and/or condition specific basis.

11.3.2 Clinical future works
The next step clinical future work is to analyse CATS detection of nursing activities with a larger patient cohort. As noted in the limitation section, this study only included 23 patients, 104 patient days’ of clinical data. Correlation between nursing workload and patient clinical information, such as age, gender, severity, and sedation, may not truly correspond to clinical
reality. Increasing the cohort and sample size will provide an opportunity to further verify the findings derived from this study.

The second clinical future work is to apply this approach at different ICUs, either within or between hospitals. As discussed in Chapter 9, different types of ICU may result in different nursing demands, therefore, the recommended nurse-to-patient ratio may not suit other ICUs or hospitals. Thus, it is necessary to test whether these results are universal and whether the recommended nurse-to-patient ratio is applicable to other ICUs.

Finally, clinical future work could also include development of a weighting system to evaluate the impact of patient-specific clinical information to the total nursing time. It is necessary to include other factors, such as patient gender, patient sedative level, and patient diagnosis. Thus, the nursing workload intensity can be written as a function of other clinical factors.
References


http://sourceforge.net/projects/opencvlibrary/.

http://opencvblobslib.github.io/opencvblobslib/.


[189] https://www.google.co.nz/search?q=Kinect&rlz=1C1CHMO_enNZ542NZ542&es_sm=122&biw=1920&bih=895&source=lnms&tbm=isch&sa=X&ved=0CAcQ_AUoAmoVChMI6YnPvp_xzwIVAxmmCh0aFAnd#tbm=isch&q=Kinect+for+windows&imgrc=TCzw_RVT1rF-MM%3A.


K. Hurst, A. Smith, A. Casey, K. Fenton, H. Scholefield, and S. Smith, "Calculating staffing requirements: Keith Hurst and colleagues describe how they devised a method for calculating the number of nurses needed to care for different patients with different levels of dependency," *Nursing management*, vol. 15, pp. 26-34, 2008.


Appendix

Appendix 2.1: Algorithm of human face detection, written in C++ 2010

To implement Facial detection, in this particular application, system implements OpenCV library [100, 173]. An inbuilt class ‘CascadeClassifier’ [324] is developed for facial detection. The identification program can be extended to identify different persons by comparing facial features. First, system extracts image frames from webcam at 30Hz frequency. Then, system processes each frame, finding all faces on each frame by using function ‘detectMultiScale’, calculating the original point, width, and height of face. Then, system creates an ellipse with the centre at (original point + half width, original point + half height) and axis of width and height to show the locations of all faces being detected, as shown in figure below:

(Left): Face detection algorithm. After system detects human face feature, it calculate the original point, width and height. Draw an ellipse with the centre at (original point + half width, original point + half height) and axis of width and height.

(Right): Face recognition of 2 people with relative ellipse to show face location. The number of faces is shown in a real-time based ‘cmd.exe’ window.
The location of each face and the number of faces can be recorded in real-time. System can also detect eyes and draw the positions by using ‘CascadeClassifier’ class, which is similar as face detection. The entire procedure is demonstrated in following code:

```cpp
#include "opencv2/objdetect/objdetect.hpp"
#include "opencv2/highgui/highgui.hpp"
#include "opencv2/objdetect/objdetect.hpp"
#include <iostream>
#include <stdio.h>
#include "opencv/cv.h"
#include "opencv/highgui.h"
#include "opencv/cxcore.h"
#include "time.h"
#include "Threshold.h"
using namespace std;
using namespace cv;

//Face Detect
CascadeClassifier face_cascade;
CascadeClassifier eyes_cascade;
std::vector<Rect> faces;
std::vector<Rect> eyes;
Mat frame_gray;
void detectFace(cv::Mat frame);
time_t lastSavedTime;
FILE *pFile;
IplImage* GetThresholdedImage(IplImage* img);

int main( int argc, const char** argv )
{
    if( !face_cascade.load( "./haarcascade_frontalface_alt.xml" ) ){
        printf("-(1)Error loading\n");
        return -1;);
    if( !eyes_cascade.load( "./haarcascade_eye_tree_eyeglasses.xml" ) ){
        printf("-(1)Error loading\n");
        return -1; };
    CvCapture* capture = cvCaptureFromCAM( 0 );
    // connect to a camera
    pFile = fopen( "log.csv","w");
    lastSavedTime = time(NULL);
    while (cvWaitKey(10) < 0)
    {
        IplImage* frame = cvQueryFrame( capture );
        // get the next frame of video
        detectFace(frame);
        fclose (pFile);
        cvReleaseCapture( &capture );
        cvDestroyWindow("faces");
        return 0;
    }
    void detectFace(cv::Mat frame) {
        face_cascade.detectMultiScale( frame, faces, 1.1, 2, 0|CV_HAAR_SCALE_IMAGE,
Size(30, 30) ); // Detect faces
        Mat frameClone = frame.clone();
        for( int i = 0; i < faces.size(); i++ ) // for each face found
        {
            Point center( faces[i].x + faces[i].width*0.5, faces[i].y +
faces[i].height*0.5 ); // location of this face
            ellipse( FrameClone, center, Size( faces[i].width*0.5,
faces[i].height*0.5), 0, 0, 360, Scalar( 255, 0, 255 ), 4, 8, 0 ); // draw ellipse around this face
        }
    }
    void detectFace(cv::Mat frame) {
        face_cascade.detectMultiScale( frame, faces, 1.1, 2, 0|CV_HAAR_SCALE_IMAGE,
Size(30, 30) ); // Detect faces
        Mat frameClone = frame.clone();
        for( int i = 0; i < faces.size(); i++ ) // for each face found
        {
            Point center( faces[i].x + faces[i].width*0.5, faces[i].y +
faces[i].height*0.5 ); // location of this face
            ellipse( FrameClone, center, Size( faces[i].width*0.5,
faces[i].height*0.5), 0, 0, 360, Scalar( 255, 0, 255 ), 4, 8, 0 ); // draw ellipse around this face
        }
    }
}
```
imshow("faces", frameClone);
Appendix 2.2: Algorithm of color detection, written in C++ 2010

System implements ‘OpenCV’ [100, 173] and ‘OpenCVBlobsLib’ libraries [174] for image processing. First, a stream of 640×480 pixels RGB video frames is collected by webcam at 30Hz frequency. Each pixel from RGB image contains 3 channels, saving ‘Red’, ‘Green’, and ‘Blue’ values. Each channel utilized 8-bits space, saving values from 0~255. Second, RGB image is transferred to HSV (hue, saturation and value) image. HSV image also uses 3 channels, storing ‘Hue’, ‘Saturation’, and ‘Value’ information. Using HSV frames, it is much easier to filter a specific color, as color information is saved in ‘Hue’ channel. For this application, nurses dress blue uniform, and blue can be filtered by setting up color range ‘cvScalar (110,100,0)’ to ‘cvScalar (120, 255, 255)’. Third, system creates a 640×480 pixels Black & White (B&W) image, each pixel contains a 1-channel, 8-bits information, saving values from 0~255. All the pixels filtered in HSV image generates a ‘White’ pixel (value 255) in B&W image, all the rest are set as ‘Black’. At last, for the B&W image, system separates those human size blobs, ignoring noise (blobs too small), creating the centre and boundary of each blob, and recording each centre into a ‘txt’ file. Figure 2.2 shows an example where a test candidate simulates nursing staff by wearing a blue uniform. Using the designated color filtering, the uniform is highlighted. The entire procedure is demonstrated in following code:

```cpp
#include "opencv2/objdetect/objdetect.hpp"
#include "opencv2/highgui/highgui.hpp"
#include "opencv2/imgproc/imgproc.hpp"
#include <iostream>
#include <stdio.h>
#include <opencv/cv.h>
#include <opencv/highgui.h>
#include <BlobResult.h>
#include <opencv/cxcore.h>
#include <time.h>
using namespace std;
using namespace cv;
Mat frame_gray;
void detectFace(cv::Mat frame);
//Blob Detect
CBlobResult blobs);
CBlob *currentBlob;
```
time_t lastSavedTime;
FILE *pFile;

void blobDetect(IplImage *frame, FILE *pFile, time_t lastSavedTime);

void WriteTime(FILE *pFile, time_t lastSavedTime, int num_blobs, CvPoint bottom);

IplImage* GetThresholdedImage(IplImage* img);

int main(int argc, const char** argv)
{
    CvCapture* capture = cvCaptureFromCAM(0); // connect to a camera
    pFile = fopen("log.csv", "w");
    lastSavedTime = time(NULL);
    while (cvWaitKey(10) < 0)
    {
        IplImage* frame = cvQueryFrame(capture); // get the next frame of video
        blobDetect(frame, pFile, lastSavedTime);
    }
    fclose(pFile);
    cvReleaseCapture(&capture);
    cvDestroyWindow("faces");
    return 0;
}

void blobDetect(IplImage *frame, FILE *pFile, time_t &lastSavedTime)
{
    // Holds the yellow thresholded image (yellow = white, rest = black)
    IplImage* imgYellowThresh = GetThresholdedImage(frame);
    // Find the white blobs in the B&W image
    blobs = CBlobResult(imgYellowThresh, NULL, 0);
    // Exclude all white blobs smaller than the given value (80) The bigger the last parameter, the bigger the blobs need to be for inclusion
    blobs.Filter(blobs,
                B_EXCLUDE,
                CBlobGetArea(),
                B_LESS, 2000);
    int num_blobs = blobs.GetNumBlobs();
    // Get the number of blobs discovered
    time_t currentTime = time(NULL);
    for (int i = 0; i < num_blobs; i++)
    {
        currentBlob = blobs.GetBlob(i);
        double m00 = currentBlob->Moment(0, 0);
        double m10 = currentBlob->Moment(1, 0);
        double m01 = currentBlob->Moment(0, 1);
        CvPoint centre;
        centre.x = (int)m10/m00;
        centre.y = (int)m01/m00;
        // calculate the x,y centre of motion
        CRect r = currentBlob->GetBoundingBox();
        cvRectangleR(imgYellowThresh, r, CV_RGB(255, 255, 255));
        // mark the rectangular of motion
        cvRect bottom;
        bottom.x = (int)centre.x;
        bottom.y = (int)centre.y + r.height/2;
        cvCircle(imgYellowThresh, bottom, 8,
                  CV_RGB(255, 255, 255), 6, 10, 0); // mark the centre of motion
        cvCircle(imgYellowThresh, bottom, 8, CV_RGB(255, 255, 255));
        // write the bottom point into database
    }
}
lastSavedTime=WriteTime(pFile,lastSavedTime,num_blobs,bottom);
cvShowImage("Depth Image B/W(with the centre point)",
imgYellowThresh);
}  // Release the thresholded image... we need no memory leaks.. please
cvReleaseImage(&imgYellowThresh);

IplImage* GetThresholdedImage(IplImage* img)
{
    // Convert the image into an HSV image
    IplImage* imgHSV = cvCreateImage(cvGetSize(img), 8, 3);
cvtColor(img, imgHSV, CV_BGR2HSV);
    IplImage* imgThreshed = cvCreateImage(cvGetSize(img), 8, 1);
    // Values 20,100,100 to 30,255,255 working perfect for yellow at around 6pm
    cvInRangeS(imgHSV, cvScalar(110,100,000), cvScalar(120, 255, 255), imgThreshed);
cvReleaseImage(&imgHSV);
    return imgThreshed;
}

time_t WriteTime(FILE *pFile,time_t *lastSavedTime,int num_blobs,CvPoint bottom)
{
    time_t currentTime; currentTime = time(NULL);
    //write data in every 5 seconds
    if (currentTime-(*lastSavedTime)>4) {
        struct tm *currentPrint;
currentPrint = localtime(&currentTime);
        fprintf( pFile,"%d",currentPrint->tm_year+1900);
        if (currentPrint->tm_mon<9)
            fprintf( pFile,"%d",currentPrint->tm_mon+1);
        else
            fprintf( pFile,"%d",currentPrint->tm_mon+1);
        if (currentPrint->tm_mday<10)
            fprintf( pFile,"%d",currentPrint->tm_mday);
        else
            fprintf( pFile,"%d",currentPrint->tm_mday);
        if (currentPrint->tm_hour<10)
            fprintf( pFile,"%d",currentPrint->tm_hour);
        else
            fprintf( pFile,"%d",currentPrint->tm_hour);
        if (currentPrint->tm_min<10)
            fprintf( pFile,"%d",currentPrint->tm_min);
        else
            fprintf( pFile,"%d",currentPrint->tm_min);
        if (currentPrint->tm_sec<10)
            fprintf( pFile,"%d",currentPrint->tm_sec);
        else
            fprintf( pFile,"%d",currentPrint->tm_sec);

        for ( int i = 0; i < num_blobs; i++ )
        {
            currentBlob = blobs.GetBlob( i );
            double m00 = currentBlob->Moment(0, 0);
            double m10 = currentBlob->Moment(1, 0);
            double m01 = currentBlob->Moment(0, 1);
            CvPoint centre;
centre.x = (int) m10/m00;
            // calculate the x,y centre of motion
            centre.y = (int) m01/m00;
            if ((centre.x > 0) && (centre.y > 0))
                fprintf( pFile,"x%d=%d, y%d=%d ",
i,centre.x,i,centre.y);
        }
    }
    fprintf( pFile,"\n");
lastSavedTime = currentTime;
return(lastSavedTime);
}
Appendix 3.1: Bracket dimensions

Number=4
Appendix 3.2: Steps to setup OpenCV library:

Step 1: Install ‘OpenCV’ under ‘C:\Program Files (x86)’. All the libraries should be under ‘C:\Program Files (x86)\OpenCV2.3.1\opencv\lib’:

![List of files in C:\Program Files (x86)\OpenCV2.3.1\opencv\lib](image)

Step 2: Setup environmental variables:

To make it easier to run code on other machines, system uses a couple of environment variables to link to the path where OpenCV is installed.

Click on the Start Menu and right click on Computer (Windows 7)
In the window which pops up, click on the Advanced tab, then Environment Variables (Windows XP), or Advanced System Settings then Environment Variables (Windows 7).

In the “Environment Variables” window which pops up, under “System Variables”, click on New. For the Variable Name put in OpenCV231 and for Variable Value put in the directory where OpenCV installed, including the opencv inner folder, eg. 
C:\Program Files (x86)\OpenCV2.3.1\opencv

Next, scroll down the System Variables to find the Path variable. Click on it, then click edit. Scroll to the end of the variable value, and add a semi-colon, then the path above, but with bin on the end, eg: ‘C:\Windows\System32’ becomes ‘C:\Windows\System32;C:\Program Files (x86)\OpenCV2.3.1\opencv\bin’
After this step, it needs to restart computer to make sure Windows loads in the new variables.

Setup 3: Development Environment Setting:

All that is left to do now is to set up your Visual Studio environment. Create a new Visual Studio project. Click on the “Project” toolbar, and then go down to “Project Properties” (Visual Studio 2008) or “Properties” (Visual Studio 2010). Open Configuration Properties, then C/C++, then click on General. Under “Additional Include Directories”, write “$(OPENCV231)\include”.

Open Linker, then General, and under “Additional Library Directories”, write “$(OPENCV231)\lib”.

System needs ‘opencv_core231’, ‘opencv_highgui231’ and ‘opencv_imgproc231’. These should be added under Linker, Input, “Additional Directories”. In the Debug Configuration (in the drop down box at the top left of the window), enter the following:

opencv_core231d.lib opencv_highgui231d.lib opencv_imgproc231d.lib
Appendix 3.3: Algorithm of blob detection, written in C++ 2010

```c++
#include <XnOS.h>
#include <XnCppWrapper.h>
//OpenCV
#include <opencv/cv.h>
#include <opencv/highgui.h>
#include <BlobResult.h>
#include <opencv/cxcore.h>
#include <time.h>
#include <stdio.h>
#include <math.h>
using namespace std;
using namespace xn;

// ****** Defines ******
#define KINECT_XML_PATH "Data/SamplesConfig.xml"

//Create a mask of valid depth values
IplImage *createDepthMask(IplImage *depth_image);

double getBlobDistance(CBlob *blob1, CBlob *blob2);

typedef struct blobValue
{
    double mean;
    CvRect r;
    CvPoint centre;
} blobValue;

int main(int argc, char* argv[])
{
    FILE *pFile = fopen("log.csv","w");
    //Kinect Objects
    Context niContext;
    DepthGenerator niDepth;
    ImageGenerator niImage;

    // Create VideoWriter objects (uninitialised)
    cv::VideoWriter imageVideo;
    cv::VideoWriter depthVideo;
    bool areVideosInitialised = false;

    //Initialize Kinect
    EnumerationErrors errors;
    switch (XnStatus rc = niContext.InitFromXmlFile(KINECT_XML_PATH, &errors)) {
        case XN_STATUS_OK:
            break;
        case XN_STATUS_NO_NODE_PRESENT:
            XnChar strError[1024]; errors.ToString(strError, 1024);
            printf("%s\n", strError);
            return rc; break;
        default:
            printf("Open failed: %s\n", xnGetStatusString(rc));
            return rc;
    }

    //Extract the Image and Depth nodes from the Kinect Context
    niContext.FindExistingNode(XN_NODE_TYPE_DEPTH, niDepth);
    niContext.FindExistingNode(XN_NODE_TYPE_IMAGE, niImage);
```

Align the depth image and colourImage
niDepth.GetAlternativeViewPointCap().SetViewPoint(niImage);
niDepth.GetMirrorCap().SetMirror(false);

The Maximum and Minimum Kinect Depth values (used for visualisation)
float kinectDepthMax = 1360, kinectDepthMin = 1060;
float kinectDepthMax = 2860, kinectDepthMin = 1260;

//set two variables: lastSavedTime anf running
bool running = true;
time_t lastSavedTime; lastSavedTime = time(NULL);

//define the startTime
time_t startTime; startTime = time(NULL);

//Create time text and font
char timeString[20];
strftime(timeString, 20, "%Y-%m-%d %H:%M:%S", localtime(&startTime));
CvFont font;
cvInitFont(&font, CV_FONT_HERSHEY_SIMPLEX, 0.5, 0.5);

//Circle starts from here.
while (running) {
    if (XnStatus rc = niContext.WaitAnyUpdateAll() != XN_STATUS_OK) {
        printf("Read failed: %s\n", xnGetStatusString(rc));
        return rc;
    }
    // Update MetaData containers
    DepthMetaData niDepthMD; ImageMetaData niImageMD;
niDepth.GetMetaData(niDepthMD); niImage.GetMetaData(niImageMD);

    //Create currentTime
    time_t currentTime; currentTime = time(NULL);
    strftime(timeString, 20, "%Y-%m-%d %H:%M:%S", localtime(&currentTime));

    // Initialise video containers now that the image dimensions are known
    if (!areVideosInitialised) {
        imageVideo.open("image.mpeg", CV_FOURCC('M', 'P', '4', 'S'), 7.0,
                        cv::Size(niImageMD.XRes(), niImageMD.YRes()));
        depthVideo.open("depth.mpeg", CV_FOURCC('M', 'P', '4', 'S'), 7.0,
                        cv::Size(niDepthMD.XRes(), niImageMD.YRes()));
        areVideosInitialised = true;
    }

    // Extract Colour Image
    IplImage *colourImage = cvCreateImage(cvSize(niImageMD.XRes(),
                                           niImageMD.YRes()), IPL_DEPTH_8U, 3);
    memcpy(colourImage->imageData, niImageMD.Data(), colourImage->imageSize);
    cvConvertImage(colourImage, colourImage, CV_CVTIMG_SWAP_RB);
    cvFlip(colourImage, colourImage, 1);
    cvRectangle(colourImage, cvPoint(160,360), cvPoint(480,480), cvScalar(0,255,255), -1); //draw a rectangular on the image
    cvPutText(colourImage, timeString, cvPoint(440,20), &font,
              cvScalar(0,0,255));
    cvShowImage("Colour Image", colourImage);

    // Save the colourImage to the output video file
    cv::Mat imageMat(colourImage, false);
    imageVideo << imageMat;

    // Extract Depth Image

}
IplImage *depthImage = cvCreateImage(cvSize(niImageMD.XRes(),
niImageMD.YRes()), IPL_DEPTH_16U, 1);
memcpy(depthImage->imageData, niDep
thMD.Data(), depthImage->imageSize);
//cvShowImage("Depth Image", depthImage);

//Create a mask of the valid values for the depth image
IplImage *depthImageMask = createDepthMask(depthImage);
//cvShowImage("Depth Image Mask", depthImageMask);

// Convert Depth Image into visible spectrum
float scale = 255.0/(kinectDepthMax-kinectDepthMin), shift = -
kinectDepthMin*scale;
IplImage *depthImageVisible = cvCreateImage(cvGetSize(depthImage),
IPL_DEPTH_8U, 1);
cvSetZero(depthImageVisible);
cvConvertScale(depthImage, depthImageVisible, scale, shift);
cvSubRS(depthImageVisible, cvScalarAll(255), depthImageVisible,
depthImageMask);
//cvShowImage("Depth Image Visible", depthImageVisible);


// define blobs and get blobs from depthImageVisible
CBlobResult blobs;
blob = CBlobResult( depthImageVisible, NULL, 0 );
//cout<<"number of blobs is"<<blobs
->m_blobs.size;

// Exclude all white blobs smaller than the given value (2000)
// The bigger the last parameter, the bigger the blobs need
// to be for inclusion
blobs.Filter( blobs,
    B_EXCLUDE,
    CBlobGetArea(),
    B_LESS,1500);
blobs.Filter( blobs,
    B_EXCLUDE,
    CBlobGetArea(),
    B_GREATER,30000);

// Get the number of blobs discovered
int num_blobs = blobs.GetNumBlobs();

//give each blob a group index
CBlob *currentBlob;
CBlob *previousBlob;
CBlobResult blobGroup[4];
CBlobResult blobBrightest;
//blobBrightest is set to save the brightest blob
in each group
int num_blobGroup=1;
if (num_blobs>0){
    //copy blobs[0] to blobGroup[0]
    blobGroup[0].AddBlob(blobs.GetBlob( 0 ));
    //for blobs[1]-blobs[num_blobs], compare each blob with the previous
ones, give each blob a group
    for ( int i = 1; i < num_blobs; i++ ){
        currentBlob=blobs.GetBlob(i);
        bool creatNewGroup=1;
        //previousBlob=blobGroup[i-1].GetBlob(0);
        //calculate the distance between each blob in blobs with the
first blob in ,then write each blob in blobs to blobGroup
for(int j=0;j<num_blobGroup;j++){
    if (getBlobDistance(currentBlob,blobGroup[j].GetBlob(0))<150) { //compare each blob with the first blob in each blobGroup, set distance 120
        blobGroup[j].AddBlob(currentBlob);
        creatNewGroup=0;
    }
}
if(creatNewGroup==1){
    num_blobGroup++;
    blobGroup[num_blobGroup-1].AddBlob(currentBlob);
}

//for each group, calculate which is the brightest blob and write it into "blobBrightest".
for(int j=0;j<num_blobGroup;j++){
    CBlob* brightestBlob;
    brightestBlob=blobGroup[j].GetBlob(0);
    int num_eachGroup=blobGroup[j].GetNumBlobs();
    CvPoint brightestBlobCentre;
    CvRect brightestBlobRect;
    int brightestBlobMean;
    double n00 = brightestBlob->Moment(0, 0);
    double n10 = brightestBlob->Moment(1, 0);
    double n01 = brightestBlob->Moment(0, 1);
    brightestBlobCentre.x = (int) n10/n00;
    // calculate the x, y centre of motion
    brightestBlobCentre.y = (int) n01/n00;
    brightestBlobRect= brightestBlob->GetBoundingBox();
    brightestBlobMean = brightestBlob->Mean(depthImageVisible);
    if (brightestBlobMean>brightestBlobMean){
        brightestBlob=currentBlob;
    }
}
cvCircle   ( depthImageVisible, brightestBlobCentre, 8, CV_RGB(0,0,0)); // mark the centre of motion
}
// Save the depthImageVisible to the output video file
IplImage *depthImageVisible3Channels = 
 cvCreateImage(cvGetSize(depthImage), IPL_DEPTH_8U, 3);
 cvCvtColor(depthImageVisible, depthImageVisible3Channels,
 CV_GRAY2BGR);
 cv::Mat depthMat(depthImageVisible3Channels, false);//convert to right format
 depthVideo << depthMat; //save image
 cvReleaseImage(&depthImageVisible3Channels);

} //Write the brightest blobs into pFile
if (currentTime-lastSavedTime>0) {
    cout<<"we are writing time!!!\n";
 struct tm *currentPrint;
    currentPrint = localtime(&currentTime);
    //fprintf(pFile, "%d%02d%02d %02d%02d%02d ", currentPrint->tm_year+1900, currentPrint->tm_mon+1,
    //currentPrint->tm_mday, currentPrint->tm_hour,
    currentPrint->tm_min, currentPrint->tm_sec);
    if (num_blobs>0){
        fprintf(pFile, "%d%02d%02d %02d%02d%02d ",
        currentPrint->tm_year+1900, currentPrint->tm_mon+1,
        currentPrint->tm_mday, currentPrint->tm_hour,
        currentPrint->tm_min, currentPrint->tm_sec);
        int num_brightestBlobs=blobBrightest.GetNumBlobs();
        cout<<"we are writing blobs!!!\n";
        for(int l=0;l<num_brightestBlobs;l++){
            currentBlob=blobBrightest.GetBlob(l);
            CvPoint currentBlobCentre;
            double mm00 = currentBlob->Moment(0, 0);
            double mm10 = currentBlob->Moment(1, 0);
            double mm01 = currentBlob->Moment(0, 1);
            currentBlobCentre.x = (int) mm10/mm00;
            // calculate the x,y centre of motion
            currentBlobCentre.y = (int) mm01/mm00;
            fprintf( pFile, "x%d=%03d y%d=%03d ",l,currentBlobCentre.x,l,currentBlobCentre.y);
        }
        fprintf( pFile,"\n");
        //fprintf( pFile,"\n");
        lastSavedTime = currentTime;
}

switch (cvWaitKey(1)) {
    case 27:
        running = false;
        break;
}
 cvReleaseImage(&depthImage); cvReleaseImage(&depthImageMask);
 cvReleaseImage(&colourImage); cvReleaseImage(&depthImageVisible);
 //set running time=48 hours
 if(currentTime-startTime>172800)
     break;
}
fclose (pFile);
return 0;
// Create a mask of valid depth values
IplImage *createDepthMask(IplImage *depthImage) {
    IplImage *depthImageMask = cvCreateImage(cvGetSize(depthImage), IPL_DEPTH_8U, 1);
    cvSetZero(depthImageMask);
    // Loop through each pixel in the depth image, if the depth value isn't 0, set the
    // corresponding pixel in the mask to 255
    for (int y=0; y<depthImage->height; y++)
        for (int x=0; x<depthImage->width; x++)
            if (CV_IMAGE_ELEM(depthImage, unsigned short, y, x)!=0)
                CV_IMAGE_ELEM(depthImageMask, unsigned char, y, x)=255;
    return depthImageMask;
}

double getBlobDistance(CBlob *blob1, CBlob *blob2) {
    double distance;
    CvPoint centre1, centre2;
    // calculate centre of blob1
    double m00 = blob1->Moment(0, 0);
    double m10 = blob1->Moment(1, 0);
    double m01 = blob1->Moment(0, 1);
    centre1.x = (int) m10/m00;
    centre1.y = (int) m01/m00;
    // calculate centre of blob2
    double n00 = blob2->Moment(0, 0);
    double n10 = blob2->Moment(1, 0);
    double n01 = blob2->Moment(0, 1);
    centre2.x = (int) n10/n00;
    centre2.y = (int) n01/n00;
    // calculate the distance of two blobs
    distance=sqrt(pow (double(centre2.x-centre1.x),2)+pow (double(centre2.y-centre1.y),2));
    return distance;
}
Appendix 5.1: Locality Authorisation form for CDHB

Locality Authorisation form for Canterbury District Health Board

Locality authorisation is a standard condition of HDEC approval for the conduct of a study at a given locality. Locality review is the process by which a locality assesses its suitability for the safe and effective conduct of a study.

Part one: General

Project title: A Novel Clinical Resource Matching System

Locality to be assessed: ICU, Christchurch Hospital

Brief outline of study: This research, will evaluate a novel system to measure clinical activity at patient bedside using a motion sensing device. This system provides the ability to assess clinical activity (anonymously) at the bedside continuously without the use of manual labour, thus enabling to quantitative measurement of usual clinical activities.

An infrared depth sensing method is will be implemented, using two Microsoft Kinect devices. These are motion sensing devices with an embedded camera and infrared sensor. Cables will run from these devices to two portable (laptop) computers. The sensors will detect the presence of clinical staff on either side, or at the foot of the bed. The sensors ‘see’ a cross-section of a person as a grey blob. This is deliberate to avoid identifying individuals. The sensors are ‘blind’ to the bed area, thus will not convey any patient images. This tool is solely designed to assess clinical staff activity at the patient’s bedside. Staff will not be required to wear special sensors, nor will any identifying data be used.

The ICU staff, after undergoing a brief teaching session about the study, will be asked to complete an assessment of how they spent the last hour caring for their patient. Specifically staff will be asked to record the time spent relating to the following categories of work. See figure below:

The two Kinect sensors will be attached to the ceiling above “Bed 7” using (strong) neodymium magnets, which attach to a small metal plate adhered to the ceiling using double-sided sticking tape.

This study is a proof-of-concept study as part of a study by a doctoral student (Feng Guo).
Local Principal investigator:  
Dr Geoffrey M Shaw

Contact person & contact details:  
Dr Geoffrey M Shaw  
Intensive Care  
+64 21 616 696 or +63 3 354 1077  
Geoff.Shaw@cdhb.health.nz

Other local investigators:  
Peng Guo  
Distinguished Professor J Geoffrey Chase, University of Canterbury

Part two: Locality Issues

1) Suitability of local researcher  
Is the investigator(s) at the locality suitably qualified, experienced, registered and indemnified to take professional responsibility for the conduct of the study at the locality?  
☑ Yes ☐ No

2) Suitability of the local research environment  
Are all the resources and/or facilities that the study requires appropriate and available?  
☑ Yes ☐ No

Would conducting the study at the locality impact on the provision of publicly funded health care at that locality?  
☐ Yes ☑ No

Have all potentially affected managers of resources such as patient records or laboratory managers been notified?  
☑ Yes ☐ No

3) Have issues such as cultural issues specific to this locality or to people being recruited at this locality been addressed?  
☑ Yes ☐ No

Documents Attached:

- Email from Emu Waiti, TKW Chair, dated 21.05.14 - no MARI Consultation Required
- Email from Ethics dated 14.11.13 re 'out of scope' of HREC review
- Email from Geoff Shaw dated 19.08.14 - re no funding required as there is no cost involved to the DHB
SIGN OFF

I hereby confirm that all information within this application is true and correct and I will ensure all consents and approvals are obtained and sighted by the Research Office before research commences:

Principal Investigator:  
Dr Geoffrey M Shaw  
Name  
Signature  
10th May 2014  
Date

Recommendations: I hereby endorse this application to undertake this research on behalf of the CDHB and guarantee the availability of facilities, equipment, and any special support which may be required as detailed in the application. I confirm that it is in accordance with current CDHB policy.

Service Manager:  
Ms Lesley Owens  
Name  
Signature  
28th May 2014  
Date

Clinical Director:  
Dr Seton J Henderson  
Name  
Signature  
19th May 2014  
Date

Comments from Signatories: (Optional)

Research Office Use Only:

Finance Office:  
[Signature]  
Name  
Signature  
5th July 2014  
Date

I am satisfied that suitable arrangements have been made for the safe and effective conduct of this study and therefore this study is authorised to be conducted within the CDHB

General Manager:  
Ms Pauleine Clark  
Name  
Signature  
OSLO  
Date

CDHB Locality Authorisation Form  
June 2012  
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Appendix 5.2: Approval of Kinect and power supply socket installation

MEMORANDUM

27th June 2014

TO: Nghia Pham, Technician, Clinical Engineering
FROM: Graeme Coulson, Supervisor Maintenance Services

SUBJECT: INSTALL ADDITIONAL SOCKET OUTLET FOR INFRARED CAMERA

Please find below our quotation for installing an additional socket outlet for infrared camera:

Price $483.00 + GST

Scope of Work
- Arrange access to area.
- Isolate existing circuit supplying bollard.
- Install new socket outlet including.
- Install required equipotential earthing to new socket outlet
- Test as per 3003:2011
- Inspect as per 300:2011
- Test label and provide CeSC

Should you require further information, please do not hesitate to contact the undersigned.

Regards

Graeme Coulson
Christchurch Hospital
Site Maintenance Manager (Engineering)
## Appendix 6.1 Nursing activity observation form

<table>
<thead>
<tr>
<th>Activity Description</th>
<th>Duration (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Nursing interventions (eg. medicine administration, patient cleaning)</td>
<td>0</td>
</tr>
<tr>
<td>2. Talking with patient or families</td>
<td>0</td>
</tr>
<tr>
<td>3. Communicate with doctor, physio and other medical teams</td>
<td>0</td>
</tr>
<tr>
<td>4. Recording clinical information (eg. completing 24h charts or clinical notes)</td>
<td>0</td>
</tr>
<tr>
<td>5. Teaching, training and researching activities</td>
<td>0</td>
</tr>
<tr>
<td>6. Performing nursing care while watching neighbouring patients</td>
<td>0</td>
</tr>
<tr>
<td>7. Absent from bedside (eg. tea break, administrative or personal time)</td>
<td>0</td>
</tr>
<tr>
<td>8. Absent from bedside to help others</td>
<td>0</td>
</tr>
<tr>
<td>9. Remaining time. eg. patient observation only</td>
<td>0</td>
</tr>
</tbody>
</table>

10. Other nurses come to help. 
(Number of nurses) X (Number of minutes) 

Total Time: 0

Unallocated Time: 60
Appendix 7.1: APACHE-III scoring system

<table>
<thead>
<tr>
<th>TABLE 1a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>APACHE III</strong> scoring system, comprised of the sum of three components: an acute physiology score, an age score, and a chronic health problems score. Scores range from 0 to 299.</td>
</tr>
<tr>
<td><strong>Pulse</strong></td>
</tr>
<tr>
<td><strong>Mean BP (mm Hg)</strong></td>
</tr>
<tr>
<td><strong>Temperature (°C)</strong></td>
</tr>
<tr>
<td><strong>Respiratory Rate</strong></td>
</tr>
<tr>
<td><strong>PaO₂</strong></td>
</tr>
<tr>
<td><strong>WBC Count</strong></td>
</tr>
<tr>
<td><strong>Serum Creatinine</strong></td>
</tr>
<tr>
<td><strong>Serum Albumin</strong></td>
</tr>
<tr>
<td><strong>Serum BUN</strong></td>
</tr>
<tr>
<td><strong>Serum Na⁺</strong></td>
</tr>
<tr>
<td><strong>Urine Output</strong></td>
</tr>
<tr>
<td><strong>Beneficial</strong></td>
</tr>
<tr>
<td><strong>Acute Physiology</strong></td>
</tr>
<tr>
<td><strong>Motor (Verbal)</strong></td>
</tr>
<tr>
<td><strong>Comorbidities</strong></td>
</tr>
</tbody>
</table>

**APACHE III** was introduced to address some of the flaws of APACHE II. Although APACHE III resembles APACHE II, it includes new variables such as prior treatment location and the disease requiring ICU admission. In APACHE III scoring, the patient's age and chronic health history are worth up to 47 points. Within 24 hours of ICU admission, 17 physiologic variables are measured and may add up to a maximum of an additional 252 points. The resulting total score, in combination with prior treatment location and principal ICU diagnosis provides a predicted mortality.

**Benefits of APACHE III:**

- Saves lives by better managing the care of critically ill individuals
- Reduces frequency of complications
- Evaluates and improves ICU performance
- Optimizes ICU resource allocation

**TABLE 1b**

| **APACHE III** acute physiology scoring for neurologic abnormalities. |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| **Obey verbal command** | 0 / NA | 3 / NA | 10 / NA | 15 / 16 |
| **Neurologic evaluation** | 0 / NA | 3 / NA | 10 / NA | 15 / 16 |
| **Deteriorate** | 3 / NA | 13 / NA | 24 / 24 | 24 / 24 |

**Acute Physiology**

<table>
<thead>
<tr>
<th>pH</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
<th>55</th>
<th>60</th>
<th>65</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH &lt; 7.35</td>
<td>12</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH &lt; 7.40</td>
<td>9</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH &lt; 7.45</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH &lt; 7.50</td>
<td>3</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH &lt; 7.55</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH &lt; 7.60</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH &gt; 7.65</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1c**

| **APACHE III** acute physiology scoring for acid-base disturbances. |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|

**Notes:**

1. Scoring for ventilated/depressed patients is based on perfusion-related acidosis.
2. MA = Mortality, 
3. PaO₂ = Partial pressure of arterial oxygen.
4. BB = Blood base.
5. PaO₂ (arterial) or O₂ saturation (optional).
6. **Temperature** or **Respiratory Rate** is defined as the maximum value of an individual patient's temperature or respiratory rate over the previous 24 hours.
7. For patients on continuous positive airway pressure (CPAP) or bilevel positive airway pressure (BiPAP) devices, the **Respiratory Rate** is defined as the maximum value of an individual patient's respiratory rate over the previous 24 hours.
Appendix 7.2: Most commonly used unit conversion:

<table>
<thead>
<tr>
<th>Agent</th>
<th>Conventional Unit</th>
<th>Conversion Factor</th>
<th>SI Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albumin</td>
<td>g/dL</td>
<td>10</td>
<td>g/L</td>
</tr>
<tr>
<td>Bilirubin</td>
<td>mg/dL</td>
<td>17.1</td>
<td>µmol/L</td>
</tr>
<tr>
<td>Creatinine</td>
<td>mg/dL</td>
<td>88.4</td>
<td>µmol/L</td>
</tr>
<tr>
<td>Glucose</td>
<td>mg/dL</td>
<td>0.0555</td>
<td>mmol/L</td>
</tr>
<tr>
<td>Hematocrit</td>
<td>%</td>
<td>0.01</td>
<td>Proportion of 1.0</td>
</tr>
<tr>
<td>Platelets (thrombocytes)</td>
<td>x 103/µL</td>
<td>1</td>
<td>x 109/L</td>
</tr>
<tr>
<td>Potassium</td>
<td>mEq/L</td>
<td>1</td>
<td>mmol/L</td>
</tr>
<tr>
<td>Sodium</td>
<td>mEq/L</td>
<td>1</td>
<td>mmol/L</td>
</tr>
<tr>
<td>Urea nitrogen</td>
<td>mg/dL</td>
<td>0.357</td>
<td>mmol/L</td>
</tr>
<tr>
<td>White blood cell count</td>
<td>x 103/µL</td>
<td>1</td>
<td>x 109/L</td>
</tr>
</tbody>
</table>
## Appendix 7.3: Daily collected physiology items, definitions, ranges, and unit

<table>
<thead>
<tr>
<th>Item</th>
<th>Definition and function</th>
<th>Absolute Range</th>
<th>Normal Range</th>
<th>Unit</th>
<th>Where to locate</th>
</tr>
</thead>
<tbody>
<tr>
<td>24 hour Urine Output</td>
<td>Total urine output measured in ml in the first 24 hours of the ICU admission.</td>
<td>0-30000</td>
<td>2000-3999</td>
<td>cc/day</td>
<td>24-h chart</td>
</tr>
<tr>
<td>Age</td>
<td>The length of time, measured in calendar years, between a patient's birth and their admission to ICU</td>
<td>16-105</td>
<td>16-44</td>
<td></td>
<td>24-h chart</td>
</tr>
<tr>
<td>Albumin</td>
<td>Albumin is a family of globular proteins found in many plant and animal tissues that tend to bind a wide variety of ligands. Albumin is the main protein in blood plasma. Low serum levels occur in conditions associated with malnutrition, inflammation and liver and kidney diseases.</td>
<td>5-65</td>
<td>25-44</td>
<td>g/dl</td>
<td>Biochemistry report</td>
</tr>
<tr>
<td>Bilirubin</td>
<td>Bilirubin is a dark orange, yellow pigment that is a breakdown product of haemoglobin; it is conjugated in the liver and excreted in the bile. The abnormal buildup of bilirubin causes jaundice. Total and direct bilirubin are usually measured for or to monitor liver or gallbladder dysfunction.</td>
<td>0-1200</td>
<td>0-51</td>
<td>mg/dl</td>
<td></td>
</tr>
<tr>
<td>Blood Pressure (Systolic /Diastolic)</td>
<td>Systolic Blood Pressure: The blood pressure during the contraction of the left ventricle of the heart. Diastolic Blood Pressure: The blood pressure after the contraction of the heart while the chambers of the heart refill with blood.</td>
<td>65-250 (Systolic) / 0-180 (Diastolic)</td>
<td>132-171.5 (if Urine &gt; 410mL) / 5-132 (if Urine ≤ 410mL)</td>
<td>mmHg</td>
<td>Biochemistry report</td>
</tr>
<tr>
<td>Creatinine</td>
<td>The breakdown product of creatine, a constituent of muscle tissue, that is excreted by the kidney and whose serum level is used to evaluate kidney function.</td>
<td>5-2000</td>
<td>13.7-16.7</td>
<td>mg/dl</td>
<td>24-h chart</td>
</tr>
<tr>
<td>FiO2</td>
<td>Fraction of Inspired Oxygen: The amount of oxygen taken up by arterial blood and expressed as a percentage of total oxygen of inspired air.</td>
<td>21 (room air) - 100</td>
<td></td>
<td>%</td>
<td>Biochemistry report</td>
</tr>
<tr>
<td>Glucose</td>
<td>A simple sugar monosaccharide having two isomers, alpha and beta, with a chemical structure of C6H12O6 that acts as an energy source for both plants and animals by reacting with oxygen, generating carbon dioxide and water, and releasing energy.</td>
<td>0-90</td>
<td>3.3-11.1</td>
<td>mg/dl</td>
<td>24-h chart</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>The red respiratory protein of erythrocytes, consisting of approximately 3.8% heme and 96.2% globin (64.5 KD), which as oxyhemoglobin (HbO2) transports oxygen from the lungs to the tissues where the oxygen is readily released and HbO2 becomes Hb.</td>
<td>1-25</td>
<td>13.7-16.7</td>
<td>mg/dl</td>
<td>Admission form</td>
</tr>
<tr>
<td>HCO3</td>
<td>Bicarbonate: Bicarbonate is alkaline, and is vital in maintaining acid-base homeostasis.</td>
<td>2-50</td>
<td>20-50</td>
<td>mEq/L</td>
<td>24-h chart</td>
</tr>
<tr>
<td>Hct</td>
<td>Hematocrit: A measure of the volume of red blood cells expressed as a percentage of the total blood volume.</td>
<td></td>
<td></td>
<td>%</td>
<td>Biochemistry report</td>
</tr>
<tr>
<td>Heart Rate</td>
<td>The number of heartbeats per unit of time, usually expressed as beats per minute. The heart rate is the ventricular rate as shown on an ECG trace - not the pulse rate.</td>
<td>0-180</td>
<td>51-100</td>
<td></td>
<td>Blood count report</td>
</tr>
<tr>
<td>K</td>
<td>Potassium: An element with atomic symbol K, atomic number 19, and atomic weight 39.10. This metallic element is important in body functions such as regulation of blood pressure and of water content in cells, transmission of nerve impulses, digestion, muscle contraction, and heartbeat.</td>
<td>0.05-12</td>
<td>3.5-5.4</td>
<td>mmol/L</td>
<td>Blood gas report</td>
</tr>
<tr>
<td>MAP</td>
<td>Mean Arterial Pressure: The mean pressure of the blood within the arterial circulation. The arterial pressure may be directly measured by insertion of an intra-arterial catheter connected to a transducer. The mean arterial pressure</td>
<td>20-200</td>
<td>80-99</td>
<td>mmHg</td>
<td>Blood count report</td>
</tr>
</tbody>
</table>
(MAP) can be calculated by subsequent analysis of the waveform. MAP can be approximated without an invasive procedure using the following formula: diastolic pressure plus 1/3 of the pulse pressure, where pulse pressure is systolic pressure - diastolic pressure. This value is automatically calculated based on the values entered for systolic and diastolic blood pressure, but may be entered manually.

<table>
<thead>
<tr>
<th></th>
<th>Sodium: An element with atomic symbol Na, atomic number 11, and atomic weight 23. This mineral is needed by the body to keep body fluids in balance. Sodium is found in table salt and in many processed foods. Too much sodium can cause the body to retain water.</th>
<th>100-215</th>
<th>135-154</th>
<th>24-h chart</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>Na</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Partial Pressure of Oxygen: A measurement of the pressure of oxygen dissolved in the blood and how well oxygen is able to move from the airspace of the lungs into the blood. It is lower than normal in patients with asthma, obstructive lung disease, or certain blood diseases and in healthy individuals during vigorous exercise. Reported in millimetres of mercury (mmHg)</td>
<td>15-750</td>
<td></td>
<td>Biochemistry report</td>
</tr>
<tr>
<td>16</td>
<td>(paO₂)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Partial Pressure of Carbon Dioxide. The part of total blood gas pressure exerted by carbon dioxide. This pressure decreases during heavy exercise, rapid breathing, or in association with severe diarrhea, uncontrolled diabetes, or diseases of the liver or kidneys. It increases with chest injuries or respiratory disorders. Reported in millimetres of mercury (mmHg)</td>
<td>5-300</td>
<td></td>
<td>Biochemistry report</td>
</tr>
<tr>
<td>17</td>
<td>pCO₂</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Potential of Hydrogen A measurement of the acidity or alkalinity of a fluid on a scale of 0 to 14, calculated as the logarithm of the reciprocal hydrogen-ion concentration in gram atoms per litre</td>
<td>6.5-8</td>
<td></td>
<td>Biochemistry report</td>
</tr>
<tr>
<td>18</td>
<td>pH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Platelets are a component of blood whose function (along with the coagulation factors) is to stop bleeding by clumping and clogging blood vessel injuries.</td>
<td>150-400</td>
<td></td>
<td>Blood gases report</td>
</tr>
<tr>
<td>19</td>
<td>Platelets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Respiratory Rate The rate of breathing (inhalation and exhalation) measured within a unit time, usually expressed as breaths per minute. For a non ventilated patient the respiratory rate is the number of unassisted breaths per minute. If the patient suffers a cardiorespiratory arrest or death in the first 24 hours, the values recorded should be the lowest measured values prior to arrest or death. It is inappropriate to record variable as zero merely because cardiorespiratory arrest or death has occurred. Where an automated monitoring system is being employed then values on the preceeding hour pre-arrest should be considered in the selection of the worst value. e.g. if arrest at 11:35 am consider values for 11.00</td>
<td>0-80</td>
<td>15-25 (if not ventilated)</td>
<td>Blood gases report</td>
</tr>
<tr>
<td>20</td>
<td>Respiratory Rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Temperature The measurement of a patient’s core temperature. Core temperature sites include oral, tympanic, nasopharyngeal, rectal, oesophageal, pulmonary artery and bladder.</td>
<td>25-46</td>
<td>36-39.9</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Temperature</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Urea A nitrogenous compound containing a carbonyl group attached to two amine groups with osmotic diuretic activity. It is formed in the liver from ammonia produced by the deamination of amino acids, and is the principal end product of protein catabolism and constitutes about one half of the total urinary solids.</td>
<td>1-100</td>
<td>1-9</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Urea</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix 7.4: TISS-28 items, what is each item stand for, where to locate these items, and calculation.

**TISS-28 items and where to find this information in ICU**

<table>
<thead>
<tr>
<th>No.</th>
<th>TISS-28</th>
<th>What is this item for?</th>
<th>Where is this info recorded?</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Basic Activities</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Standard monitoring. Hourly vital signs, regular registration and calculation of fluid balance.</td>
<td>Basic monitoring, including Blood Pressure, Heart Rate, FiO₂% and CO₂%</td>
<td>From the patient chart, if it has heart rate and blood pressure. 5 points From the monitor</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>Laboratory. Biochemical and microbiological investigations.</td>
<td>This is investigation of blood sample. Every 5-6 hours, patient blood sample is tested.</td>
<td>It’s all on radiometer ABL 90 (arterial blood line) report. If we have blood gas data.</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Single Medication, any route (IV, PO, IM, etc.).</td>
<td>Drugs: Vasoactive: such as Nor adrenaline. Vasopressin. Fluids: such as propofol, split B, Maint D4S.</td>
<td>1. Patient chart-Input (exclude vasoactive drugs) 2. Medications: such as Enoxaparin 40mg. 3. patient medication record file</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Multiple intravenous medications (more than 1 drug, single shots, or continuously)</td>
<td>See Item 3.</td>
<td>See Item 3.</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Routine dressing changes. Care and prevention of decubitus and daily dressing change</td>
<td>Only for patients with wounds. Once per 3-5 days.</td>
<td>Nurse note or dressing note.</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Frequent dressing changes (at least one time per each nursing shift) and/or extensive wound care</td>
<td>See Item 5.</td>
<td>See Item 5.</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Care of drains. All (except gastric tube)</td>
<td>Nurse clean urine drain and gastric drain</td>
<td>Patient chart-Output-Hourly Urine and Total Urine</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td><strong>Cardiovascular Support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Single vasoactive medication. Any vasoactive drug.</td>
<td>Stimulate patient’s circulation</td>
<td>Patient chart-vasoactive infusion Or Fluid</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>Multiple vasoactive medications. More than 1 vasoactive drug, disregard type and dose.</td>
<td>See Item 8.</td>
<td>See Item 8.</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>Intravenous replacement of large fluid losses. Fluid replacement &gt;3 liters per square meter per day, disregard type of fluid administered.</td>
<td>If patient loss huge amount of fluid.</td>
<td>Patient chart-Input, such as Maint D4S, 80ml/h*24=1.9L&lt;3L</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>Peripheral arterial catheter</td>
<td>On patient left arm. Test their blood pressure and take blood sample.</td>
<td>Line: Arterial . Normally if patient have radiometer ABL 90. They have this item.</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>Left atrium monitoring. Pulmonary artery flattening catheter with or without cardiac output measurement.</td>
<td>Normally only cardio ICU patient require this. Measure volume of 1 circulation.</td>
<td>Circulation-CVP (central venous pressure) Normally CICU has this.</td>
<td>8</td>
</tr>
<tr>
<td>13</td>
<td>Central venous line</td>
<td>On patient neck. Intravenous fluid and drugs. Most patients have this item.</td>
<td>Line: Central Venous Line. Also, Check ‘Input-Fluid’.</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>Cardiopulmonary resuscitation after arrest in the last 24 hours (single precordial percussion is not included)</td>
<td>CPR. Chest press to rescue patient.</td>
<td>It is recorded on CPR form (cardiopulmonary resuscitation). If not, it is recorded on Blood Pressure or Heart Rate</td>
<td>3</td>
</tr>
</tbody>
</table>

**Specific Interventions**
<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>Single specific interventions in the ICU. Naso or orotracheal intubation, introduction of a pacemaker, cardioversion, endoscopies, emergency surgery in the past 24 hours, gastric lavage. Naso or orotracheal intubation is for ventilator or food. Pacemaker is normally for cardio ICU, to make heart rate normal. Cardioversion is 2 patches, to bring heart rhythm normal. Endoscopies is check image inside. Gastric lavage is empty stomach. Intubation is recorded in Airway, intubation date. Also check Enteral Feed. Pacemaker is normally happened in cardio ICU, check CVP. Cardioversion, check heart rate. Endoscopies and surgery, check ‘Team Communication’, gastric lavage is never used in CHCH ICU.</td>
</tr>
<tr>
<td>16</td>
<td>Multiple specific interventions in the ICU. More than one, as described above. See item 15.</td>
</tr>
<tr>
<td>17</td>
<td>Specific interventions out of ICU. Surgery or diagnostic procedures. See item 15. Check ‘Team Communication’ and patient file.</td>
</tr>
</tbody>
</table>

**Ventilatory Support**

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>Mechanical Ventilation. (Any form of ventilation or assisted ventilation with or without PEEP; with or without muscle relaxants; spontaneous breathing with PEEP) Help patient easily breath. Check ‘Breathing’ Setting Mode.</td>
</tr>
<tr>
<td>19</td>
<td>Supplementary ventilator support Other form of ventilation support Not happen in CHCH ICU</td>
</tr>
<tr>
<td>20</td>
<td>Care of artificial airways. Endotracheal tube or tracheostoma IV site check-suction.</td>
</tr>
<tr>
<td>21</td>
<td>Treatment for improving lung function. Thorax physiotherapy, incentive spirometry, inhalation therapy, intratracheal suction. Thorax physiotherapy is from physio, incentive spirometry is not in ICU. Inhalation therapy is for asthma. Intratracheal suction is caring patient. Check ‘Team communication’ for physiotherapy, and ‘medication’ for asthma Normally not happen</td>
</tr>
</tbody>
</table>

**Renal Support**

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>Hemofiltration techniques. Dialytic techniques. For dialysis patient Check sticker in ‘Bundles’</td>
</tr>
<tr>
<td>23</td>
<td>Quantitative urine output measurement. ‘Output’, hourly urine and total urine. Almost every patient has this.</td>
</tr>
<tr>
<td>24</td>
<td>Active diuresis (eg. Furosemid &gt;0.5mg/kg/day for overload.) Treatment of ethma. Urine a lot Patient chart, medicines, Medication check whether has Furosemide</td>
</tr>
</tbody>
</table>

**Neurologic Support**

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>Measurement of intracranial pressure (ICP) Measure skull pressure Patient chart, Check ICP in ‘Neurological’. Normally for head wound patients</td>
</tr>
</tbody>
</table>

**Metabolic Support**

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>Treatment of complicated metabolic acidosis/ alkalosis Acidosis is an increased acidity in the blood and other body tissue Blood gases, Check PH value. Increase CO₂ to increase breath rate. If PH changes a lot, it is needed.</td>
</tr>
<tr>
<td>27</td>
<td>Intravenous hyperalimentation Consume more food than appropriate. Check patient chart, medicine, whether it has TPN.</td>
</tr>
<tr>
<td>28</td>
<td>Enteral feeding. Through gastric tube or other GI route (eg. jejunostomy) Feed food Patient chart, Enteral Feed in ‘Input’</td>
</tr>
</tbody>
</table>
Appendix 7.5: 24-hour patient chart:
### Appendix 10.1: Distribution of time per nursing activity in relation to work shifts

<table>
<thead>
<tr>
<th>Shift</th>
<th>Categories of Nursing Activities*</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Total</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning</td>
<td></td>
<td>40.0</td>
<td>14.8</td>
<td>21.3</td>
<td>4.6</td>
<td>17.8</td>
<td>1.6</td>
<td>43.0</td>
<td>.950</td>
</tr>
<tr>
<td>Evening</td>
<td></td>
<td>51.1</td>
<td>11.9</td>
<td>20.2</td>
<td>1.8</td>
<td>13.1</td>
<td>1.9</td>
<td>32.9</td>
<td>.047</td>
</tr>
<tr>
<td>Night</td>
<td></td>
<td>38.3</td>
<td>11.1</td>
<td>23.4</td>
<td>3.3</td>
<td>21.5</td>
<td>2.4</td>
<td>1821</td>
<td>.069</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>43.3</td>
<td>12.9</td>
<td>21.4</td>
<td>3.3</td>
<td>17.1</td>
<td>1.9</td>
<td>100</td>
<td>.031</td>
</tr>
<tr>
<td>Sign column</td>
<td></td>
<td>.000</td>
<td>.004</td>
<td>.147</td>
<td>.000</td>
<td>.000</td>
<td>.229</td>
<td>.5530</td>
<td></td>
</tr>
</tbody>
</table>

*Category 1, activities involving patient care as scored in Therapeutic Intervention Scoring System (TISS); category 2, activities involving patient care not scored in TISS; category 3, "indirect" patient care; category 4, organizational tasks; category 5, work breaks, category 6, other activities (see Table 5); sign column, overall significance per column; "total" per category. The first figure indicates overall percentage of time per category. The second figure is the total number of "work sampling" registrations made in the category.

Per nursing activity category in each shift, time is expressed as a percentage of a mean of 490 mins per nurse shift.