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Abstract

Storing the history of objects in a program is a common task. Web browsers remember which websites we have visited, drawing programs maintain a list of the images we have modified recently and the undo button in a wordprocessor allows us to go back to a previous state of a document. Maintaining the history of an object in a program has traditionally required programmers either to write specific code for handling the historical data, or to use a library which supports history logging.

We propose that maintaining the history of objects in a program could be simplified by providing support at the language level for storing and manipulating the past versions of objects. History variables are variables in a programming language which store not only their current value, but also the values they have contained in the past. Some existing languages do provide support for history variables. However these languages typically have many limits and restrictions on use of history variables.

In this thesis we discuss a complete implementation of history variables in an imperative programming language. We discuss the semantics of history variables for scalar types, arrays, pointers, strings, and user defined types.

We also introduce an additional construct called an “atomic block” which allows us to temporarily suspend the logging of a history variable. Using the mathematical system of Hoare logic we formally prove the correctness of our informal semantics for atomic blocks and each of the history variable types we introduce.

Finally, we develop an experimental language and compiler with support for history variables. The language and compiler allow us to investigate the practical aspects of implementing history variables and to compare the performance of history variables with their non-history counterparts.
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Chapter I

Introduction

In traditional imperative programming languages, a variable maintains only its current value. When we assign to a variable we permanently lose the previous value it contained. If we do want to keep the history of a variable then we need to write specific code, or use a library which provides the necessary functionality, to store the previous values.

1.1 What is a history variable?

We define a history variable as: A variable which maintains a list, or “history”, of its previous values in addition to its current value. The number of values stored in a variables history is called its “depth”. When a new value is assigned to a history variable the previous value is saved to the history. Any previous value of a history variable can be recalled, but not altered. In the real world (time travel theories [57, 51] aside) we cannot change events that have happened in the past. Likewise, in a programming language we cannot modify the historical values of a history variable. History variables may be simple types such as integers and floating point numbers, or aggregate types such as arrays and structures.

The Fibonacci sequence (0, 1, 1, 2, 3, 5, ...) provides a good example of how history variables can be used. We can use a history variable of depth 1 to easily calculate numbers in the Fibonacci series by adding the current and previous value of the variable together to generate the next number in the sequence. For example, if the history variable has the current value 2 and the previous value 3, then calculating the next number will give the current
value of 3 and a previous value of 2, which can then be added to give the next number 5 in the sequence.

1.2 Why are history variables useful?

Storing and retrieving the history of objects in a computer program is a common task: the undo button in a word processor takes the user back to a previous version of a document, the history file in a web-browser stores a list of the previous websites a user has visited and the auto-fill option present in some applications remembers the previous entries typed by a user. We discuss the applications of history storage in computing in more detail in section 2.1.

All of the functionality provided by history variables can already be accomplished using existing languages and libraries. Our goal in implementing history variables as language feature is to provide a simplified approach to the common task of storing the history of objects in a computer program. For example, the Eclipse [26] development environment has around 150 lines of code \(^1\) for managing the list of recently used files. With history variables, tasks like this can be accomplished more easily. A history variable, with a depth equal to the number of files to maintain, could be used to store a list of recently used files. Actions such as adding a new file, or retrieving a previously used file from the list are handled by the history variable rather than the programmer. This reduces the amount of code needed, lowers the probability of programming errors, and simplifies debugging.

1.3 History variables as a language feature

The concept of applying history to variables (according to our definition) in a programming language was first proposed by Takaoka, et. al. [70]. Their work focused only on history for scalar variables and remained largely theoretical. A few languages have provided some form of history mechanism as a

\(^1\) Relevant source code available from: http://www.koders.com/java/fid59D61779E19A7D931AA3DE709AD49B5C9491FD6F.aspx
feature (we discuss these languages in section 2.3). However, the history support in these languages is typically limited: only allowing history storage to be applied to specific variables types, used in certain situations or restricting the control a programmer has over the history mechanism. To the best of our knowledge, no existing language supports a complete implementation of history variables according to our definition. In this thesis we aim to extend the work of Takaoka, et. al. to develop a full implementation of history variables as a language feature in an imperative programming language and fill the void in this research area.

1.4 Contribution of this thesis

In this thesis we improve and extend the work of Takaoka, et. al. [70]. We provide formalised semantics for the primitive history variables they introduced, and improve their original implementation to allow indirect assignments (i.e. via a pointer) to be made to history variables.

We extended their work on history variables by introducing a new programming language construct called an “atomic block”, which allows the history logging of a variable to be temporarily suspended. We also extend the formal semantics and implementation of history variables to other variable types including arrays and structures. Finally we develop an experimental language and compiler which allow us to test the practical performance of our history variable implementations.

1.5 Implementation goals

It is not sufficient for a language to simply provide history variables as a feature, they must also be of practical use. We outline a set of goals for implementing history variables in an imperative language which ensure that they are both useful, and practical in real world applications.

- **Performance**: Assigning and retrieving values from a history variable should not be significantly slower than accessing a normal variable.
Ideally this means that the algorithms used for assignment and retrieval should be achievable in constant time, independent of the depth of history. The memory requirements for a history variable must also be reasonable. If space/time trade-offs do exist then programmers should be provided with a choice between an implementation which has fast access time and high memory consumption, and one which has slow access time, but low memory requirements.

- **Complete implementation:** In the same way that a language which supports pointers allows a programmer to create a pointer to any type, a language which supports history variables should allow programmers to create history variables of any type provided by the language. In this thesis we investigate the application of history variables to scalar types, arrays, pointers, strings and user defined types.

- **Compatibility with non-history variables:** History variables should be as compatible as possible with non-history variables. A non-history variable in an existing program should be able to be converted to a history variable of the same type with minimal refactoring work. The value of a non-history variable should be able to be assigned to a history variable and vice-versa. Functions should be able to accept both history and non-history variables of the correct type as arguments.

- **Correctness:** The semantics for history variables should be well defined and verifiably correct. By formalising the semantics we reduce the potential for ambiguous interpretations and improve the understanding for both language implementors and programmers. We use the system of Hoare logic (see chapter 3) to demonstrate the formal correctness of history variables.

- **Simplicity:** History variables should have simple and easy to learn syntax and semantics. The simplicity of a language feature is difficult to quantify and we do not provide any formal measurement in this thesis. We have, however, made a conscious effort to keep the syntax and semantics of history variables as simple as possible. As an informal
measure of simplicity we say that an experienced programmer should be able to learn the full syntax and semantics for an implementation of history variables in a reasonably short amount of time.

1.6 Types of imperative languages

In this thesis we concern ourselves only with the implementation of history variables in a procedural imperative programming language. Where appropriate we discuss the implications of applying certain aspects of history variables to object orientated imperative languages. However, we leave the implementation details beyond the scope of this thesis. We also briefly discuss existing history support in non-imperative programming languages. We separate imperative languages into two main classes:

- **Statically typed**: Languages which perform typechecking only at compile time and do not store any type information at runtime. In general, problems such as pointer aliasing and array bounds checking cannot be verified at compile time. Because of this, code generated by statically typed languages may perform illegal operations at runtime, causing undefined behaviour or crashes. Languages such as C and C++ are statically typed.

- **Dynamically typed**: Languages which store type information at runtime. Dynamically typed languages are type-safe since operations such as pointer aliasing, array bounds, and type casts can be checked at runtime. Dynamically typed languages may also perform some typechecking at compile time. Languages such as Java and C# are dynamically typed.

Where possible we have attempted to develop solutions that can be applied to both statically and dynamically typed languages. When unified solutions are not possible we explain the different approaches taken for the two classes.
1.7 Thesis overview

We begin in chapter 2 with a discussion of various motivations and applications of history variables and a study of the relevant existing research in those areas. Chapter 3 gives an overview of the mathematical system of Hoare logic, which we use as a basis for proving the correctness of history variables in the following few chapters. In chapter 4 we give a more formal definition of history variables, including a formal notation. We examine the application of history to scalar variables: developing the semantics, proving their correctness and finally providing details for implementation.

In chapter 5 we introduce the concept of an atomic block, a language construct which allows the history logging of a variable to be temporarily suspended. Again we outline the semantics and correctness of the new construct and discuss the implementation details. We look at the application of history to arrays in chapter 6, and user defined types in 7. In both chapters we define the semantics, along with their formal correctness, and discuss the implementation details. We show how history arrays and user defined types can be combined with atomic blocks to accomplish some interesting tasks.

In chapter 8 we discuss the development of an experimental compiler which provides a full implementation of history variables and atomic blocks as described in the earlier chapters. In chapter 9 we use our experimental compiler to compare the practical performance of the various algorithms we developed with the theoretical performance presented in the previous chapters. Finally in chapter 10 we outline the conclusions of our work, in particular how well we accomplished the goals we outlined in section 1.5, and discuss the potential for further research in this area.
Chapter II

Background and Related Work

In this chapter we investigate the various motivations for history variables and discuss some of the existing approaches to implementing history storage in computer programs.

2.1 Motivations for history variables

The concept of history pervades many areas of computer science and computing in general. Greenberg and Witten [35] discuss a number of uses for history tracking in computer systems. We outline some of the more interesting applications here.

2.1.1 Undo and redo

Many interactive systems provide the ability to undo [8] changes made by the user, often an arbitrary number of times. The redo operation allows users to reverse the effect of an undo operation, effectively “undoing an undo”. A number of models for undo and redo exist, ranging from very simple to complex and powerful [27].

Leeman [48] describes a formal approach to implementing undo and redo operations in a programming language. He identifies two different undo operations called backward undo and forward undo. The history of a program is stored as a collection of states, each with an increasing time value. Backward undo restores the program to an earlier state by changing the current time value to that of the desired previous state, i.e. each of the states that
are being undone are lost. Forward undo advances the current time and makes a copy of a previous state. Forward undo treats the undo operation as an editing command, whereas backward undo treats it as a meta-command. The undo function present in many computer applications typically uses the backward undo model [2].

2.1.2 Recently used lists

The temporal locality of reference principle states that: If an object is used, then there is a high probability that it will be used again in the near future. Many applications support this principle by storing lists of recently used objects and allowing the user to navigate and manipulate these lists [43]. The recently visited websites in a web browser or the recently edited files in a drawing program are examples of this. Often the history for a recently used list can be modified. For example a user may be able to remove specific items from a history list.

2.1.3 Persistent data structures

Driscol, et. al. [25] define three types of data structures: ephemeral, partially persistent and fully persistent. Ephemeral data structures do not maintain any information about their previous state when the are modified. Partially persistent data structures allow all previous versions of a structure to be retrieved, but only its current version to be modified. Fully persistent data structures allow all versions to be both retrieved and modified.

Overmars [60] provides a systematic approach to transforming an ephemeral data structure to a partially persistent one within the context of searching problems. To reduce the amount of storage space needed to maintain the historical versions of a structure, Overmars proposed storing only the differences between each consecutive element in the history. At set intervals in the history a complete structure is stored. To obtain a given historical structure, the previous complete structure is first obtained and then each of the differences applied in order.
Bagwell [9] describes a fully persistent, immutable linked list data structure called the VList. The VList is particularly useful in the implementation of functional languages which have immutable list types. Operations on a VList are typically faster than operations on standard linked list: addition and deletion can be achieved in $O(1)$ time and accessing the $i^{th}$ element takes $O(1)$ time on average. The VList can be used as the basis for a wide range of data structures including: variable length arrays, deques and hash lists.

2.1.4 Versioning

Versioning is a term used to describe systems which maintain historical or alternate versions of data, typically files. Santry, et. al. [65] describe a filesystem called Elephant (the filesystem which never forgets). They state that as disks become cheaper and larger, there is less reason for users to delete files. In Elephant, destructive operations on files such as modification and deletion cause a new version of the file to be created. Mechanisms are provided to enable users to recall or restore previous versions of files and directories.

Version control systems, such as CVS [74], are often used by software developers to track the changes made to a source code repository during development. Version control systems maintain a full history of each file in a repository, allowing developers to roll back to a previous version. There are a number of situations where it is useful to recover an old version of a source file: Introduction of bugs in later versions, performance of the current version is lower than its predecessor or a decision has been made to abandon a new feature that is being developed.

2.1.5 Temporal databases

A temporal database [71] is an extended form of database management system that allows multiple timestamped values to be associated with a single key. The benefit of this approach over a traditional database is that a temporal database can retain information about the past values of keys.
In order to access the historical information in a temporal database, a temporal query language is used. Grandi, et. al. [34] describe a set of standardised extensions for database query languages to support temporal queries. Three new variables types: history variables, version variables and temporal variables are introduced for accessing historical information from a temporal database. History variables are sets of tuples which define the full history of an object. A version variable is a flat tuple consisting of a number of versions of an object and temporal variables are used to denote a specific time-point in an object's history.

Temporal query languages allow queries to be constructed to perform operations of the form: “Find all instances of an object that have ever matched a given expression”. Grandi, et. al. [34] use an example of a database which stores information about peoples jobs. Using a temporal query language they demonstrate simple queries which can extract information about people who changed jobs in a given time period or people who worked in a specific job during the time when a given manager was in charge. Two examples of temporal query languages are HotQuel [33] and HotSQL [34].

2.1.6 Reverse execution

Reverse execution is a technique first proposed by Balzer [10] to improve debugging efficiency by allowing a program to be run, or stepped through in reverse. The Leonardo debugger [21], for example, supports reversed execution of C programs. Cook [18] describes three main approaches to storing the information needed to run a program in reverse:

- **Logging**: A complete trace of the information required to execute a program in reverse is stored during a forward execution of the program.

- **Checkpointing**: The entire execution state of a program is periodically stored during a forward execution. It is possible to reverse to a state between to checkpoints by first returning to the early checkpoint and then executing forwards.
• *Reversed Code*: When compiling a program, a reversed version is also produced. The reversed code allows a programmer to use a standard debugger to run a program in reverse.

The logging and checkpointing approaches are of most interest to us because they generate and store information about the history of a program's state during its execution. The logging approach effectively makes every variable within a program a history variable with an unlimited depth. The major limiting factor of the logging approach is the large amount of memory required to store the history information. Sosic [66] contends that not all history information is meaningful and proposed two methods for reducing the amount of stored history data called spatial and temporal selection. Temporal selection allows history logging to be disabled during specific parts of a program's execution, ignoring the history information created during variable initialisation for example. Spatial selection disables history logging for specific parts of a program's memory. Even with a number of optimisations, Sosic showed that full history logging for reverse execution can generate between 30 and 90 kilobytes of data per million executed instructions.

Agrawal, et. al. [3] make the observation that the fine grained history provided by the logging approach is not always desirable. For example, it is often useful during debugging to be able to step over an entire block of code such as a loop or conditional. Their solution is to log the history of code blocks as though they are simple statements, in effect creating checkpoints at the beginning of each block. Associated with each statement block is a change set which contains a list of all variables and their previous values that are potentially modified within the scope of the block.

2.1.7 *Program proofs*

History variables have been used in proving the formal correctness of computer programs, particularly parallel programs and those involving co-routines [16, 42, 61]. Clint [17] describes a history variable as an unbounded sequence of values which stores the history of a variable in a program. Clint uses history variables in a purely theoretical sense. History variables are used only
to facilitate the proof of a program, not its execution. Statements which
assign or retrieve values of history variables, according to Clint’s definition,
are ignored during the compilation process.

2.2 Methods of history storage

There are a number of existing methods for storing the historical values of
a variable in a programming language. Each method has advantages and
disadvantages and is suited to different application areas. The major limita-
tion of all of these methods is that they require the programmer to actively
think about storing and retrieving the historical values rather than it being
a natural extension of the language.

2.2.1 Temporary variables

The simplest method for maintaining the previous value of a variable is to
use a temporary variable. For example, functions for swapping the values
of two variables often use a temporary variable for maintaining the value of
one of the variables so that it can be recalled after the variable has been
overwritten. Temporary variables are typically only useful for maintaining a
single historical value.

2.2.2 Arrays and linked lists

Arrays and linked lists are useful for implementing depths of history greater
than 1. An array with $n$ elements can be used to store a history of depth
$n-1$. The first element in the array holds the current value, the second holds
the previous value and the $n^\text{th}$ element holds the oldest value. Modifying
the current value requires each of the historical values to be shifted by one
place taking $O(n)$ time. Using arrays for history storage is therefore only
recommended for low history depths.

An improvement to using arrays for history storage is to use a cyclic buffer.
A cyclic buffer has a pointer to the current value. The historical values
follow the current value in chronological order, wrapping around the end of
the array. Cyclic buffers exploit the fact that the oldest value in the history
is lost when a new value is added. The new value writes over the oldest value
and the pointer is altered to point at the new current value. Assignment and
retrieval using cyclic buffers takes $O(1)$ time.

Linked lists (or dynamically allocated arrays) are useful for implementing
large, or unbounded depths of history. New values can be added to a linked
list in $O(1)$ time. For a finite depth of history the tail node in the list is
deallocated when adding a new node to the head if the length of the list is
equal to the depth of history. One of the major drawbacks to using linked
lists is that the search time is typically $O(n)$.

2.2.3 Function calls

In most modern computer architectures a pointer to the current instruction
being executed is stored by the program counter (PC) register. The variables
that are local to a function may be stored in local registers or in the current
stack frame.

Whenever a function call is made, the computer hardware saves the state of
the previous function by storing the program counter and the local variables
on the stack, and then allocating a new stack frame for the called function.
The called function is then free to write to the program counter, local registers
and stack frame. When the function returns, the computer hardware will
deallocate its stack frame and restore the program counter and local registers
of the calling function. The depth of history for function calls is limited only
by the computer’s stack space.

Some architectures, notably the Sparc [67], provide more efficient history
storage of the local registers during function calls by using register windows
[75]. Register windows are additional sets of the local registers. When a
function call is made, rather than saving the local registers to the stack,
the current register window is simply changed to point at a new set of local
registers. If the function call depth exceeds the number of register windows
then it becomes necessary to store the registers to the stack. The register
windows act as a low depth, efficient history storage of the local registers.
2.2.4 Recursion

Recursive functions offer a limited capability for storing history information. A recursive implementation of a depth first traversal of a tree structure implicitly stores which nodes have been visited and which node to return to when the search of the current subtree is exhausted. An iterative approach requires the programmer to explicitly maintain a list of visited nodes.

Recursion gives a potentially unlimited depth of history, but suffers from the overhead of the function calls and the limited control over the historical data. Recursion implicitly stores history on the function call stack. When a recursive function call (other than the first) exits, the state of its local variables are restored to the values contained by the instance of the function which called it. Once the base case for a recursive function is met and the function is exited the history information is no longer available.

2.2.5 The command pattern

The command pattern [32] is a design pattern used in object orientated programming which encapsulates actions in a program as objects. The command pattern is often used to implement an undo feature in a program. All undoable actions are mapped to objects which have both a method to carry out the action, and a method to undo the changes caused by the action. A stack of action objects is kept. The program can be returned to an earlier state by popping action objects off the stack and executing their undo method.

Use of the command pattern may still require the programmer to manually maintain the history of some values. An example given in [31] uses the command pattern to implement a ceiling fan with an undoable speed setting. The command class used for setting the fan's speed stores the previous speed, in addition to its current speed, so that it can be restored if the undo method is called.
2.2.6 The memento pattern

The memento pattern [32] can be used to store the history of an object’s states. The memento pattern works by storing a copy of all the objects that are modified during a specific action. The memento pattern differs from the command pattern by storing information about states rather than actions. Using the command pattern a previous state of a program is recovered by reversing the actions made between the previous and current states, while the memento pattern returns to a previous program state by restoring the individual states of each of the saved objects. The memento pattern is particularly useful if a program may need to recovery from an uncompleted operation. One of the largest drawbacks of the memento pattern is that it can be both slow and memory intensive [31] in certain situations.

2.3 Existing language support

Few existing languages provide support for storing the history of variables. A number of different approaches have been taken to applying history storage in the context of programming languages. We outline some of the more interesting applications of history in programming languages below.

The Interlisp programming environment [45] provides history manipulation commands, such as undo and redo, which can be applied to events in a program. Events are destructive operations such as the modification of a variable. The history mechanism in Interlisp stores a finite list of events, the size of which may be specified by the user. When a new event occurs the information about the oldest event is lost. The state history in Interlisp is stored in a cyclic buffer [72]. The history commands in Interlisp are meta-events. A special syntax is used for performing history commands on events which are history commands themselves. This allows the history mechanism in Interlisp to function as both a forward and backward undo.

In the Icon programming language [36], failure of a conditional expression causes a program’s state, prior to the failed expression, to be restored. This is known as data backtracking. To facilitate data backtracking, Icon provides
a reversible assignment operator which maintains a copy of the assigned variable’s previous value. If an expression fails the effect of the reversible assignment operator is undone. The reversible assignment operator in Icon only maintains a history of depth 1. Icon does provide any form of manual history manipulation for variables.

The Pikt scripting language [59] provides basic support for single depth history variables. An interesting aspect of the history support in Pikt is that the value a history variable contained in a previous execution of a script can be recalled. Pikt uses different syntax for recalling values from a previous statement and recalling values from a previous execution. In the latter case modifications to a history variable are written to a file which stores the name of the variable, its assigned value, and the line number of the modifying statement.

While each of these languages provides some form of history mechanism, their implementations all differ from our proposed goals (see section 1.5). The Interlisp implementation does not allow history logging to be specified for individual variables, Icon does not allow programmers to manually access the history of a variable and Pikt doesn’t support history variables with depths greater than 1.

2.4 Existing library support

Many library frameworks include support for implementing undoable actions in applications using the command pattern. Some supporting frameworks include: The Java Foundation Classes ¹ (JFC) [76], the MacApp class library [6] and the .NET framework ² [54]. Although support for the undo operation using the command pattern is provided by many existing frameworks, it is often overlooked. For example, in a tutorial on design patterns in Java, Cooper [19] describes an implementation of the undo operation in Java by constructing the command pattern from scratch rather than using the existing classes present in the JFC.

¹ As of version 1.1.
² As of version 2.0.
The GNU history library [64] can be used for maintaining a history of input lines for programs such as interpretive shells [47]. Functions are provided for adding, retrieving and removing items from the history. The GNU history library has been used in the development of the Python programming language [63] and the MySQL database server [56].

2.5 Summary

There a wide range of motivations for maintaining the history of objects in a computer program: storing a history of actions in a program allows the user to return the previous state if they make an error, recently used lists allow users to quickly recover a document or item they have used in the past and reverse execution can improve the usability of debuggers by allowing users to step backwards from a breakpoint.

The implementation of history storage can be accomplished in a number of different ways, each with different strengths and weaknesses. A few existing languages provide some form of history logging or history variable support. However, the use of history variables in these languages is typically restricted to specific situations or variables types. Existing library support for storing history, especially for undo operations, is abundant with support provided in each of the major application programming frameworks. However, we showed that this support is not always used and programmers occasionally “reinvent the wheel” when implementing history storage.
Chapter III

Hoare Logic

Throughout the next three chapters of this thesis we use the system of Hoare logic [39, 7] to demonstrate the correctness of the various new programming constructs we introduce. This chapter serves as a brief introduction to Hoare logic and the basic axioms that we will be using. For an in-depth treatment of Hoare logic we refer the reader to the book “Design of Well-Structured and Correct Programs” by Alagic and Arbib [5].

3.1 Why do we use Hoare logic?

The system of Hoare logic allows us to reason about the correctness of a program according to a series of predefined axioms. Given a set of preconditions and a program, we can formally show that execution of the program will match a set of expected postconditions, and is therefore formally correct.

We also use Hoare logic as a formalisation mechanism for the informal semantics of the various types of history variables we introduce in this thesis. By introducing new axioms in Hoare logic for history variables and then using those axioms in proving example programs we can demonstrate that our semantics are formally correct. Full or partial axiomatic semantics in Hoare logic have been developed for a number of languages including: Pascal [40], Euclid [49] and Java [58].
3.2 Hoare triples

The central concept of Hoare logic is the Hoare triple. A Hoare triple is of the form:

$$\{P\} S \{Q\}$$

where $P$ and $Q$ are assertions in predicate logic and $S$ is a program or statement. We call $P$ the preconditions and $Q$ the postconditions. The above triple is read as: if $P$ holds before execution of $S$ then $Q$ holds after the execution of $S$. We express a valid Hoare triple or assertion by prefacing it with the $\models$ symbol. A fuller treatment of validity in Hoare logic is given in [23].

3.3 Definition of axioms

In order to use Hoare triples to prove the correctness of programs we need to define a series of axioms for the basic constructs in a programming language. We have two rules for implication, called the pre-implication and post-implication rules. The pre-implication rule is given as:

$$\frac{P \supset Q, \{Q\} S \{R\}}{\{P\} S \{R\}} \quad (3.1)$$

The horizontal line is an inference notation. If the top part of the axiom can be derived (i.e. $\models P \supset Q, \{Q\} S \{R\}$), then by inference, the bottom part is also true. The pre-implication rule states that if an assertion $P$ logically implies $Q$, and $Q$ is used as the preconditions for a statement $S$, then $P$ can also be used as the preconditions for $S$. Similarly, the post-implication rule is given as:

$$\frac{\{P\} S \{Q\}, Q \supset R}{\{P\} S \{R\}} \quad (3.2)$$

The correctness of a series of statements is proved using the sequential composition axiom:

$$\frac{\{P\} S_1 \{Q\}, \{Q\} S_2 \{R\}}{\{P\} S_1; S_2 \{R\}} \quad (3.3)$$
In the top part of the sequential composition rule we use an intermediate assertion called \( Q \) which serves as both the postconditions for \( S_1 \) and the preconditions of \( S_2 \), therefore we can discard \( Q \) in the bottom of our rule since \( R \) will always hold after the sequential execution of \( S_1 \) and \( S_2 \) with the preconditions \( P \). The axiom for while loops is defined as:

\[
\frac{\{P \land B\}S\{P\}}{\{P\} \text{while } B \text{ do } S \text{ done}\{P \land \neg B\}} \tag{3.4}
\]

We call \( P \) the loop invariant since it holds true before, during and after execution of the while loop. If the condition \( B \) is true before entering the loop, then it must be false at the exit of the loop. Therefore if the body of the loop (top part) is shown to be correct, then it follows that the loop itself (bottom part) must also be correct. Finally we define an axiom for assignment statements:

\[
\{P^x\}x := e\{P\} \tag{3.5}
\]

Here the preconditions are the same as postconditions except that all free occurrences of the variable \( x \) are replaced with the expression \( e \).

### 3.4 Array assignment

Intuitively it may appear that the axiom for standard assignment (3.5) can be directly extended to arrays by substituting the expression \( e \) for some array expression \( a[i] \) on the left-hand side. In practice, however, this does not always work. Consider the following example:

\[
\{a[1] = 1 \land a[2] = 3\} a[a[1]] := 2\{a[a[1]] = 2\}
\]

This is not a valid Hoare triple. The statement \( a[a[1]] := 2 \) sets the value at \( a[1] \) to 2. Our postcondition is therefore false, since \( a[a[1]] = 3 \) after execution of the assignment. A valid Hoare triple for this assignment is:

\[
\{a[1] = 1 \land a[2] = 3\} a[a[1]] := 2\{a[1] = 2 \land a[2] = 3\} \tag{3.6}
\]
However our assignment axiom (3.5) cannot be used to prove this formally, since $a[a[1]]$ does not appear in the postconditions. The solution is to instead map occurrences of an array expression to a function we call $\alpha$. The array assignment axiom is given as:

$$
\{ P^a_{\alpha(a, i, e)} \} a[i] := e \{ P \} 
$$

(3.7)

with the auxiliary assertion:

$$
\alpha(a, i, e)[j] \equiv \begin{cases} 
eq & \text{if } i = j \\
= a[j] & \text{otherwise} 
\end{cases}
$$

(3.8)

Using these two rules we can formally prove the triple from 3.6. We apply the array assignment axiom (3.7) to the postconditions in 3.6. The variable $i$ in the array assignment axiom and auxiliary assertion (3.7 and 3.8) represents the array index $a[1]$. We group each of the cases for $i$ from 0 to $n - 1$ using or connectives:

$$
P^a_{\alpha(a, i, e)} \equiv \bigvee_{i=0}^{n-1} (a[1] = i \land \alpha(a, i, 2)[1] = 2 \land \alpha(a, i, 2)[2] = 3) 
$$

(3.9)

Although the value of $a[1]$ may be outside of the array bounds we do not examine these cases because it would make the statement in 3.6 semantically incorrect and therefore the triple would be invalid. For a treatment of error states in Hoare logic see [73]. Expanding 3.9 and applying the auxiliary assertion (3.8) gives:

$$
(a[1] = 0 \land a[1] = 2 \land a[2] = 3) \\
\lor (a[1] = 1 \land 2 = 2 \land a[2] = 3) \\
\lor (a[1] = 2 \land a[1] = 2 \land 2 = 3) \\
\vdots \\
\lor (a[1] = n - 1 \land a[1] = 2 \land a[2] = 3)
$$

(3.10)

All of the clauses in 3.10 are false except for the second case ($i = 1$). The second clause is logically implied by the preconditions in 3.6, and we therefore
accept the triple as correct.

3.5 Structure member assignment

Assignment to a member (also called a field) in a structure (also called a record) is a simple extension of the standard assignment axiom (3.5). The axiom for structure assignment, where \( m \) is a member of a structure \( s \) is:

\[
\{ P^{s.m}_e \} s.m := e\{ P \} \tag{3.11}
\]

This axiom may also be used for assignment to members of a class.

3.6 Proving correctness

We construct a proof of a program by applying the substitutions in the postconditions for the assignment statements in reverse order, until the converted postconditions logically implied by the preconditions. If we prove the correctness of each statement within a program, then by the sequential composition axiom (3.3) we infer that the entire program is also correct.

We write the proof of a statement in Hoare logic by first writing its corresponding Hoare triple. We then write the substituted postconditions, and each of our working steps directly below the original preconditions. Formally we write this as:

\[
\begin{align*}
\{ P \} S\{ Q \} \\
\{ Q_1 \} \\
\vdots \\
\{ Q_r \} \tag{3.12}
\end{align*}
\]

where \( Q_1 \) is the substituted assertion of \( Q \) and \( Q_2 \ldots Q_r \) are our working steps.
If $P \supset Q$, then we can say that $\models \{P\}S\{Q\}$. For example:

$$
\begin{align*}
\{x = 1\}x &= x + 1\{x = 2\} \\
\{x + 1 = 2\} \\
\{x = 1\}
\end{align*}
$$

(3.13)

The assertion on the bottom left-hand side is logically implied by the preconditions. Therefore the above Hoare triple is formally correct.

### 3.7 Weakest preconditions, strongest postconditions

When constructing assertions for statements we want to have the weakest possible precondition and the strongest possible postcondition. An assertion $Q$ is the strongest postcondition if $\models \{P\}S\{Q\}$ and $Q \supset R$ for all $R$ such that $\models \{P\}S\{R\}$. In other words, if we have the strongest postcondition then we can infer all weaker postconditions from it. Similarly an assertion $P$ is the weakest precondition if $\models \{P\}S\{Q\}$ and $R \supset P$ for all $R$ such that $\models \{R\}S\{Q\}$.

### 3.8 Partial and total correctness

A Hoare triple is said to be totally correct if it is valid, i.e. $\models \{P\}S\{Q\}$ and the termination of $S$ can be guaranteed. When the termination of $S$ cannot be ensured, such as a loop that may run forever or a statement which potentially causes an error, we say that it is partially correct. For simplicity, we give only partially correct proofs. A discussion of total correctness for the axioms given in sections 3.3 – 3.5 can be found in [73].
Chapter IV

Primitive History Variables

A history variable is a variable of a type $t$ with a depth of history $d$. A primitive history variable is any scalar variable that has an associated depth of history. In this chapter we give a thorough definition of primitive history variables, including the semantics, type information and language syntax. The basic semantics for history variables introduced in this chapter are also used for the other history types we develop later in this thesis.

4.1 Representing history variables

We use the notation $x(i)$ to refer to the historical value of the variable $x$ at depth $i$. The value $x(0)$ is the current value, $x(1)$ is the previous value and $x(d)$ is the oldest history of a history variable $x$ of depth $d$.

We can represent the complete list of values stored by a history variable as an ordered set. For example a history variable $x$ of depth 2 that has a current value of 3 and historical values of $x(1) = 2$ and $x(2) = 1$ can be represented as: $x = \langle 3, 2, 1 \rangle$.

The initial values for the current and historical values of a history variable are subject to the implementation language. Throughout this thesis we use the convention that the initial values are undefined, represented by the \( \bot \) symbol.
4.1.1 Type information

We use a simple type notation where the type of a variable is given as a concatenation of subtypes separated by the $\rightarrow$ symbol. For example a double indirect integer pointer is represented as: $\text{pointer} \rightarrow \text{pointer} \rightarrow \text{int}$. Subtypes can have some attached information, for example an integer array with 5 elements is expressed as: $\text{array}(5) \rightarrow \text{int}$.

The type of a primitive history variable for a scalar type $t$ with a depth of $d$ is given as: $\text{history}(d) \rightarrow t$. The type of the current and historical values is $t$. The current value of a history variable is treated as an lvalue, while each of the historical values are treated as rvalues. An lvalue is an object, such as a variable name, which may appear on the left-hand side of an assignment statement. A rvalue is an object, such as an expression or constant value, which may appear only on the right-hand side of an assignment statement. By making the historical values of a history variable rvalues it is not possible to assign to them directly.

4.1.2 Language syntax

We avoid providing a concrete syntax for history variables since the choice of syntax rules, keywords and symbols to be used is largely dependent on the target language for implementation. In chapter 8 we introduce an experimental language, called HistoryC, which supports history variables. A complete BNF grammar for HistoryC is given in appendix A. Throughout this thesis we use a Pascal-like syntax for illustrating code examples. We extend the standard syntax of Pascal to incorporate history variables. A history variable can be declared in the following manner:

\[
\text{var } \text{int } x(3);\]

Which declares a history variable $x$ of type $\text{history}(3) \rightarrow \text{int}$. When assigning to a history variable we need only place the name of the variable on the left-hand side of the assignment statement:

\[
x := 10;\]
When a history variable appears on the right-hand side of an expression, we only specify the depth for historical values, not the current value. For example:

\[ x := x + x(1); \]

Allowing the current value of a history variable to be appear without a depth specifier makes program statements more readable. We also introduce a syntax for declaring pointer variables:

\[ \text{var int } \uparrow p; \]

This declares a variable \( p \) of type \( \text{pointer } \rightarrow \text{int} \). We denote the dereference of a pointer variable as \( \uparrow p \). Taking the address of a variable \( x \) is denoted as \( \downarrow x \).

### 4.2 Assignment

History variables are a partially persistent data structure [25], i.e. we can retrieve any historical value, but only modify the current value. Assignment to historical values is prevented by the fact that historical values are rvalues, as described earlier. When we assign an expression \( e \) to a history variable \( x \) each of the values of \( x \) is shifted one history deeper, with the oldest history being lost. This process is shown in 4.1.

\[
x(d) \leftarrow x(d-1), \ldots, x(1) \leftarrow x(0), x(0) \leftarrow e
\]  

(4.1)

It is not possible to copy the entire contents of one history variable to another using a single assignment since this would violate our rule against changing historical values.

### 4.3 Retrieval

A value is retrieved from a history variable whenever the current value or one of the historical values appears in an expression (except on the left-hand side of an assignment). The depth of history to retrieve from may be specified as
either a constant value or an expression. Retrieval of a value that is undefined or outside the bounds of the history depth can be handled in a number of ways:

- Evaluate as an undefined value. If the accessed value is outside the bounds of the history depth then the behaviour of the program is undefined. This approach should generally be used only for statically typed languages.

- Perform static (compile time) checks to ensure that illegal values are not accessed. History bounds checking is very similar to array bounds checking, and it has long been known that static bounds checking for arrays is, in general, an undecidable problem [69]. This method could be useful for issuing compile time warnings about possible depth bounds violations.

- Perform dynamic (runtime) checks and generate exceptions or error messages for illegal accesses. This method is preferable for dynamically typed languages. Performing static bounds checks where possible can be used to decrease the runtime overhead of the dynamic checks.

### 4.4 Formal correctness

We extend Hoare’s assignment axiom (3.5) to primitive history variables by adding substitutions for each of the historical values to the substitution list in the preconditions. Our axiom for assignment to a history variable of depth $d$ is given as:

$$\{P, x^{(0)}, x^{(1)}, \ldots, x^{(d)}\} e, x^{(0)}, \ldots, x^{(d-1)}\} x := e\{P\} \quad (4.2)$$

In the left-hand side, the value $x^{(0)}$ is substituted by the expression $e$. Each other historical value is substituted by the historical value preceding it in chronological order. The value of $x^{(d)}$ is lost.

In many ways, history variables are similar to arrays. In section 4.7.1 we will discuss how history variables can be stored as arrays. However, the formal
logic of history variables is significantly different to the formal logic used for arrays (see section 3.4). Because we do not allow the past values of history variables to be assigned to (see section 4.2) it is not necessary to use an auxiliary assertion as it is with arrays (see 3.8). Assignment to an array can only change the value at a single index, whereas assignment to a history variable changes the value at each depth.

4.4.1 Example: Fibonacci series

We illustrate the use our axiom for history assignment (4.2) by proving the formal correctness of a small program used to calculate the first $n$ numbers in the Fibonacci sequence. Mathematically we represent the Fibonacci function as:

$$fib(i) = \begin{cases} 
0 & \text{if } i = 0 \\
1 & \text{if } i = 1 \\
fib(i - 1) + fib(i - 2) & \text{if } i \geq 2
\end{cases} \quad (4.3)$$

The code for a function, which calculates the $n - 1$th number (counting from zero) in the Fibonacci sequence using a while loop and a history variable of depth 1, is given in listing 4.1.

```
1 function fib(n) begin
2   var int i, f(1);
3
4   i := 2;
5   f := 0; f := 1;
6
7   while i < n do
8       f := f + f(1);
9       i := i + 1;
10   done
11
12   return f;
13 end
```

Listing 4.1: Function for calculating the $n - 1$th number in the Fibonacci sequence.
We have provided the code for the full function for completeness. However, we are interested only in proving the correctness of the while loop. The correctness of the statements on lines 4 and 5 of listing 4.1 is clearly provable using axioms 3.5 and 4.2 respectively. We call the statement on line 8 $S_1$ and the statement on line 9 $S_2$. The precondition $P$ is defined as:

$$P \equiv f(0) = fib(i - 1) \land f(1) = fib(i - 2) \land 2 \leq i \leq n \quad (4.4)$$

The loop condition is given as: $B \equiv i < n$. We define Hoare triples for $S_1$ and $S_2$ as follows:

$$\{P \land B\} S_1 \{f(0) = fib(i) \land f(1) = fib(i - 1) \land 2 \leq i < n\} \quad (4.5)$$

$$\{f(0) = fib(i) \land f(1) = fib(i - 1) \land 1 \leq i < n\} S_2 \{P\} \quad (4.6)$$

We call the intermediate assertion, the postcondition in 4.5 and precondition in 4.6, $Q$. Using the sequential composition rule (3.3) and expanding $P$ in our postconditions for clarity, we therefore have the following for the top part of the while loop axiom (3.4):

$$\{P \land B\} S_1 ; S_2 \{f(0) = fib(i - 1) \land f(1) = fib(i - 2) \land 2 \leq i \leq n\} \quad (4.7)$$

Note that since $P$ contains the assertion $i \leq n$ and $B$ contains the assertion $i < n$. Our preconditions contain only the assertion $i < n$ which satisfies both $P$ and $B$. We work backwards through the body of the while loop from $S_2$ to $S_1$. Applying the assignment axiom (3.5) to the postconditions in $S_2$ gives:

$$\{Q\} S_2 \{P\}$$

$$\{f(0) = fib(i) \land f(1) = fib(i - 1) \land 2 \leq i + 1 \leq n\}$$

$$\{f(0) = fib(i) \land f(1) = fib(i - 1) \land 1 \leq i < n\} \quad (4.8)$$

which is logically implied by the preconditions of $S_2$ (from 4.6). We continue
backwards, applying our history assignment axiom (4.2) to $S_1$:

$$\{P \land B\}S_1\{Q\}$$

$$\{f(0) + f(1) = fib(i) \land f(0) = fib(i - 1) \land 2 \leq i < n\}$$

which can be rearranged as:

$$\{f(0) = fib(i - 1) \land f(1) = fib(i) - fib(i - 1) \land 2 \leq i < n\} \quad (4.9)$$

We can rearrange the clause for $f(1)$ in the postconditions according to 4.3 since:

$$fib(i) - fib(i - 1) = fib(i - 2) \quad \text{for } i \geq 2$$

which gives:

$$\{f(0) = fib(i - 1) \land f(1) = fib(i - 2) \land 2 \leq i < n\} \quad (4.10)$$

This is logically implied by the precondition $P \land B$. Therefore we can conclude that the body of the while loop is formally correct, and, by inference (see 3.4), the entire while loop is also correct. Figure 4.1 shows an inference chart of this proof. Similar charts can be constructed for the other proofs given in this thesis.

### 4.5 Accessing history variables indirectly

Many imperative languages provide some mechanism for one variable to become an alias of another. In languages like C, this is achieved by providing an explicit pointer type. In modern languages such as Java and C#, all variables except for the scalar types are reference types. In this thesis we refer to both pointers and reference types simply as pointers. Following our completeness goal (see section 1.5) we need to provide a set of semantics for using history variables in the presence of pointers.

Reasoning about pointer programs in Hoare logic remains an open ended problem. A number of different approaches to formally verifying programs
while $i < n$ do
done.

Figure 4.1. Proof chart for the history based Fibonacci program in listing 4.1. $S_1$ and $S_2$ represent the statements on lines 8 and 9, and $S$ represents the program statement.

\[
\begin{align*}
\{ f = fib(i - 1) \land f(1) = fib(i - 2) \land 2 \leq i < n \} & \quad S_1 \{ f = fib(i) \land f(1) = fib(i - 1) \land 2 \leq i < n \}, \\
\{ f = fib(i) \land f(1) = fib(i - 1) \land 1 \leq i < n \} & \quad S_2 \{ f = fib(i - 1) \land f(1) = fib(i - 2) \land 2 \leq i \leq n \}, \\
\end{align*}
\]

\[
\{ f = fib(i - 1) \land f(1) = fib(i - 2) \land 2 \leq i < n \} \quad S \{ f = fib(i - 1) \land f(1) = fib(i - 2) \land 2 \leq i \leq n \} \\
\]

\[
\{ f = fib(i - 1) \land f(1) = fib(i - 2) \land 2 \leq i < n \} \quad S \{ f = fib(i - 1) \land f(1) = fib(i - 2) \land i = n \} \\
\]
which contain pointers have been considered by various authors [50, 46, 12]. Bornat, et. al. state in a recent paper [13] that the problem of formally reasoning about pointer programs does not yet have a complete solution. We do not introduce formal axioms for reasoning about the correctness of accessing history variables indirectly in this thesis.

4.5.1 Pointers

Pointer variables may only reference the current value of a history variable, not the historical values. This prevents the historical values of a history variable from being modified indirectly. Since the current value of a history variable of type \( \text{history}(d) \rightarrow t \) is of type \( t \) we can reference it with a variable of type \( \text{pointer} \rightarrow t \).

In languages with explicit pointer types, pointers are assigned to the location of a variable using a unary ‘address of’ operator. Such languages typically provide a semantic rule which states that operand to the ‘address of’ operator must be an lvalue. This rule already prevents pointers from referencing the historical values of a history variable since they are rvalues. In a language which does not provide this semantic rule, or does not use an ‘address of’ operator for pointers, a new semantic rule must be introduced preventing a pointer from referencing a historical value.

We outline two possible semantic rules for indirect assignment to a history variable via a pointer:

1. Indirect assignment to a history variable behaves the same as a direct assignment, updating the history information.

2. Indirect assignment to a history variable changes the current value, but does not update the history.

Consider the program in listing 4.2 which has both direct and indirect assignments to a history variable \( x \). We assume that a standard integer pointer can be used to reference an integer history variable. Following the first semantic rule we have \( x = (5, 4, 3) \) at the end of the program. If we follow the second
semantic rule we have $x = \langle 5, 4, 1 \rangle$. Note that the value 2 has been lost since the indirect assignments on lines 6 and 7 modify the current value without updating the history, i.e. at the end of line 7 $x = \langle 4, 1, \perp \rangle$. Ideally we would like to use the first semantic rule since the second rule basically treats history variables as normal variables whenever they are accessed indirectly.

```
1 var int x(2), ↑p;
2 3 x := 1; x := 2;
4 5 p := ↓x;
6 ↑p := 3;
7 ↑p := 4;
8 9 x := 5;
```

Listing 4.2: An example program showing indirect access to a history variable $x$ via a pointer $p$.

The second semantic rule can be accomplished using the existing pointer types in a language. We can only indirectly modify the current value of a history variable under the second rule, and since the type of $x(0)$ is $t$, we can therefore reference the current value using a variable of type $pointer \rightarrow t$. We cannot use existing pointer types for the first semantic rule since we need to be able to reference the entire history variable, which is of type $history(d) \rightarrow t$.

### 4.5.2 History pointer type

One approach which allows us to use the first semantic rule is to introduce a new pointer type specifically for referencing history variables. For this purpose we introduce a new type and a new language keyword both called "hptr". We introduce a semantic rule which states that a history pointer may only be used to reference a history variable of the corresponding type. Because accesses to history variables via a history pointer can trivially be identified at compile time it is possible to update the history of variable when
it is modified indirectly. A history pointer may be declared as:

```csharp
var int hptr p;
```

which declares a variable $p$ of type $hptr \rightarrow int$. The variable $p$ can be used to point to any variable of type $history(d) \rightarrow int$, where $d$ is any depth. Although the introduction of history pointers would allow us to indirectly modify history variables while still correctly updating the history, we have the limitation that history pointers are not compatible with ordinary pointers. We cannot use a single pointer type to reference both a history and a non-history variable even when the primitive types are the same. It may be argued that this is ideal since history and non-history variables are different types and should therefore require distinct pointer types. However, this limits the compatibility between history and non-history variables and therefore imposes on our goal for compatibility (see section 1.5). If a programmer adds a depth of history to an existing non-history variable $x$ then they must also modify any indirect accesses to $x$. This becomes more difficult (i.e. more work for the programmer) if a pointer used to reference the variable $x$ is also used to reference other non-history variables.

### 4.5.3 By-reference arguments

When a variable is passed by-value to a function, any changes to it inside the body of the function will be lost when the function returns. By-reference arguments pass the address of a variable (rather than the value) to a function. This allows a function to modify the value of a variable which has been passed as an argument, without the modifications being lost when the function returns. Some languages, notably C, treat pointers and by-reference arguments in the same way, while other languages, such as C#, have separate syntax for pointers and by-reference arguments. We will use the C convention that a by-reference argument for a variable of type $t$ is of type $pointer \rightarrow t$.

Any historical value of a history variable of type $history(d) \rightarrow t$ may be passed by value to a function expecting an argument of type $t$. Therefore, we may also want to be able to pass the address of a history variable of
type \texttt{history(d)} \rightarrow t\) to a function expecting a by-reference argument of type \texttt{pointer} \rightarrow t. We face a similar problem to the one we encountered in dealing with pointers: We either need to introduce a new type for passing history variables by-reference or we need to pass only the current value by reference and lose the ability to update the history within the function. In the former case we provide a new keyword, called “\texttt{href}”, to denote a by-reference history variable argument. A function expecting a single argument of type \texttt{pointer} \rightarrow \texttt{history(d)} \rightarrow \texttt{int}, where \(d\) is any depth, is declared as follows:

\begin{verbatim}
  function foo(int href a)
\end{verbatim}

This approach exhibits the same lack of compatibility between history and non-history variables that we encountered with history pointers. In the case of by-reference arguments the problem is more severe since a programmer would need to implement multiple copies of the same function if references to both history and non-history variables could be expected as arguments.

The second semantic rule is simple to implement. A function declared as:

\begin{verbatim}
  function foo(int \uparrow a)
\end{verbatim}

can accept either the address of a variable of type \texttt{int} or the address of the current value of a history variable of type \texttt{history(d)} \rightarrow \texttt{int}. In the latter case, the history of the variable will not be updated within the body of the function \texttt{foo}.

4.5.4 Solution

Although the first semantic rule (indirect access to a history variable updates its history) is more ideal, we have shown that it is difficult to put into practice without imposing limitations on a language. We show in section 4.7.3 that if the limitations of history pointers are acceptable for a language then history pointers can be implemented reasonably efficiently.

The second semantic rule (indirect access to a history variable does not update the history) obviously limits the usefulness of history variables when
they are accessed indirectly. However, the second rule uses the same syntax and semantics for both history and non-history variables when they are accessed indirectly. This property increases both the compatibility and simplicity (see section 1.5) of history variables. Therefore the second semantic rule is a superior choice.

Our two semantic rules are not mutually exclusive. A language can follow the second semantic rule and provide history pointers for situations where a programmer wants to be able to update the history of a variable through an indirect assignment. A language should therefore implement either the second semantic alone, or both semantics.

4.6 Strings and pointers

There are many approaches to handling strings in imperative programming languages. Older languages, notably C, use arrays or pointers to represent strings, while more modern languages, such as Visual Basic and Delphi, have a scalar string type. Object orientated languages, such as Java and C#, typically have a string class. For languages which treat strings as a scalar type, our semantics for primitive history variables can be directly extended to include history strings. Consider the following program which we call $S$:

\[
\text{var string } s(2);
\]

\[
s := \text{“Hello world”} ;
\]

\[
s := \text{“foo”} ;
\]

\[
s := s + \text{“bar”} ;
\]

The addition operator is used here to concatenate two strings. This gives the following Hoare triple:

\[
\{ s = (\bot, \bot, \bot) \} S \{ s = \langle \text{“foobar” , “foo” , “Hello world”} \rangle \} \quad (4.11)
\]

which can be formally verified using history assignment axiom (4.2). Using strings as history variables is useful for storing finite history lists such as: websites visited in a browser, names of recently used files in a word processor.
or recently entered commands in a interpretive shell. Our semantics and assignment axiom (4.2) for primitive history variables can also be used for pointer variables. Consider the following program which we call $T$:

$$
\begin{align*}
\text{var int } & a, b, \uparrow p, \uparrow hp(2); \\
p & := \downarrow b; \\
hp & := \downarrow c; \ hp := p; \ hp := \downarrow a;
\end{align*}
$$

The variable $hp$ is an integer pointer with a history depth of 2. Note that this should not be confused with our concept of a history pointer, which is a pointer to a history variable (see section 4.5.2). We represent the program $T$ with the following Hoare triple:

$$
\{ hp = \langle \bot, \bot, \bot \rangle \} T \{ hp = \langle \downarrow a, \downarrow b, \downarrow c \rangle \}
$$

(4.12)

Notice that in the postcondition we assert that the value of $hp(1)$ is $\downarrow b$ rather than $p$. This is because we are storing the value of $p$ at the time of the assignment, not a reference to $p$. Modification of the pointer variable $p$ has no effect on the history of $hp$. While we cannot assign to the history values of the variable $hp$, we can dereference them. For example:

$$
\uparrow x(1) := 10;
$$

The above statement modifies the value of the variable pointed to by $hp(1)$, not the history of $hp$. In a language which supports pointers but has no scalar string type (such as C) we can add a depth of history to a variable of type $pointer \rightarrow char$ to create string history. We can also use pointer history to maintain references to past versions of aggregate types such as structures. We look at applying history directly to structures in chapter 7.

### 4.7 Implementation

We discuss the implementation of primitive history variables here in an abstract sense. The concrete details, with regard to implementation in a real compiler, are discussed in chapter 8.
4.7.1 Flat storage

The simplest approach to storing a primitive history variable is to use an array. We call this approach the “flat storage system”. The current value is stored as the first element, followed by each of the historical values in chronological order. Retrieval of any value works in exactly the same way as an array access, and is achievable in $O(1)$ time. When assigning a new value, each of the old values need to be shifted one place over. The value at the oldest history position is lost. For a history variable with a depth of $d$ we need to perform $d$ such shifts in addition to the assignment, giving us an assignment time of $O(d)$. The flat storage system requires no additional information to be maintained for history variables. Therefore a primitive history variable with type $t$ and depth $d$ requires $\text{sizeof}(t) \times (d + 1)$ bytes of storage space.

A compiler can handle the assignment and retrieval of history variables either by emitting code directly or by calling runtime functions. For retrieval of values the former approach may be more efficient since retrieval is relatively simple using the flat storage system. Because the algorithm for assignment is more complex, and therefore requires more code to be generated, implementing it as a runtime function may help reduce the amount duplicated code. We discuss the use of runtime functions for handling assignment and retrieval of history variables in more detail in chapter 8.

4.7.2 Cyclic storage

Takaoka, et. al. [70] describes a cyclic memory structure for storing primitive history variables with a finite depth of history. The cyclic storage structure allows both assignment and retrieval for primitive history variables to be performed in $O(1)$ time. The structure consists of history cycle containing the values of the history variable and a cycle pointer, which we call $\rho$. When referring to the cycle pointer for a specific history variable $x$, we use $\rho_x$. The cycle pointer $\rho$ points to the location of the current value in the cycle. The cycle pointer for a history cycle needs to be initialised before use. For history variables with global scope, the initialisation can be done at compile time.
since the address is known in advance (global variables have a fixed address in memory). History variables that are local to a function must be initialised at runtime since the address may be different between function calls.

A total of sizeof(t) *(d+1) + sizeof(pointer) bytes of storage space are required to store a primitive history variable using the cyclic storage system. Each of the historical values are stored in chronological order, wrapping around the boundary of the cycle, so that the first history and the oldest history are on either side of the current value. As a convention we show all history cycles with the first historical value immediately to the right of the current value. Figure 4.2 shows an example layout for a history variable with a depth of 3. Note that the cycle pointer does not necessarily need to be located at a consecutive address to the cycle. As a convention we show the cycle pointer ρ located to the left of the cycle in diagrams.

![Diagram](image)

Figure 4.2: Example memory layout using the cyclic storage system for a primitive history variable with a depth of 3.

The cyclic structure takes advantage of the fact that the oldest historical value is lost whenever we assign a new value to a history variable. The new value overwrites the oldest history in the cycle and the cycle pointer is updated to point to the new current value. This process is independent of the history depth and therefore gives us an assignment time of O(1). Retrieval of a given depth i is achieved by first dereferencing the cycle pointer to find the current value, and then counting i places along in the cycle, wrapping around if necessary. The memory address of a value x(i) can be found in
O(1) time using the equation given in 4.13. The function $addr(x)$ evaluates the base address in memory of the cycle for the history variable $x$.

$$pos(x(i)) = ((\uparrow \rho_x + (i \times \text{sizeof}(t)) - addr(x)) \mod d + 1) + addr(x) \quad (4.13)$$

The position equation is complex enough that runtime functions would be more suitable than inline code in most cases for assignment and retrieval.

4.7.3 History pointers

History pointers can be implemented as a pair of fields: an address and a depth specifier. The depth specifier is necessary since a single history pointer may be used to reference many history variables of different depths. Assuming that the depth field is stored as an integer this requires: $\text{sizeof(pointer)} + \text{sizeof(int)}$ bytes of storage space. In most modern computer architectures the machine registers are typically $\text{sizeof(pointer)}$ bytes in size. Unfortunately this means that we cannot store a history pointer in a single machine register, i.e. we require either multiple registers or some main memory storage.

We could store all pointers for a language as history pointers. For example, setting the depth field of a history pointer to zero could indicate that the pointer currently refers to a non-history variable. This would allow a single pointer type to be used interchangeably for both history and non-history variables while providing history updates on indirect assignments to history variables. There are two problems with this approach: It introduces additional runtime overhead for all pointer operations, and code using history pointers to refer to non-history variables will not be compatible with existing code which uses standard pointers. The runtime overhead is caused by necessity of setting or checking the value of the depth field during pointer operations. The compatibility problem is illustrated by Jones and Kelly [44]. They show that an extended pointer type for C, used for bounds checking, is not backward compatible with C’s standard pointer type due to the differences in the internal representation. Similarly, history pointers cannot be used as a portable substitute for non-history pointers.

When a history pointer is assigned the address of a history variable, the
address field is set to the location of the history variables cycle pointer (or the base address of the variable if the flat storage system is being used) and the depth specifier is set to the history variables depth. This assignment can clearly be achieved in \( O(1) \) time.

Dereferencing a history pointer is handled in the same way as standard assignment and retrieval of history variables, except that a single level of indirection is added. Therefore the theoretical performance for accessing a history variable indirectly is identical to the assignment and retrieval performance of the storage system being used.

\[ 4.7.4 \quad \textit{The address problem} \]

Cyclic storage performs better than flat storage for assignment and equally for retrieval (at least theoretically, see section 9.4 for a practical comparison) with a minimal overhead in storage space and initialisation time. One major limitation of the cyclic storage system is that the memory addresses of the current and historical values of a history variable are not fixed. Whenever we assign to a history variable that uses cyclic storage the memory addresses of each of its elements are changed. In a language which does not have pointer types this can easily be hidden from the programmer and does not present a problem. Unfortunately this is a very limited subset of imperative programming languages. Even modern languages such as Java and C\# (in safe mode) that do not have an explicit pointer type use reference types for most objects. If we change the address of an object in memory we would also need to change the address that any reference variable points to.

We can avoid the address problem by only using history pointers for accessing history variables indirectly. Because history pointers can only be used to reference history variables they can be used to hide the underlying implementation. For example, using the cyclic storage system, dereferencing a history pointer first dereferences the history pointer and then follows the referenced variable’s cycle pointer \( p \) to access the current value. In section 4.5.4 however, we suggested that a language which supports history pointers should also allow non-history pointers to be used for accessing history vari-
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ables. Therefore we want to find a solution to the address problem which works for both of the semantic rules we outlined earlier.

The simplest solution for statically typed languages is to use the flat storage system instead of the cyclic storage system. While this removes the address problem completely, it breaks our fast history variables goal (see section 1.5) by increasing the assignment complexity to $O(d)$. Another solution would be to use the flat storage system for history variables that may be referenced by pointers (with a performance penalty) and the cyclic storage system for those that aren’t. This becomes a static pointer analysis problem in determining if any other variables “may-alias” 38 a given history variable. Two variables exhibit the may-alias property if they can at any time, in any execution of a program reference the same location in memory. Compile time determination of the may-alias property is found to be NP-Hard even for highly restricted languages 41 and is in general undecidable 37. Some researchers, such as Steensgaard 68, have investigated algorithms for determining may-aliases that run in close to linear time at the cost of the precision of the results. Although it may be possible to engineer an algorithm specifically for finding may-aliases for history variables that has an acceptable level of precision and a low computational complexity, it is outside the scope of this thesis.

Dynamically typed languages store all type information at runtime. In this case we can solve the address problem by inserting additional runtime checks on indirect assignments. By itself this would incur a large runtime overhead, however by combining runtime checks with some compile time analysis as described above it may be possible to reduce this to an acceptable level. A full analysis of this is, again, outside the scope of this thesis.

4.7.5 Solving the address problem: Extended cyclic storage

We want to provide a general solution to the address problem that can be used for both of our semantic rules, and by both statically and dynamically typesafe languages. The basic problem is that the memory layout for a history variable of type $history(d) \rightarrow t$ using the cyclic storage system is fundamentally different from the memory layout of a variable of type $t$. 
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We therefore solve the address problem by making the memory structure of history variables more compatible with normal variables.

Our solution is to move the current value of a history variable outside of the cycle and give it a fixed memory address. Similar to the cycle pointer \( \rho \), the current value of a history variable can now be stored independently of the cycle. As a convention we show the current value located directly to the left of the cycle pointer in diagrams. Figure 4.2 shows an example of the extended cyclic storage layout.

![Diagram of extended cyclic storage layout](image)

Figure 4.3: Example memory layout using the extended cyclic storage system for a primitive history variable with a depth of 3.

The storage space requirements for the extended cyclic storage system are unchanged from the cyclic storage system. The assignment algorithm for a history variable \( x \) is now performed as follows:

- Copy the value of \( x(0) \) to the oldest position in the cycle.
- Assign the new value to \( x(0) \).
- Update \( \rho_x \) to point to the oldest position in the cycle.

This algorithm takes \( O(1) \) time. The algorithm for retrieval takes \( O(1) \) time. An additional check is required to determine if the value to be retrieved is \( x(0) \) or a history value from the cycle. If the depth field of a history variable expression is constant, or otherwise determinable at compile time then these
checks can be made in advance at compile time, otherwise they must be performed at runtime.

Taking the address of a history variable \( x \) returns the fixed location of \( x(0) \). Indirect assignments therefore modify only the value of \( x(0) \) without updating the history, as discussed for the second semantic rule introduced in section 4.5. All indirect modifications to a history variable are lost (not stored in history) except for those immediately preceding a direct modification. For example, consider again the program in listing 4.2. The assignment on line 6 assigns the value 3 to \( x(0) \) without updating the history. This is subsequently overwritten with the value 4 by the indirect assignment on line 7. When the direct assignment on line 9 is made the value 7 is copied from \( x(0) \) to the oldest position in the cycle, the value 5 is assigned to \( x(0) \) and \( \rho_k \) is updated. At the end of the program: \( x = \langle 5,4,1 \rangle \). The value of the indirect assignment on line 6 has been lost. However, the value of the indirect assignment on line 7 is stored in the history once the direct assignment on line 9 is made.

### 4.7.6 Which storage system should we use?

The extended cyclic storage and cyclic storage systems both have theoretical assignment and retrieval times of \( O(1) \). Assignment for the extended cyclic storage system requires a total of three assignments to be performed, whereas only two are required for the cyclic storage system. For a language which does not support pointers or reference types, the cyclic storage system may offer slight improvement in practical performance. However, as discussed earlier, most imperative languages support at least some form of reference type. For languages which do support pointers or reference types, the cyclic storage system cannot be used.

Although the flat storage system has a higher theoretical complexity for assignment than the extended cyclic storage system it may perform better in practice for low history depths. We compare the practical performance of the flat and extended cyclic storage systems in section 9.4. In most situations, we expect that the extended cyclic storage system will provide significantly better practical performance due to the lower assignment complexity, and it is
therefore the best choice for implementation in most imperative programming languages.

4.8 Summary

In this chapter we introduced the concept of primitive history variables and defined a formal notation for their representation. We introduced an axiom in Hoare logic which formalised the semantics we outlined. We demonstrated the use of our axiom in proving the formal correctness of a program which used a primitive history variable to calculate numbers in the Fibonacci series.

We discussed how history variables behave in the presence of pointers and proposed two possible semantics: Indirect access to a history variable has the same semantic rules as direct access, and indirect access to a history variable does not update its history. We introduced the concept of a history pointer for implementing the first semantic. Although the first semantic is more ideal, we showed that the second semantic is simpler to implement and provides better compatibility between history and non-history variables. The implementation of the two semantics is not mutually exclusive and we recommend that a combination of the semantics is the best solution.

We presented three different systems for storing primitive history variables in memory: flat storage, cyclic storage and extended cyclic storage. Flat storage is conceptually simple but hindered by an assignment time of O(d). The cyclic and extended cyclic storage systems both have assignment times of O(1). We introduced the extended cyclic storage system as a solution to the problem that the cyclic storage system fails in the presence of pointers. All three storage systems have a retrieval time of O(1).
Chapter V

Atomic Blocks

Occasionally we may want to “switch off” the history logging for a variable. As discussed in section 2.1.6, Sosic [66] identifies two methods of selective runtime history logging called spatial and temporal selection. Spatial selection allows history logging to be applied only to certain parts of a programs memory. Our approach to history variables already allows spatial selection by relying on the programmer to specify which variables have associated history depths. Temporal selection allows history logging to be suspended during specific parts of a programs execution. There are a number of times when temporal selection is useful:

- Initialising data structures, such as large arrays, can produce a large amount of history information. Usually we are uninterested in the values contained by a data structure prior to its initialisation, and therefore do not want to store the uninitialised values to its history.

- Sometimes a programmer may want to split the calculation for the value of a variable into several assignment statements, but only store the final value into the variables history. The reasons for splitting a single assignment into multiple ones may be purely aesthetic, or the logic of a particular calculation may simply make it difficult to implement it as a single line. Figure 5.1 shows how two otherwise functionally equivalent programs can result in different values being stored to a variables history.

- Although the cyclic storage systems we presented in chapter 4 have a theoretical assignment complexity of \(O(1)\) we show in chapter 9 that
\begin{verbatim}
var int x(2);
var int x(2);
x := a;
x := a + b + c;
x := x + b;
x := x + c;
\end{verbatim}

Listing 5.1: Grouped statement. Listing 5.2: Separate statements.

Figure 5.1: Two listings showing equivalent programs that produce different history results for the variable \textit{x}. At the end of the program in listing 5.1 \( x = \langle a + b + c, \perp, \perp \rangle \), while listing 5.2 results in \( x = \langle a + b + c, a + b, a \rangle \).

the practical performance of history variables can be significantly worse than the performance of non-history variables. A programmer may therefore want to suspend the history logging of some variables in parts of a program, such as bottlenecks, where performance is paramount.

We allow programmers to apply temporal selection to history variables by introducing the a language construct called an “atomic block”. An atomic block temporarily suspends the history logging of all variables that are assigned to within its body. At the end of an atomic block the history is updated for all history variables that were modified inside its body. We use the name “atomic block” since they cause several assignments to a history variable to be “atomically” added to the history information, resulting in only the last change in an atomic block being saved.

\section{5.1 Representing atomic blocks}

Atomic blocks are a statement, and therefore have similar grammatical rules to other block structures such as “while” loops and “if” statements. We use the following syntax for writing an atomic block:

\begin{verbatim}
atomic begin
<statements>
end
\end{verbatim}
Although atomic blocks are used to suspend the logging for history variables, we allow any statement to be placed inside the body. Only statements which assign a value to a history variable are affected by atomic blocks. Atomic blocks themselves may appear as a statement inside another atomic block. We discuss nested atomic blocks in more detail in section 5.3.

5.1.1 Bound atomic blocks

Sometimes we may want to suspend history updates for only a small number of history variables. We allow atomic blocks to suspend updates for a subset of the history variables in a program by specifying a list of variable names at the beginning of the atomic block. For example:

\[
\text{atomic}(x_1, \ldots, x_n) \ \text{begin} \\
\text{<statements>} \\
\text{end}
\]

We say that the above atomic block is explicitly bound to the variables \(x_1, \ldots, x_n\), i.e. only the variables \(x_1, \ldots, x_n\) have their history updates suspended. Assignments to any other history variables within the body of the atomic block update the history as normal. If an atomic block \(A\) binds the history variable \(x\), then \(x\) is also bound to any atomic blocks nested within the body of the \(A\). We call this implicit binding. Binding does not extend over function calls. For example if an atomic block binds a variable \(x\), and a function \(foo\) is called within the body of the atomic block, then \(x\) is not bound inside \(foo\). We discuss this further in section 5.2.3. History updates for \(x\), however, are only performed at the end of an atomic block which explicitly binds \(x\).

5.2 Formal correctness

In order to create a simple axiom for atomic blocks we deal only with atomic blocks which are bound to a single variable \(x\). By extension, the axioms we develop could be used to prove the correctness of atomic blocks that are
bound to many variables, and also unbound atomic blocks (i.e. binds all variables).

Inside the body of the atomic block the history logging of the variable $x$ is suspended. At the end of the atomic block, $x\langle 0 \rangle$ will contain the value of the last assignment to $x$ within the atomic block’s body. The values of $x\langle 1 \rangle$...$x\langle d \rangle$ will be equal to the values of $x\langle 0 \rangle$...$x\langle d \rangle$ immediately prior to entering the atomic block.

We need some mechanism to allow us to assign to the variable $x$ without updating its history inside an atomic block while still maintaining all of necessary information to correctly update the history once the atomic block is exited. We introduce a ghost variable $^1$, called $\varphi_x$, for saving information about a history variable $x$ inside an atomic block. There are two ways that we can use $\varphi_x$ to save the necessary information. The first method is to save the current value of $x$ in $\varphi_x$ when entering an atomic block. New values are assigned directly to $x\langle 0 \rangle$ (without updating the history) inside the atomic block. At the end of the atomic block the history is updated with the value of $x\langle 1 \rangle$ being restored from $\varphi_x$. The alternative approach is to suspend writing to $x$ during an atomic block and instead write new values to $\varphi_x$. We will use the latter approach because it more closely resembles our implementation.

We start by modifying our axiom for history variable assignment (4.2) so that we assign to $\varphi_x$ when inside an atomic block that binds $x$:

$$\{P_0\}x := e\{P\} \quad \text{(5.1)}$$

We define $P_0$ by an auxiliary assertion:

$$P_0 \equiv \begin{cases} 
  p^{\varphi_x} & \text{if } x \text{ is currently bound to an atomic block} \\
  P^{x\langle 0 \rangle, x\langle 1 \rangle, \ldots, x\langle d \rangle}_{e, x\langle 0 \rangle, \ldots, x\langle d-1 \rangle} & \text{otherwise} \\
  e' \text{ is derived from } e, \text{ where } x\langle 0 \rangle \text{ is replaced by } \varphi_x
\end{cases} \quad \text{(5.2)}$$

---

$^1$ As an interesting aside, some authors [17, 42], call ghost variables “history variables” since they are used to preserve values during proofs. Ghost variables have also been referred to as mythical variables [16] and auxiliary variables [62].
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Our atomic block axiom is then defined as:

\[
\frac{\{P \land \varphi_x = x(0)\} S\{Q\}, Q \supset R_0}{\{P\} \text{atomic}(x) \begin{array}{l}
\text{begin} S
\text{end}\{R\}}
\]

(5.3)

where \(R_0\) is defined by an auxiliary assertion:

\[
R_0 \equiv R^{x(0),x(1),\ldots,x(d)}_{\varphi_x,x(0),x(1),\ldots,x(d-1)}
\]

(5.4)

In the preconditions \(P\) of the atomic block axiom (5.3) we assert that \(\varphi_x = x(0)\). This assertion ensures that the value of \(\varphi_x\) contains the correct value in the expression \(e\) (from 5.2).

5.2.1 A simple example

We demonstrate the use of our atomic block axiom (5.3) using the example program given in listing 5.3.

```
1 var int x(2);
2
3 x := 1; x := 2; x := 3;
4
5 atomic(x) begin
6 x := x + 1;
7 x := x + x(1);
8 x := x + 2;
9 end
```

Listing 5.3: Simple atomic block example.

We call the atomic block (lines 5 – 9) in listing 5.3 \(A\) and the statements within the atomic block (lines 6 – 8) \(S\). We represent our preconditions and expected postconditions as a Hoare triple:

\[
\{x = \langle 3, 2, 1 \rangle\} A \{x = \langle 8, 3, 2 \rangle\}
\]

(5.5)

The ghost variable \(\varphi_x\) only exists within the context of an atomic block which binds \(x\), and therefore is omitted from assertions which lie outside the body.
of the atomic block. For the assignments in $S$ we expect that $\varphi_x = 4$ at the end of line 6, $\varphi_x = 6$ at the end of line 7 and $\varphi_x = 8$ at the end of line 8. We work backwards through the statements in $S$ applying our new assignment axiom (5.1) to $x$:

$$\{x = \langle 3, 2, 1 \rangle \land \varphi_x = 6 \} \vdash x \gets x + 2 \{x = \langle 3, 2, 1 \rangle \land \varphi_x = 8 \}$$

$\{x = \langle 3, 2, 1 \rangle \land \varphi_x + 2 = 8 \}$

$\{x = \langle 3, 2, 1 \rangle \land \varphi_x = 6 \} \quad (5.6)$

$$\{x = \langle 3, 2, 1 \rangle \land \varphi_x = 4 \} \vdash x \gets x + x \{x = \langle 3, 2, 1 \rangle \land \varphi_x = 6 \}$$

$\{x = \langle 3, 2, 1 \rangle \land \varphi_x + x = 1 = 6 \}$

$\{x = \langle 3, 2, 1 \rangle \land \varphi_x = 4 \} \quad (5.7)$

$$\{x = \langle 3, 2, 1 \rangle \land \varphi_x = 3 \} \vdash x \gets x + 1 \{x = \langle 3, 2, 1 \rangle \land \varphi_x = 4 \}$$

$\{x = \langle 3, 2, 1 \rangle \land \varphi_x + 1 = 4 \}$

$\{x = \langle 3, 2, 1 \rangle \land \varphi_x = 3 \} \quad (5.8)$

According to auxiliary assignment assertion (5.2), appearances of $x\langle 0 \rangle$ have been replaced by $\varphi_x$ in the substitutions. According to the sequential composition rule (3.3) we now have:

$$\{x = \langle 3, 2, 1 \rangle \land \varphi_x = 3 \} S \{x = \langle 3, 2, 1 \rangle \land \varphi_x = 8 \} \quad (5.9)$$

From our postconditions in 5.5 we expect that:

$$R \equiv x = \langle 8, 3, 2 \rangle \quad (5.10)$$

Applying the auxiliary atomic block assertion (5.4) to $R$ gives:

$$R_0 \equiv \varphi_x = 8 \land x\langle 0 \rangle = 3 \land x\langle 1 \rangle = 2 \quad (5.11)$$

We call the postconditions from 5.9 $Q$. We then have $Q \equiv R_0 \land x\langle 2 \rangle = 1$ and consequently $Q \supset R_0$. Therefore, according to our atomic block axiom (5.3),
we can conclude that $A$ is formally correct given the pre and postconditions in 5.5.

5.2.2 Empty atomic blocks

According to our atomic block axiom 5.3, if an atomic block binds a history variable $x$ and does not assign to $x$ within its body, then the current value of $x$ is added to the history of $x$ at the end of the atomic block. Consider the following atomic block, which we call $A$:

atomic ($x$) begin ; end

where $x$ is a primitive history variable of depth $d$. If $x = \langle v_0 , v_1 , ... , v_d \rangle$ at the prior to $A$, then we have:

$$\{x = \langle v_0 , v_1 , ... , v_d \rangle\} A \{x = \langle v_0 , v_0 , v_1 , ... , v_{d-1} \rangle\}$$  \hspace{1cm} (5.12)

Therefore the effect of $A$ is functionally equivalent to:

\begin{verbatim}
x := x;
\end{verbatim}

We use this semantic formally for two reasons: It simplifies the atomic block axiom (5.3) and we do not expect many programs to contain atomic blocks which do not assign to their bound variables. In our practical implementation of atomic blocks (see sections 5.4 and 8.4) we change this semantic so that if a history variable $x$ is not assigned to within an atomic block then its value is unchanged, i.e.:

$$\{x = \langle v_0 , v_1 , ... , v_d \rangle\} A \{x = \langle v_0 , v_1 , ... , v_d \rangle\}$$  \hspace{1cm} (5.13)

We use the altered semantic in our practical implementation because it is more intuitive and allows unbounded atomic blocks (i.e. binding all history variables) to be used more effectively.

5.2.3 Binding history variables with global scope

Our atomic block axiom (5.3) cannot be used to verify the correctness of a program where a function, which modifies a global history variable $x$, is
called from an atomic block which binds $x$. Consider the following function where $x$ is an integer history variable of depth $d$ with global scope:

\[
\text{function foo () begin}
\]
\[
x := x + 1;
\]
\[
\text{end}
\]

If we call the above function $F$, then we can represent the general case of a call to $foo$ as:

\[
\{ x = \langle v_0 , \ldots v_d \rangle \} F \{ x = \langle v_0 + 1 , v_0 , \ldots , v_{d-1} \rangle \} \quad (5.14)
\]

Atomic block bindings do not extend to over function calls (see section 5.1.1). Therefore, if $foo$ is called from the context of an atomic block which binds $x$, we may expect:

\[
\{ x = \langle v_0 , \ldots v_d \rangle \land \varphi_x = u \} F \{ x = \langle u + 1 , v_0 , \ldots v_{d-1} \rangle \land \varphi_x = u + 1 \} \quad (5.15)
\]

where the value of $x(0)$ has been retrieved from $\varphi_x$ within $foo$, and both the history of $x$, and the value of $\varphi_x$ have been updated. However, because $x$ is not bound inside $foo$ we follow the second part of our auxiliary assignment rule 5.2. We therefore cannot prove the formal correctness of the Hoare triple in 5.15.

From an implementation point of view, solving this problem would require two separate versions of the function $foo$. One which reads the current value of $x$ from $x(0)$, i.e. when $foo$ is not called from the context of an atomic block which binds $x$, and another which reads from $\varphi_x$ (or its equivalent in a compiler, see section 8.3.1), i.e. when $foo$ is called from the context of an atomic block. Unfortunately, determining the context from which a function was called, or whether a given function modifies a global variable are both undecidable problems. Therefore we introduce a semantic rule stating that if a history variable $x$ which has global scope is bound to an atomic block then any modification of $x$ by a function called from within the body of the binding atomic block will result in undefined behaviour. This problem does not occur if a bound variable, with either global or local scope, is passed to a function as an argument. A more robust solution to this problem is outside
the scope of this thesis.

5.3 Nested atomic blocks

Like other block structures in a programming language, atomic blocks may be nested. We refer to atomic blocks which are nested inside another atomic block as “inner” blocks and atomic blocks which have other atomic blocks nested within them as “outer” blocks. We make a restriction that an inner atomic block may not explicitly bind any variables that are also bound by an outer atomic block. Consider the example program in listing 5.4 which contains nested atomic blocks.

1 var int x(2);
2
3 x := 1; x := 2; x := 3;
4 y := 1; y := 2; y := 3;
5
6 atomic(x) begin
7     x := 4;
8     atomic(y) begin
9         y := 4;
10        y := 5;
11        x := 5;
12     end
13     x := 6;
14 y := 6;
15 end

Listing 5.4: Example program containing nested atomic blocks.

We call the outer atomic block (lines 6 – 15) $A_1$ and the inner atomic block (lines 8 – 12) $A_2$. For the inner atomic block $A_2$ we expect:

$$
\left\{ \begin{array}{l}
  x = \langle 3, 2, 1 \rangle \land \varphi_x = 4 \land \\
  y = \langle 3, 2, 1 \rangle 
\end{array} \right\}_{A_2}
\left\{ \begin{array}{l}
  x = \langle 3, 2, 1 \rangle \land \varphi_x = 5 \land \\
  y = \langle 5, 3, 2 \rangle
\end{array} \right\}
$$

(5.16)
The history of $x$ is suspended within $A_2$, but not updated at the end of it since it is not explicitly bound to the inner atomic block. For the outer atomic block we expect:

$$\{ x = \langle 3 , 2 , 1 \rangle \land y = \langle 3 , 2 , 1 \rangle \} A_1 \{ x = \langle 6 , 3 , 2 \rangle \land y = \langle 6 , 5 , 3 \rangle \}$$

(5.17)

For clarity we show only the relevant parts of the pre and postconditions at each step. We start by proving the correctness of the inner atomic block $A_2$, working backwards through the statements using our new assignment block (5.1):

$$\{ x = \langle 3 , 2 , 1 \rangle \land \varphi_x = 4 \} x := 5 \{ x = \langle 3 , 2 , 1 \rangle \land \varphi_x = 5 \}$$

$$\{ x = \langle 3 , 2 , 1 \rangle \land 5 = 5 \}$$

(5.18)

$$\{ y = \langle 3 , 2 , 1 \rangle \land \varphi_y = 4 \} y := 5 \{ y = \langle 3 , 2 , 1 \rangle \land \varphi_y = 5 \}$$

$$\{ y = \langle 3 , 2 , 1 \rangle \land 5 = 5 \}$$

(5.19)

$$\{ y = \langle 3 , 2 , 1 \rangle \land \varphi_y = 3 \} y := 4 \{ y = \langle 3 , 2 , 1 \rangle \land \varphi_y = 4 \}$$

$$\{ y = \langle 3 , 2 , 1 \rangle \land 4 = 4 \}$$

(5.20)

In 5.18 no history update is performed for $x$ since it is implicitly bound to the inner atomic block according to our scope rules (see section 5.1.1). Applying the auxiliary atomic block assertion (5.4) to the postconditions of the inner atomic block (from 5.16) gives:

$$R'_0 \equiv x = \langle 3 , 2 , 1 \rangle \land \varphi_x = 5 \land y(0) = 3 \land y(1) = 2 \land \varphi_y = 5$$

(5.21)

Combining the assertions for $x$ and $y$ from 5.18 and 5.19 for the postcondition of the final statement in $A_2$ (line 11) gives:

$$Q' \equiv x = \langle 3 , 2 , 1 \rangle \land \varphi_x = 5 \land y = \langle 3 , 2 , 1 \rangle \land \varphi_y = 5$$

(5.22)
Clearly $Q'$ logically implies $R'_0$. Therefore, according to the atomic block axiom (5.3), we accept the inner atomic block as formally correct.

We now prove the correctness of the outer atomic block $A_1$. The statement on line 14 assigns to the variable $y$, which is not bound by the outer atomic block. According to our new assignment axiom (5.1) the history of $y$ is therefore updated normally:

$$
\{ y = \langle 5,3,2 \rangle \} y := \delta \{ y = \langle 6,5,3 \rangle \}
$$

$$
\{ 6 = 6 \land 5 = 5 \land 3 = 3 \} 
$$

(5.23)

The statement on line 13 assigns to the variable $x$ which is bound to the outer atomic block:

$$
\{ x = \langle 3,2,1 \rangle \land \varphi_x = 5 \} x := \delta \{ x = \langle 3,2,1 \rangle \land \varphi_x = 6 \}
$$

$$
\{ x = \langle 3,2,1 \rangle \land 6 = 6 \} 
$$

(5.24)

The next statement in $A_1$ is the inner atomic block $A_2$. We have already shown that $A_2$ is formally correct under the pre and postconditions given in 5.16. The proof of the final remaining statement in $A_1$ is given as:

$$
\{ x = \langle 3,2,1 \rangle \land \varphi_x = 3 \} x := \delta \{ x = \langle 3,2,1 \rangle \land \varphi_x = 4 \}
$$

$$
\{ x = \langle 3,2,1 \rangle \land 4 = 4 \} 
$$

(5.25)

Each statement in $A_1$ is therefore formally correct. Applying the auxiliary atomic assertion (5.4) to the postconditions in $A_1$ (from 5.17) gives:

$$
R_0 \equiv x\langle 0 \rangle = 3 \land x\langle 1 \rangle = 2 \land \varphi_x = 6 \land y = \langle 6,5,3 \rangle 
$$

(5.26)

Combining the assertions for $x$ and $y$ from 5.23 and 5.24 for the postconditions of the final statement in $A_1$ (line 14) gives:

$$
Q \equiv x = \langle 3,2,1 \rangle \land \varphi_x = 6 \land y = \langle 6,5,3 \rangle 
$$

(5.27)

which logically implies $R_0$. Therefore we can conclude the formal correctness of the nested atomic blocks in listing 5.4 is correct according to our atomic
block axiom (5.3), given the pre and postconditions in 5.17.

5.4 Implementation

To simplify our implementation, we do not allow nested atomic blocks to share a common explicitly bound history variable. We can determine at compile time if a nested atomic block shares a common explicitly bound variable with an outer atomic block which is in the same function. In this case the compiler should emit an error message.

We describe the implementation at an abstract level here. We discuss the concrete implementation of atomic blocks in our experimental compiler in chapter 8. The compiler maintains a counter, called $k$, which stores the current nesting level of atomic blocks. We call the atomic block that $k$ refers to $A_k$. At the beginning of a program $k$ is initialised to 0 (i.e. not in an atomic block). For each $k$ we have a set $\beta_k$ which contains the list of variables which are explicitly bound to $A_k$, and a set $\mu_k$ which stores the list of variables that have been modified within the body of $A_k$.

When an atomic block is entered the compiler increments the value of $k$ and initialises the modified set to the empty list, i.e.: $\mu_k = \emptyset$. Whenever the compiler encounters an assignment to a history variable $x$, it is added to the set $\mu_i$ where:

$$0 < i \leq k \land x \notin \mu_i \land x \in \beta_i$$  \hspace{1cm} (5.28)

Because we do not allow nested atomic blocks to share common explicitly bound variables, $x$ can only be added to one set $\mu_i$. At compile time it takes $O(\sum_{i=1}^{k} |\mu_i|)$ time, where $|\mu_i|$ is the number of variables in $\mu_i$, to test whether an assignment to a history variable $x$ is currently bound to an atomic block.

When an atomic block is exited, the compiler generates code to update the history of all variables in $\mu_k$ and then decrements the value of $k$. At runtime it takes $O(|\mu_k|)$ time (assuming that the update of a history variable can be performed in $O(1)$ time) to exit an atomic block. The history for a variable $x$ can be updated by assigning the value of $\varphi_x$ (or its equivalent in a compiler, see section 8.3.1) to $x$. 
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5.5 Summary

In this chapter we introduced the concept of an atomic block. Atomic blocks add a mechanism for temporal selection to history variables. We described two types of atomic blocks: unbound and bound. Unbound atomic blocks suspend history updates for all history variables in a program, whereas unbound atomic blocks only suspend the updates for a specified set of history variables.

We formalised our semantics for atomics by developing a series of axioms in Hoare logic. We demonstrated the use of our axioms for atomic blocks with two example programs, one of which contained nested atomic blocks. We discovered that we cannot reason about the formal correctness of a function which modifies a history variable with global scope if the function is called from an atomic block which binds the history variable. We noted that this problem would also exist in a practical implementation, and that determining occurrences of it is undecidable. We therefore introduced a semantic rule stating that the behaviour of a program in such situations is undefined.

Finally we described a system for implementing atomic blocks in a compiler. The runtime complexity of exiting an atomic block is $O(|\mu_k|)$, where $|\mu_k|$ is the number of variables that were explicitly bound to an atomic block $A_k$ and modified within its body. In this chapter we have limited our proofs to trivial examples which demonstrate the semantics of atomic blocks. In the next two chapters we will show how atomic blocks can be combined with other history types to accomplish some more interesting tasks.
Chapter VI

History Arrays

A history array is any array variable that has an associated depth of history. The simplest system for implementing history arrays is to simply store an array of primitive history variables as shown in figure 6.1.

| \(a[0]\) | \(p_0\) | \(a[1]p[1]\) | \(a[2]\) | \(a[3]\) | \(p_2\) |

Figure 6.1: Example memory layout using the extended cyclic storage system for a history array with 3 elements and a depth of 2.

This approach stores the history individually for each index in the array, i.e. updating the history for one index in an array does not affect the history of any other index. We call this “index-wise” storage. By using the cyclic or extended cyclic storage system for each index we can perform both assignment and retrieval in \(O(1)\) time. An alternative approach to storing the history of an array is store the history of every index (i.e. the entire array) whenever a value is assigned to any index. We call this second method “array-wise” history.

Index-wise and array-wise history are useful in different situations. Index-wise arrays store the history of each index individually, but do not provide any information about relationships between the histories of elements. Array-wise arrays do the opposite: The relationship between elements at each historical depth is maintained, but histories are not stored for individual elements.
For example, an array storing the current salary for each employee at a company could be stored as an index-wise array. The history of changes to each employees salary is maintained individually. Using index-wise history it is possible to retrieve the \( n^{th} \) previous salary for any employee. However, given a historical value for one employees salary, it is not possible to determine what any other employees salary was at the same time.

Array-wise arrays are useful, for example, if we want to be able to undo changes to the state of a set of objects which are stored as an array. For example, an array of object positions for a drawing program could be stored using an array-wise array. When an object is moved, the previous state of the array is stored to the history. We look at a more concrete version of this example in section 7.3 when we discuss the application of history to structured types. Array-wise history is also useful in applying history to a fixed-length string. Changes to the current string cause an entire copy of the previous string to be stored in history.

6.1 Representing array history

We use the convention that an array with \( n \) elements is indexed as \( a[0] \ldots a[n-1] \). Formally we represent the elements of an array \( a \) with \( n \) elements as: \( a = [v_1, \ldots, v_n] \). Combining this with our formal representation for history variables introduced in section 4.1 allows us to formally represent the values for a history array. For example an array \( a \) with a depth of 1, current values of \( a[0] = 1 \), \( a[1] = 2 \) and \( a[2] = 3 \) and an uninitialised history is represented as: \( a = \langle [1,2,3], \perp, \perp, \perp \rangle \). If we want to refer only to the elements of \( a \) at depth 0 we can write: \( a(0) = [1,2,3] \). We use this notational system for both array-wise and index-wise arrays. When reasoning about history arrays in a formal sense, we always place the depth specifier before the index specifier. For example the element at depth 1 and index 2 of an array \( a \), where \( a \) has either index-wise or array-wise history, is represented as: \( a(1)[2] \).
6.2 Multidimensional arrays

In an abstract sense we can visualise a two-dimensional array as a grid. We therefore intuitively think of four different ways to store the history: In addition to index-wise and array-wise we could also store the history of the row or the column that the assigned element is in. While the idea of row and column history storage for a two-dimensional array appears interesting it does not relate well to the actual storage of arrays. A multidimensional array is really just an array of arrays, typically stored in memory using either row-major or column-major order [4]. Consider a two-dimensional array \( a \) with \( n \) rows and \( m \) columns. In row-major format \( a \) is stored as an array of \( n \) elements, each of which is an array of \( m \) elements. In general, for an array with \( n \) dimensions, there are a total of \( 2^n \) possible methods for storing the history. For a two-dimensional array stored in row-major format, the following approaches for storing history are possible:

- Index-wise for each row, index-wise for the entire array.
- Array-wise for each row, index-wise for the entire array.
- Index-wise for each row, array-wise for the entire array.
- Array-wise for each row, array-wise for the entire array.

Each of these methods results in redundant storage of history information. In the first case for example, assigning to the element at row \( i \), column \( j \) in an array \( a \) causes the history of the index \( a[i,j] \) to be stored (index-wise for each row) and the history of the entire row \( a[i] \) to also be stored (index-wise for the entire array). The other methods above all exhibit some similar form of redundancy. The problem of redundant storage also occurs if we attempt to combine other history types. This is discussed further in section 7.4.

This redundant storage is of little use and supporting many different forms of history storage for multidimensional arrays serves only to complicate the syntax and semantics of a language. We therefore limit multidimensional arrays to only index-wise and array-wise storage over the entire array. Because
multidimensional arrays do not differ from single dimensional arrays in terms of history storage, we will focus the remainder of this chapter solely on single dimensional arrays.

6.3 Index-wise arrays

Index-wise arrays maintain the history of each of their elements individually. We use the following syntax for the declaration of an index-wise array of type $t$ with $n$ elements and a depth of history of $d$:

$$\text{var } t \ a [n] \langle d \rangle;$$

We place the depth specifier after the dimension specification in the declaration to signify that the history belongs to each index. The type of the array $a$ from the above declaration is given as: $array(n) \rightarrow history(d) \rightarrow t$.

When using index-wise arrays in a formal sense we place the depth specifier before the index specifier. This enables us to simplify our axioms for formal correctness. In the implementation of our experimental language we also use the syntax given above for appearances of index-wise arrays in expressions. Using our declaration syntax allows index-wise arrays to be easily distinguished from array-wise arrays (see section 6.4). However, the syntax used for appearances of index-wise arrays in expressions is subject to implementation.

6.3.1 Contiguous arrays

Some languages specify that arrays must be stored contiguously in memory and allow programmers to exploit this fact. For example the C function memcpy can be used to quickly copy the elements of one array into another. The memcpy function relies on the fact the elements of an array are always stored in the same order.

When implementing history variables in a language which supports this sort of low-level array access we define a semantic rule that states: the current values of each index of a history array must be stored contiguously. This
satisfies our compatibility goal (see section 1.5), allowing a history array to be used in place of an ordinary array without changing the semantics. The example implementation shown in figure 6.1 does not satisfy this rule. Although the memory locations for the current value of each index are fixed, they are not contiguous. Recall that in section 4.7.5 we stated that the cycle pointer, and the current value of a history variable can be stored independently of the history cycle. Therefore we can make the values of the current array contiguous simply by moving and grouping them together as shown in figure 6.2.

![Diagram showing contiguous and non-contiguous memory layouts](image)

**Figure 6.2:** Rearrangement of the memory layout from figure 6.1 so that the current values of each index are stored contiguously.

Because we are introducing history variables as a new concept in a language we do not require that the historical values of an array necessarily be stored contiguously. This does not break compatibility with existing code and gives us more flexibility in developing storage systems. If we did require that the historical values of an array also be stored contiguously then we reduce the optimal assignment time for an index-wise array to $O(d)$. For example given an index-wise array $a$ with a history depth of $d$, we can regard each depth of history as a separate contiguous array. When we assign a value $v$ to an element $i$ in $a$ we need to update the value at index $i$, in each of the historical arrays as follows:

$$a\langle d \rangle [i] \leftarrow a\langle d - 1 \rangle [i], \ldots, a\langle 1 \rangle [i] \leftarrow a\langle 0 \rangle [i], a\langle 0 \rangle [i] \leftarrow v$$

In order for the each of the arrays to remain contiguous we cannot change the memory locations of any of the elements. Therefore we require at least $d + 1$ assignments to be made, giving us an assignment complexity of $O(d)$.  
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For languages which hide the underlying implementation of arrays, such as Java and C#, it is not necessary to specify that history arrays must be stored contiguously. In this case the memory layout for an index-wise array shown in figure 6.1 can be used to achieve O(1) assignment and retrieval times. In this chapter we focus on memory layouts for history arrays that have at least the current values stored contiguously (see figure 6.2).

6.3.2 Formal correctness

We develop an axiom in Hoare logic for assignment to index-wise arrays by extending the standard axiom for array assignment (3.5). The axiom is divided into several parts since we need to incorporate the alpha function (as discussed in section 3.4) and the axiom must work in the presence of atomic blocks. We define the array-wise assignment axiom as:

$$\{P_0\}a[i] := e\{P\}$$  \hspace{1cm} (6.1)

We define $P_0$ by an auxiliary assertion which assigns to a ghost variable if $a$ is currently bound to an atomic block (see section 5.2). For both index-wise and array-wise arrays we have an $n$ element ghost array $\varphi_a$ indexed $\varphi_a[0]...\varphi_a[n-1]$, where $n$ is the number of elements in the array $a$. The auxiliary assertion for $P_0$ is given as:

$$P_0 \equiv \begin{cases} 
\alpha(\varphi_a, i, e') & \text{if } a \text{ is currently bound to an atomic block} \\
\alpha(\varphi_a, e') & \text{otherwise} 
\end{cases} \hspace{1cm} (6.2)$$

e' is derived from $e$, where $a\langle 0 \rangle$ is replaced by $\varphi_a$

where $P_1$ is defined \(^1\) as:

$$P_1 \equiv P_{\alpha(a\langle 0 \rangle, i, e), \alpha(a\langle 1 \rangle, i, a\langle 0 \rangle[i]), ..., \alpha(a\langle d \rangle, i, a\langle d-1 \rangle[i])}$$  \hspace{1cm} (6.3)

We use the same $\alpha$ function given in 3.8. When assigning to an element $a[i]$, where $a$ is not currently bound to an atomic block, each index, at each depth.

\(^1\) It is not strictly necessary to define $P_1$ separately. We have only do so because writing $P_1$ in place causes the auxiliary assertion in 6.2 to extend beyond the width of the page.
in the array \( a \) is substituted by the function \( \alpha \). It is necessary to apply the 
\( \alpha \) function at each depth because we need to modify the value at the correct 
index for each depth in the array. If \( a \) is bound to an atomic block then each 
of the ghost variables, \( \varphi_a[0] \ldots \varphi_a[n-1] \), are substituted by the \( \alpha \) function. 
In section 6.4.1, we demonstrate the formal proof of a program that assigns 
to a history array which is bound to an atomic block.

As a simple example of the axiom for index-wise array assignment (6.1) we 
will prove the formal correctness of the following Hoare triple:

\[
\{ a = \langle [6, 5, 4], [3, 2, 1] \rangle a \langle 1 \rangle [2] \} : \quad 7 \{ a = \langle [6, 7, 4], [3, 5, 1] \rangle \}
\]

(6.4)

where the variable \( a \) is an index-wise history array with 3 elements and a 
depth of 1. The assignment causes the value 7 to be assigned to index 1 
\( (a\langle 1 \rangle [2] = 1 \) in the preconditions), therefore we expect that:

\[
\{ a\langle 0 \rangle [1] = 7 \land a\langle 1 \rangle [1] = 5 \}
\]

in the postconditions. All other elements in \( a \) remain unchanged.

According to our axiom for index-wise assignment (6.1) we substitute the 
array at each depth with an instance of the function \( \alpha \). Applying the index-
wise assignment axiom (6.1) to the postconditions from 6.4 gives:

\[
\{ \alpha(a\langle 0 \rangle, a\langle 1 \rangle [2], 7) = [6, 7, 4] \land \alpha(a\langle 1 \rangle, a\langle 1 \rangle [2], 5) = [3, 5, 1] \}
\]

(6.6)

The value 5 in the second instance of the function \( \alpha \) comes from \( a\langle 0 \rangle \) \( a\langle 1 \rangle [2] \) in 
the preconditions of 6.4, where \( a\langle 1 \rangle [2] = 1 \) and \( a\langle 0 \rangle [1] = 5 \). We call 
the preconditions from 6.4 \( P \) and the assertion in 6.6 \( Q \). To prove the va-
lidity of the Hoare triple in 6.4 we need to show that \( P \supset Q \). In \( P \) we 
have \( a\langle 1 \rangle [2] = 1 \), therefore applying the auxiliary array assertion (3.8) to 
\( Q \) gives:

\[
\{ \alpha(a\langle 0 \rangle, 1, 7) = [6, 7, 4] \land \alpha(a\langle 1 \rangle, 1, 5) = [3, 5, 1] \}
\]

\[
\{ a\langle 0 \rangle [0] = 6 \land 7 = 7 \land a\langle 0 \rangle [2] = 4 \land a\langle 1 \rangle [0] = 3 \land 5 = 5 \land a\langle 1 \rangle [2] = 1 \}
\]

(6.7)
Clearly $P \sqsupset Q$ and we therefore accept the Hoare triple in 6.4 as formally correct.

### 6.4 Array-wise arrays

We declare an array-wise array of type $t$ with $n$ elements and a depth of history $d$ as:

$$\text{var } t \ a(d)[n];$$

The depth specifier is placed immediately after the name to signify that the history is being stored for the entire array. The type of the above declaration is $\text{history}(d) \rightarrow \text{array}(n) \rightarrow t$. We can differentiate between array-wise and index-wise types since the former has the history type before the array type and the latter has the history type after the array type.

#### 6.4.1 Formal correctness

We extend the axiom in Hoare logic for arrays (3.7) to array-wise arrays by adding substitutions for each of the historical arrays.

$$\{P_0\} a[i] := e\{P\}$$  \hfill (6.8)

We define $P_0$ by an auxiliary assertion which allows us to assign to array-wise arrays both inside and outside of binding atomic blocks:

$$P_0 \equiv \begin{cases}  
P \alpha(\varphi_a, i, e') & \text{if } a \text{ is currently bound to} 
\alpha(\varphi_a, i, e), a(0), \ldots, a(1), \ldots, a(d - 1) & \text{an atomic block} 
\end{cases} \text{ otherwise}$$

$e'$ is derived from $e$, where $a(0)$ is replaced by $\varphi_a$  \hfill (6.9)

The function $\alpha$ is defined by the auxiliary array assignment rule in 3.8. Because the history of the entire array is copied for depths 1 to $d$, we do not need to apply the function $\alpha$ to the substitution at each depth as we did for index-wise arrays (see section 6.3.2). The $\alpha$ function is necessary for the
assignment to the current array, since we are only assigning to a single index in the array. As we did for the index-wise axiom (6.2), the ghost variable $\varphi_a$ is substituted by the $\alpha$ function (3.8) if $a$ is bound to an atomic block.

We demonstrate the use of our array-wise axiom in proving the correctness of the example we used in section 6.3.2, except that here $a$ is an array-wise array with 3 elements and a depth of 1. The Hoare triple is again given as:

$$\{ a = \langle [6, 5, 4], [3, 2, 1] \rangle \} a[a[1][2]] := 7 \{ a = \langle [6, 7, 4], [6, 5, 4] \rangle \}$$

(6.10)

The assignment statement in 6.10 causes the entire array $a(0)$ to be stored to history and assigns the value 7 to index 1 in the array ($a(1)[2] = 1$ in the preconditions of 6.10). Applying our axiom for array-wise history (6.8) gives:

$$\{ \alpha(a(0), a(1)[2], 7) = [6, 7, 4] \land a(0) = [6, 5, 4] \}$$

(6.11)

We call the preconditions from 6.10 $P$ and the assertion in 6.11 $Q$, and attempt to prove that $P \supset Q$. In $P$ we have $a(1)[2] = 1$. Applying the auxiliary array assertion (3.8) to $Q$ therefore gives:

$$\{ \alpha(a(0), 1, 7) = [6, 7, 4] \land a(1) = [6, 5, 4] \}$$

$$\{ a(0)[0] = 6 \land 7 = 7 \land a(0)[2] = 4 \land a(1) = [6, 5, 4] \}$$

(6.12)

Clearly $P \supset Q$ and we therefore accept the Hoare triple in 6.10 as formally correct.

### 6.4.2 Implementation

In this section we deal only with the implementation of array-wise arrays in the absence of atomic blocks. We discuss how array-wise arrays are implemented in the presence of atomic blocks in section 6.4.5. Array-wise arrays can be stored as a cycle of arrays as shown in figure 6.3. The pointer $\rho$ points to the base (first element) of the current array in the cycle. Retrieval from an array-wise array is a combination of the cyclic retrieval algorithm discussed in section 4.7.2 and standard array indexing. Retrieval from an array-wise
array can therefore be achieved in \(O(1)\) time.

![Diagram of memory layout](image)

**Figure 6.3:** Example memory layout for an array-wise array with 3 elements and history depth of 2.

We assign values by writing to the oldest array in the cycle and then updating the cycle pointer \(\rho\). When assigning to the oldest position in the cycle, we need to ensure that the values are correct for all elements, not just the one being assigned to. The simplest solution is to first copy the elements from the current position in the cycle to the oldest, and then assign the new value. For an array with \(n\) elements this gives us an assignment time of \(O(n)\). We require \((\text{sizeof}(t) \times n \times (d + 1)) + \text{sizeof}(\text{pointer})\) bytes of storage space using either the cyclic, or extended cyclic storage systems.

### 6.4.3 Change lists

An \(O(1)\) assignment algorithm for array-wise arrays seems unlikely since we are storing the history of the entire array, and not just a single element. We observe that, at least in the absence of atomic blocks, only a single index can differ between any two consecutive historical arrays in the cycle. Therefore we can store a fixed sized list of the changes made at each step. As discussed in chapter 2, change lists have been used by several authors to minimise the amount of memory needed to store history information. Our approach is slightly different: we store the full history information and use change list to minimise the amount of work needed to add a new item to the history. When assigning a value to an index in the array we write the changes, rather than the entire contents of the current array, over the oldest array in the cycle, before writing the newly assigned value, and finally updating the pointer.
We need to store a total of \( d \) changes, one for each depth of history. We represent the changes as an ordered list of pairs called \( \Gamma \). Each change pair consists of an index and a value. Because the oldest pair in the change list is lost each time we make an assignment, it is possible to store \( \Gamma \) as a cycle. The change list therefore requires: \( (d \times \text{sizeof}(t) + \text{sizeof}(\text{index})) + \text{sizeof}(\text{pointer}) \) of storage space. The steps for assigning a value to an array-wise array which uses the extended cyclic storage system and a change list are outlined below:

1. Write the changes from the change list to the array at the oldest position in the cycle. The changes are written in reverse order, so the oldest change is applied first and the most recent change is applied last.

2. Write the a new change pair for the assigned value over the oldest position in the change list and update the change list cycle pointer.

3. Write the new value to the current array.

4. Update the cycle pointer \( \rho \).

The complexity of this algorithm is \( O(d) \) since there are \( d \) assignments made in step 1 above. The assignments made in steps 2 to 4 do not affect the algorithm’s complexity since they require constant time, independent of both the depth of history and the number of array elements.

Clearly the performance of the \( O(d) \) algorithm is only better than the performance of the \( O(n) \) algorithm when \( d < n \). The memory overhead for the change list makes the \( O(d) \) algorithm a less viable choice for larger depths of history. A language implementation may specify that one particular algorithm is always used, or may select the algorithm for each array individually based on the values of \( d \) and \( n \). We conjecture that the lower bound theoretical complexity for array-wise assignment is either \( O(n) \) or \( O(d) \).

6.4.4 Combination with atomic blocks

In the previous chapter we introduced atomic blocks as a means of temporal selection for history variables. In this section we show that we can also use
atomic blocks to assign values to multiple elements in an array-wise array before storing the history. This vastly improves the usefulness of array-wise arrays.

Consider the example function in listing 6.1 which uses an atomic block to assign all of the elements in an array-wise array’s oldest history to itself. This causes the values at each depth in the array to “cycle”, with the oldest history becoming the current value. For example, given an array-wise array \( a = \langle [1, 2, 3], [4, 5, 6], [7, 8, 9] \rangle \), calling \( \text{aw}_\text{cycle}(a, 3, 3) \) will result in \( a = \langle [7, 8, 9], [1, 2, 3], [4, 5, 6] \rangle \).

The function \( \text{aw}_\text{cycle} \) could be used with a two dimensional array-wise array to create simple animation loops. For an animation loop with \( k \) frames each of size \( n \) by \( m \), we would use a two dimensional array-wise array of depth \( k - 1 \) (i.e. \( d = k - 1 \) in listing 6.1), with \( n \) rows and \( m \) columns. Each frame is stored in the array in order by assigning them inside an atomic block. Once all of the frames are in the array, the \( \text{aw}_\text{cycle} \) function is called to move to the next frame.

```
1 function aw_cycle(int href a[][], int n, int d) begin
2     var int i;
3
4     atomic(a) begin
5         while (i < n) do
6             a[i] := a(d)[i];
7             i := i + 1;
8         done
9     end
10 end
```

Listing 6.1: An example function which combines array-wise history and atomic blocks to cycle the values in an array-wise array.

We construct a proof in Hoare logic of the atomic block from listing 6.1 as follows. We call the atomic block (lines 5 – 10) \( T \). At the beginning of \( T \) we assert that: \( a = \langle A_0, \ldots, A_d \rangle \), where \( A_0, \ldots, A_d \) are the arrays at each depth of history in \( a \). At the end of \( T \) we expect that the current value of the array
is $A_d$, with $A_0 \ldots A_{d-1}$ as the historical values. We represent this as a Hoare triple:

$$\{ a = \langle A_0, \ldots, A_d \rangle \} T \{ a = \langle A_d, A_0, \ldots, A_{d-1} \rangle \} \quad (6.13)$$

We now construct the loop invariant $P$ for the while loop on lines 6 – 9. We call the statement on line 7 $S_1$ and the statement on line 8 $S_2$. On each iteration of the while loop the value of $a[i]$ is assigned the value of $A_d[i]$ and the value of $i$ is incremented.

When bound to an atomic block, elements in $a$ are saved in the corresponding element of the ghost array $\varphi_a$. At the beginning of any iteration of the while loop, where $i \geq 1$, the values of $\varphi_a[0] \ldots \varphi_a[i - 1]$ will be equal to $A_d[0] \ldots A_d[i - 1]$. The array $a$ is not modified when bound to an atomic block and therefore its elements are invariant to the loop. Our loop invariant is given as:

$$P \equiv i \leq n \land a = \langle A_0, \ldots, A_d \rangle \land \forall k \ (0 \leq k < i) \ \varphi_a[k] = A_d[k] \quad (6.14)$$

The loop condition $B$ is given as: $B \equiv i < n$. For the statements $S_1$ and $S_2$, we have the following Hoare triples:

$$\{ P \land i < n \} S_1 \{ P \land i < n \land \varphi_a[i] = A_d[i] \} \quad (6.15)$$

$$\{ P \land i < n \land \varphi_a[i] = A_d[i] \} S_2 \{ P \land i \leq n \} \quad (6.16)$$

We begin by showing the correctness of the statements $S_1$ and $S_2$. For clarity, we show only the relevant parts of the assertion $P$ at each step. Applying the assignment axiom 3.5 to the postconditions in 6.16 gives:

$$\{ i + 1 \leq n \land a = \langle A_0, \ldots, A_d \rangle \land \forall k \ (0 \leq k < i + 1) \ \varphi_a[k] = A_d[k] \}$$

$$\{ i < n \land a = \langle A_0, \ldots, A_d \rangle \land \forall k \ (0 \leq k \leq i) \ \varphi_a[k] = A_d[k] \} \quad (6.17)$$

By splitting the value of $k$ in 6.17 into $k < i$ and $k = i$, we see that: $$\forall k \ (0 \leq k < i) \ \varphi_a[k] = A_d[k]$$, which is implied by $P$, and $\varphi_a[i] = A_d[i]$ which is logically implied by the preconditions in 6.16. The assertion in 6.17 is therefore logically implied by the preconditions of $S_2$ and we therefore accept the Hoare triple for $S_2$ (6.16) as formally correct.
Working further backwards, we now prove the formal correctness of $S_1$. We replace instances of $\varphi_a$ in the postconditions with the $\alpha$ function according to the array-wise assignment axiom (6.9). There are two instances of the $\alpha$ function in 6.15: the explicit instance and the instance in $P$. We will break the replacement of the $\alpha$ function into two parts. We first replace the explicit instance of $\varphi_a$ in the postconditions of 6.15 and apply the auxiliary array assertion (3.8):

$$
\{\alpha(\varphi_a, i, a(d)[i]) [i] = A_d [i])\} \\
\{a(d)[i] = A_d [i]\} 
$$

(6.18)

which is true by definition (see 6.14). Secondly, we replace the appearance of $\varphi_a$ in $P$ (6.14):

$$
\{\forall k \mid (0 \leq k < i) \alpha(\varphi_a, i, a(d)[i]) [k] = A_d [k]\} 
$$

(6.19)

Because $k$ is strictly less than $i$ we follow the second part of the auxiliary array assertion (3.8), which gives:

$$
\{\forall k \mid (0 \leq k < i) \varphi_a [k] = A_d [k]\} 
$$

(6.20)

Therefore the fully substituted postconditions from 6.15 are:

$$
\{i < n \land a(d)[i] = A_d [i] \land \forall k \mid (0 \leq k < i) \varphi_a [k] = A_d [k]\} 
$$

(6.21)

which is equivalent to $\{i < n \land P\}$ and therefore logically implied by the preconditions of 6.15. Clearly the postconditions of $S_1$ (from 6.15) logically imply the preconditions of $S_2$ (from 6.16). Therefore according to the sequential composition axiom (3.3) and the while axiom (3.4):

$$
\models \{i < n \land P\} \text{ while } B \text{ do } S_1; S_2 \text{ done} \{i = n \land P\} 
$$

(6.22)

The body of the atomic block only contains the while loop and is therefore already shown to be correct. We call the postconditions of 6.13 $R$. Applying
the auxiliary atomic block assertion (5.4) to \( R \) gives:

\[
R_0 \equiv \varphi_a = A_d \land a(0) = A_0 \land \ldots \land a(d - 1) = A_{d-1}
\]  

(6.23)

Since \( P \land i = n \equiv R_0 \land a(d) = A_d \) we have \( P \land i = n \supset R_0 \) and therefore:

\[
\{ P \} \text{while } B \text{ do } S_1; S_2 \text{ done}\{ P \land i = n \}, P \land i = n \supset R_0
\]

\[
\{ P \} T\{ R_0 \}
\]

Therefore we can conclude that the program in listing 6.1 is formally correct according to the pre and postconditions given in 6.13.

6.4.5 Implementation with atomic blocks

Atomic blocks do not present a problem for the \( O(n) \) algorithm since the entire current array is copied when assigning a new value. However, the change list used by the \( O(d) \) algorithm is unable to represent multiple changes between two consecutive histories.

One solution to this problem is to store a list of all of the changes made at each step rather than just a single pair. This works well in a formal sense but is difficult to implement efficiently. Because the change list is stored in memory as a cycle the number of pairs at each position must be consistent. We could allocate enough space at each position for a full list of pairs. In this case we can discard the index from each pair and simply store a list of values, requiring \( \text{sizeof}(t) \times d n \) bytes of storage space. This is essentially just storing a full copy of each array in the change list and requires \( O(dn) \) time to apply the changes during assignment. The \( O(n) \) algorithm is clearly superior in terms of both theoretical complexity and space requirements. Any attempt to manage a dynamic change list is likely to introduce a large runtime overhead and increase the theoretical complexity of array-wise assignment. We therefore do not discuss either the theoretical or practical implementation of a dynamic change list in this thesis.

We maintain our current change list implementation and introduce a special
change list pair called Δ. In a practical implementation the pair Δ can be represented by setting the pair’s index to some invalid array index such as a negative number. If an array-wise array is assigned to within a binding atomic block we add a single Δ pair to the change list.

If we encounter a Δ pair during the application of the change list during assignment we switch to the O(n) algorithm (i.e. the entire array is copied). A Δ pair will remain in an array’s change list for d - 1 assignments after an atomic block. Since we can not know in advance if a change list contains a Δ pair we may unnecessarily apply some of the change list before encountering the Δ pair. In the best case the Δ pair is the first pair in the change list. In the worst case we end up applying d - 1 changes before overwriting them all by applying a Δ pair from the last position in the change list. When a Δ pair exists in the change list, we have an average assignment complexity of O(d + n). In the best case, where the Δ pair is the first item in the change list, we can perform the update in O(n) time since the other changes do not need to be made.

We can improve on this algorithm by taking advantage of the fact the Δ pairs can only remain in a change list for d - 1 assignments after an atomic block. We no longer use the Δ pairs and introduce a counter variable, called γ, for each array-wise array. The value of γ is initialised to 0 at the beginning of a program. Similarly to the cycle pointer and current value, γ may be stored independently of the array. When an array-wise array is assigned to inside an atomic block we set the value of γ to d. The change list is not modified. When assigning a value outside of an atomic block the O(n) algorithm is used if γ > 0, otherwise the O(d) algorithm is used. In the former case the value of γ is decremented after the assignment.

If it is possible to determine at compile time that an array-wise array is never assigned to in an atomic block then the assignment algorithm can be optimised by removing the variable γ and always using either the O(n) or O(d) algorithm.
6.5 Summary

In this chapter we showed that for an \( n \) dimensional array, there are \( 2^n \) possible ways to store the history. Of these methods we identified only two, which we call index-wise and array-wise, that are of practical use. Index-wise history maintains individual histories for elements, but not the relationships between histories. Array-wise history stores the history of the entire array, and therefore the relationships between histories, but does not store histories of individual elements. We outlined some examples where index-wise and array-wise history are useful.

For index-wise arrays, we require that the elements of the current array be stored contiguously in memory in order to maintain compatibility with non-history arrays. We showed that if all depths of history in an index-wise array are stored contiguously, then the optimal assignment time is \( O(d) \). If only the current values are stored contiguously then assignment can be achieved in \( O(1) \) time. We introduced a set of axioms for proving the formal correctness of index-wise arrays, including when they are bound to an atomic block. We demonstrated the use of these axioms with a simple example.

We also introduced a series of axioms for proving the formal correctness of array-wise history and demonstrated their use with the same example we used for index-wise arrays. We also gave a proof of an example program which used an atomic block to assign multiple values to an array-wise array before updating its history. We discussed two algorithms for assigning to index-wise arrays, both of which use a cyclic memory structure. The first, which works in \( O(n) \) time, copies the entire contents of the current array to the oldest before performing the new assignment. The second stores a list of changes that have been made between the oldest and the current arrays. When assigning a new value, the oldest position is first updated with each of the changes. In the absence of atomic blocks a maximum of \( d \) changes can occur between the oldest and the current arrays. Assignment therefore takes \( O(d) \) time. When atomic blocks are used it is necessary to either use the \( O(n) \) algorithm or a combination of both algorithms.

It is interesting to note that while index-wise history is conceptually simpler
than array-wise history, proving the formal correctness of assignment to an index-wise array is more difficult and time consuming.
Chapter VII

User Defined Types

User defined types are one of the most useful aspects of imperative programming languages. However, in the case of structures, they are also the most difficult to efficiently implement history storage for. User defined types encompass a wide number of types in imperative languages including: structures (also known as records), unions (also known as variant records), enumerations and classes.

We ignore enumerations since they are generally implemented as a scalar type and are therefore already covered by primitive history variables (see chapter 4). We do not cover history of unions in this thesis for two reasons: It is difficult to formally reason about the correctness of unions, and unions are generally not typesafe. Modern typesafe languages, such as Java and C#, do not support unions for the latter reason.

Structures and objects are closely related, and allow several types (including other structures and objects) to be grouped together to form a new aggregate type. Classes are essentially structures that can contain functions. We do not store the history of functions and therefore focus the rest of this chapter primarily on structured types.

7.1 Representing user defined types

Structured types require both a type definition and a variable declaration. We define a structured type $t$ using the following syntax:

\[
\text{struct } t \text{ begin } \\
\begin{cases}
\text{members} \\
\end{cases}
\]
end

Each statement in <members> must be a variable declaration. A structure variable called \( s \) of type \( t \) can then be declared using the following syntax:

\[
\text{var } t \ s;
\]

We denote the elements of a structure as an \( n \)-tuple. For example a structure \( s \) with three integer members \( a = 1 \), \( b = 2 \) and \( c = 3 \) is denoted as: \( s = (1, 2, 3) \). If an atomic block binds \( s \), then it also binds all members of \( s \).

Similar to arrays, we identify two possible methods for storing the history for structured types: We can store the history of individual members of a structure, or the history of an entire structure can be stored. We call the former approach “member-wise” history and the latter “structure-wise” history.

7.2 Member-wise history

Member-wise history occurs when we have members inside a structure that are history variables. Consider the following structure type definition:

\[
\text{struct } t \ begin
\text{var } \text{int } a;
\text{var } \text{int } b(2);
\text{var } \text{int } c(3);
\end
\]

Listing 7.1: An example structure definition with member-wise history.

The member \( a \) is a non-history variable, while the members \( b \) and \( c \) are both primitive history variables with depths of 2 and 3 respectively. Member-wise history is similar to index-wise history, except that we have a finer grain of control over the history logging. With index-wise history, every element in an array has its history stored, and the depth of history is the same for all elements. Member-wise history allows the programmer to specify individually which members are history variables.
The implementation of member-wise history is straightforward. Members which are history variables are simply stored in place in a structure. For example a structure variable of type $t$ (from listing 7.1) could be stored in memory using the extended cyclic storage system for primitive history variables as shown in figure 7.1.

![Figure 7.1: An example memory layout using the extended cyclic storage system for a structure with member-wise history.](image)

The assignment and retrieval complexity for any history member of a structure is therefore equal to the complexity for its history type. Likewise, the formal correctness for assignment to a history member can be proven using the axioms for the type of the member.

### 7.3 Structure-wise history

Structure-wise history is similar to array-wise history. Whenever we assign a value to a member in a structure that has structure-wise history we store a copy of the entire structure to the history. A structure-wise history variable $s$ of type $t$ and depth $d$ is declared as follows:

```plaintext
var t s(d);
```

Note that the only difference between a structure-wise history variable declaration and a primitive history variable declaration is the type $t$. The members of a structure-wise history structure may themselves be history variables (i.e. member-wise history). We discuss the implications of this, and other combinations of history variables in section 7.4.

Structure-wise history can be used to implement an undo feature for aggregate types. For example the $x$ and $y$ coordinates of an object in a drawing program could be stored using a structure. The program in listing 7.2 shows
struct object_t begin
  var int x, y;
end

var object_t object(3);

function setpos(int new_x, int new_y) begin
  atomic begin
    object.x := new_x;
    object.y := new_y;
  end
end

function undo_setpos(int level) begin
  atomic begin
    object.x := object(level).x;
    object.y := object(level).y;
  end
end

Listing 7.2: An example of using structure-wise history and atomic blocks to implement an undo feature.

echo example functions for setting and undoing the position of a single structure-wise variable used to represent an object's position.

The `setpos` function assigns new `x` and `y` values to the object `object`. By performing the assignments inside an atomic block, the values of both `x` and `y` are changed before the history is stored, i.e., after the atomic block is exited, `object(1)` contains the complete previous state for the object. In the function `undo_setpos` we assign the previous value from depth `level` of each member to itself inside an atomic block (most imperative languages do not allow structures to be directly assigned to one another). For example, the previous state of the variable `object` is obtained by calling `undo_setpos(1)`.

The undo mechanism provided by structure-wise history, and by history variables in general, is a forward undo [48]. For example, if `object = ⟨(1, 2), (3, 4), (5, 6), (7, 8)⟩` and `undo_setpos(1)` is called then the previous version of `object` is restored and its history is updated resulting in:
object = (3, 4), (1, 2), (3, 4), (5, 6). Calling undo.setpos(1) a second time acts like a redo operation, restoring the current state of object before the undo was performed, i.e.: object = (1, 2), (3, 4), (1, 2), (3, 4).

7.3.1 Formal correctness

Our axiom for assignment to the member m of structure-wise structure s is given as:

\[ \{P_0\}_{s,m} := e\{P\} \] (7.1)

where \(P_0\) is defined by an auxiliary assertion:

\[ P_0 = \begin{cases} P^{\varphi_{s,m}} e' & \text{if } s \text{ is currently bound to an atomic block} \\ P^{s\{0\},m,s\{1\},...,s\{d\}} e, s\{0\},...,s\{d-1\} & \text{otherwise} \end{cases} \] (7.2)

\(e'\) is derived from \(e\), where \(s\{0\}.m\) is replaced by \(\varphi_{s,m}\)

The axioms and proofs of formal correctness for structure-wise history are similar to those for array-wise history (see section 6.4).

7.3.2 Implementation

Copying an entire structure \(s\) from one place in memory to another takes \(O(n)\) time, where \(n = \text{sizeof}(s)\), i.e the size in bytes of the structure. Therefore implementing structure-wise history using the flat storage system gives an assignment time of \(O(dn)\). The memory space requirements for the flat storage system are: \(\text{sizeof}(s) \times (d + 1)\) bytes. Using either the cyclic, or extended cyclic storage systems gives us an assignment time of \(O(n)\). As we showed for array-wise arrays (see section 6.4.2), we need to copy the entire contents of the current entry to the oldest position in the cycle before assigning a new value. Both of the cyclic storage systems require: \((\text{sizeof}(s) \times (d + 1)) + \text{sizeof(pointer)}\) bytes of memory.

The change list system that we used for array-wise arrays (see section 6.4.3) is not as simple to implement for structures. With arrays we can take advantage of the fact that every element in an array is the same size. With structures
however, members can have different sizes and types. A possible solution
would be to make the items in the change list large enough to hold the largest
member in the structure, and store a tag value (instead of the array index)
to indicate which member of the structure is being changed. The size of the
change list for structure-wise history is therefore: $d \times (\text{sizeof}(\text{largest}(s)) +$
\text{sizeof}(\text{tag})) bytes of storage space, where $\text{largest}(s)$ is the size in bytes of
the largest member in the structure $s$. For dynamically typed languages, the
tag value may simply be an offset, or name of the member. For statically
typed languages the tag may need to store the both the offset and size of
the member. Although this approach has an $O(d)$ theoretical complexity for
structure-wise assignment we expect that the practical performance will be
worse than the $O(d)$ array-wise algorithm due to the additional computations
for determining the size of each change list item.

7.3.3 History arrays of structures

For either an array-wise or an index-wise array we have implicit structure-
wise history if the type of the array is a structured type. For example given
the following declarations:

```
struct s begin
  var int x;
  var int y;
end

var s a [10] (3);
```

An assignment such as the following:

```
a [5].x := 10;
```

causes the history of the entire structure, not just the member $x$, at index
5 in the array $a$ to be stored to history. If $a$ is an array-wise array then the
contents of all of the structures in $a$ will be stored to history as a result of
the above assignment statement.
Array-wise arrays of structures allow us to improve the functionality of the example program given in listing 7.2. If the variable object is instead defined as a large array-wise array, we can undo the latest change in a set of objects. Operations such as moving a group of objects can be executed as a single action by using an atomic block.

While we were able to give an O(1) assignment time algorithm for index-wise history, our current lower bound assignment time for both array-wise and structure-wise histories is either O(d) or O(n), depending on which is smaller. For applications which require very large or dynamic values of d or n, traditional approaches to history storage (see section 2.2) may be superior to a solution involving history variables.

### 7.4 Combining history types

With user-defined types we can create aggregate types which have more than one history storage mechanism. Unfortunately this often results in redundant history storage. For example given the following declarations:

```plaintext
struct s begin
  var int a⟨1⟩;
  var int b;
end

var s x⟨1⟩;
```

The structure x has structure-wise history of depth of 1, and member-wise history for x.a also of depth 1. Therefore any assignment to x.a will cause the current value of x.a to be stored in history twice. Consider the following Hoare triple:

\[
\{ x = \langle\langle 1,2 \rangle, 10, \langle 3,4 \rangle, 20 \rangle \} \times a := 5 \{ x = \langle\langle 5,1 \rangle, 10, \langle 1,2 \rangle, 10 \rangle \} \quad (7.3)
\]

The assignment causes the history of both the struct x and the member x.a to be updated. The value 1 (x⟨0⟩.a⟨0⟩ in the preconditions) has been saved as x⟨0⟩.a⟨1⟩ by the member-wise history update and as x⟨1⟩.a⟨0⟩ by the
structure-wise history update. This is similar to the problem we encountered with redundant history storage for multi-dimensional arrays (see section 6.2). In general, if an aggregate data type has more than one form of history storage then some, or all of the data that is maintained by the history logging will be redundant.

7.5 Summary

In this chapter we looked at the application of history to structured types. We identified two types of history storage called member-wise and structure-wise history, which bear close resemblance to index-wise and array-wise history (see chapter 6) respectively. Member-wise history occurs when members of a structure are history variables. The axioms for formal correctness, and the implementation details for member-wise history are those given for the type of the member.

We introduced an axiom in Hoare logic for proving the formal correctness of structure-wise history. We showed that the implementation details for structure-wise history are similar to array-wise history. The $O(n)$ algorithm used for array-wise history can be easily modified for use with history structures. The change list based $O(d)$ algorithm is not as simple to implement for structure-wise history, but still possible. The additional computation required for determining the size and offset of the member in a change list item will likely be detrimental to the practical performance of structure-wise history.

We showed how history arrays of structures cause implicit structure-wise history. We discussed how this could be used to improve the functionality of the undo example given earlier in this chapter. Given that our lower bound assignment complexities for array-wise and structure-wise history are linear with respect to either $d$ or $n$, it is unlikely that large data structures, with large depths of history will be efficient in practice.

Finally we showed that while user defined types allowed us to construct history types which contained other history types, such as a history structure
with primitive history variables as members, it often resulted in redundant storage of historical values.
Chapter VIII
Experimental Compiler

In this chapter we discuss the design and implementation of an experimental compiler called HCC (History Capable Compiler). HCC compiles a language called HistoryC, which is based on a subset of C [1], and provides native support for history variables. A full BNF grammar for HistoryC can be found in appendix A.

8.1 Choice of compiler

We considered a number of existing compilers as a basis for our implementation work. Unfortunately the compilers we looked at were either too complex for us to gain an understanding in the time available, or too simplified for us to fully implement some features of history variables such as pointers and arrays. Because of this we decided to develop our own compiler from scratch. We were able to provide all of the necessary features in HCC at around a third the size of the source code for TinyCC [11], one of the small compilers we considered.

8.2 Design overview

HCC uses a multi-pass, frontend/backend design based on the designs described in the books: “Compilers: Principles, Techniques and Tools” (more commonly known as the “Dragon Book”) by Aho, Sethi and Ullman [4] and Muchnick’s “Advanced Compiler Design and Implementation” [55]. The frontend of a compiler comprises the lexer, parser, and often some intermediate representation for source programs. The backend consists of the code
generator. Thus, by changing the frontend of a compiler we can alter the language it compiles, and by changing the backend we can alter the target platform that code is generated for.

8.2.1 Frontend – HistoryC

We chose to use a subset of C as our source language for HCC since it provides us with all of the necessary features to fully test our implementation of history variables. Indirect variable access and by-reference arguments are both supported by using pointers.

Since the notation we use for history variables is not easily typeable on most keyboards we need to find an alternative. The angle bracket characters, '<' and '>', are potential candidates (Takaoka, et. al. [70] proposed their use). However, these are already used by many C based languages as relational and shift operators, and generic type delimiters. Bracha, et. al. [14] note that extra work must be taken in developing a parser for a grammar which uses the angle brackets for generic types in order to avoid parsing conflicts with other operators. To avoid potential ambiguities, and simplify the construction of a parser while maintaining a clear and readable syntax, we chose to combine two characters for each operator. We use the operators '<;' and ':>' to delimit the depth for a history variable.

In our formal notation of history variables we require that the depth be specified for the current value of a history variable. Requiring this in a programming language is somewhat cumbersome to the programmer. For example a programmer would need to edit all appearances of the current value of an existing variable if they added a depth of history to it. We therefore remove this restriction in HistoryC and allow the current value to be specified as the variable name without a depth specifier. One drawback in removing this restriction is that we lose the ability to determine if an identifier is a history variable during parsing. We solve this problem in section 8.3.2.
8.2.2 Backend – SPARC V8

We had a number of options for the target platform to generate code for: A virtual machine such as the .NET Common Language Infrastructure (CLI) or the Java Virtual Machine (JVM), a purpose built virtual machine for HCC or a native processor. Designing and implementing a virtual machine specifically for HCC would be time consuming and the resulting implementation may not translate well to existing virtual machines or processors. The JVM is an unsuitable target platform for languages other than Java [52]. This leaves us with a choice between the CLI and some native processor.

We chose to target a native processor, selecting the Sparc V8 [67] as our target platform. We chose the Sparc V8 processor because it is a cleanly implemented 32-bit RISC based machine and we had ready access to native machines running the Solaris operating system. Code compiled for the Sparc V8 is upwards compatible with the Sparc V9 processor. Generating code for a real machine rather than a virtual one allows us to look at some interesting low-level problems such as the register allocation of history variables. We will refer to the Sparc V8 architecture simply as the Sparc in the remainder of this thesis.

8.2.3 Compilation process

The frontend of HCC parses a source file and produces an n-ary abstract syntax tree (AST) representation, which is used for building the symbol table and type checking. The AST is type checked and parsed to generate a three address code representation called MIR (Medium-level Intermediate Representation). The MIR code is further transformed to a representation called LIR (Low-level Intermediate Representation) which is then passed to the backend of the compiler. The backend takes the LIR code and the nametable and generates an assembler file which can be compiled using the GNU assembler [30] to produce a binary executable. The MIR and LIR languages are based on the specifications given in [55]. In HCC, the frontend of the compiler consists of the lexer, parser and the intermediate language MIR. The backend consists of the low-level intermediate language LIR and the Sparc
code generator.

8.2.4 Register allocation

The register allocator in HCC is based on the graph-colouring approach as it is described in [55]. One notable omission is that HCC does not perform any form of register coalescing (elimination of register to register copies). This results in some redundant move instructions, especially for function arguments. We use the term “register pressure” to mean the number of registers required to allocate each of the variables in a specific piece of code. If the register pressure is too high, then some variables will be “spilled” to main memory storage. Spilling variables reduces performance.

All global variables are allocated to registers in addition to being assigned an address in main memory. Globals are loaded before each use, and stored after each definition. This ensures that the correct values are used for global variables when accessed across different function and file scopes.

8.2.5 Static pointer analysis

HCC uses a very simple form of static analysis for dealing with pointers. During the AST parse, all variables that have their address taken using the unary ‘address of’ operator are marked as may-aliases. May-alias variables are treated similarly to globals. They are allocated to registers as usual, but loaded from, and stored to memory when used and defined. No control flow information is taken into account and this simplified model may produce some false positives resulting in the generation of unnecessary load and store instructions.

8.2.6 Optimisations: Function inlining

HCC is, in general, not an optimising compiler. Some simple optimisations, such as constant folding, are performed since they are necessary in some cases to generate valid Sparc assembler.
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HCC does provide a function inlining [15] optimisation. We use this feature to inline the history runtime library functions in our practical performance tests, to determine what effect the overhead of the runtime function calls has on performance (see section 9.5). It is not possible to use an external compiler, such as GCC, to inline the history runtime library functions. This is because HCC must be used to compile programs containing history variables and function inlining must be done during compilation. A function can be marked for inlining in HCC by specifying the inline property its prototype. HCC provides an option to disable function inlining. The original body of a function is removed upon successful inlining.

8.3 Representing history variables in a compiler

The implementation of history variables requires modifications to many parts of a compiler. This factored into our decision to not use an existing compiler as a base, as we would need to understand the entire compiler, not just some specific part of it. In this section we describe how the various subsystems of HCC were modified to accommodate history variables.

HCC implements the flat and extended cyclic storage systems for primitive history variables. Both the O(n) and O(d) assignment algorithms were implemented for array-wise arrays. Controlling the storage system used for each type of history variable is managed by a set of compiler options. We did not implement structured types and therefore HCC does not support either member-wise or structure-wise history.

8.3.1 Name table

The name table (also called the symbol table) stores information about the name and type of all of the variables and functions in a program. Four entries are made in the name table for a primitive history variable \( x \) which uses the extended cyclic storage system: The history cycle \( x(1)...x(d) \), the cycle pointer \( \rho_x \), the current value \( x(0) \), and the copy variable (equivalent to \( \varphi_x \)). Table 8.1 shows the name, type and size of each of the entries created for a primitive history variable \( x \) of type \( t \) and depth \( d \).
The pointer variable \( .x_{\text{ptr}} \) is marked as a may-alias when it is created since it is a reference to the current value in the cycle. The pointer, current and copy variable names are prefixed with a period to avoid namespace conflicts and direct manipulation by programmers since variable names in HistoryC (and most other C based languages) cannot start with the period character.

By creating four separate name records the compiler is able to assign different storage locations to each of the of the variables. For example \( x \) can be stored in main memory (since it will not fit in a register) while \( .x_{\text{ptr}} \), \( .x_{\text{cur}} \) and \( .x_{\text{cpy}} \) are allocated to registers. The \( .x_{\text{cpy}} \) variable is only necessary if the variable \( x \) is modified within a binding atomic block (see section 8.4). If \( x \) is not modified by a binding atomic block in a program then the register allocator in HCC will not allocate a storage location for \( .x_{\text{cpy}} \).

As discussed in section 4.7.5, taking the address at runtime of a primitive history variable \( x \) which is stored using the extended cyclic storage system returns the address of \( x(0) \). When HCC encounters an expression which takes the address of a history variable \( x \), it therefore generates code which evaluates the address of \( .x_{\text{cur}} \). Accessing the history variable \( x \) through a pointer only modifies the variable \( .x_{\text{cur}} \) and not the history cycle.

Each of the entries shown in table 8.1 are also created for array-wise and index-wise arrays, with the types and sizes changed accordingly. For array-wise history using the \( O(d) \) algorithm, two additional variables called \( .x_{\text{list}} \) and \( .x_{\text{list\_ptr}} \) are created for the change list and the change list pointer respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>Meaning</th>
<th>Type</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>The history cycle</td>
<td>( \text{history}(d) \rightarrow t )</td>
<td>( \text{sizeof}(t) \times d )</td>
</tr>
<tr>
<td>( .x_{\text{ptr}} )</td>
<td>Cycle pointer</td>
<td>( \text{pointer} \rightarrow t )</td>
<td>( \text{sizeof}(\text{pointer} \rightarrow t) )</td>
</tr>
<tr>
<td>( .x_{\text{cur}} )</td>
<td>The current value</td>
<td>( t )</td>
<td>( \text{sizeof}(t) )</td>
</tr>
<tr>
<td>( .x_{\text{cpy}} )</td>
<td>Copy value ( (\varphi_x) )</td>
<td>( t )</td>
<td>( \text{sizeof}(t) )</td>
</tr>
</tbody>
</table>

Table 8.1: Name table entries for a primitive history variable \( x \) of type \( t \) and depth \( d \).
8.3.2 Abstract syntax tree

We introduce a new AST node type, called “history”, for specifying history depths. The history node has two children: the left child is a leaf node containing the history variable, and the right child is either a leaf or a tree representation of the history depth expression.

The parser has no knowledge of variable types (types are later assigned to nodes by the typechecker, see section 8.3.3). Given a statement such as \( y := x(d) \), HCC can infer from context that \( x \) is a history variable and therefore generate the correct AST representation. If this assumption is incorrect (due to a programmer error for example) then an error message will be issued during the typechecking pass. For a statement such as \( y := x \), the parser is unable to determine whether or not \( x \) is a history variable. The trees generated in each case are shown in figure 8.1. Once the nametable has been created and the types of each variable are known (based on their declarations) trees of the form shown in figure 8.1(b) are transformed to match the form shown in figure 8.1(b). The right-hand child of a history node for the current value of a history variable is the constant value zero.

\[ y := x(d) \]

\[ y := x \]

(a) \( y := x(d) \)  
(b) \( y := x \)

Figure 8.1: Example AST representations for a history variable \( x \) appearing on the right-hand side of an assignment statement.
The AST representations for history array expressions are similar to those for primitive history variables. The type of history, array-wise or index-wise, for a history array can be determined by the order of the nodes in the AST as shown in figure 8.2. Array-wise history expressions are constructed with the array node as a child of the history node as shown in figure 8.2(a), while index-wise history expressions are constructed with the history node as a child of the array node as shown in figure 8.2(b). We use these AST forms because they are simple to generate when parsing a source file.

History variables appearing on the left-hand side of an assignment statement are represented in the same way as normal variables. The history nodes are not required since we cannot assign to historical values (as discussed in section 4.2).

![Diagrams of AST representations](diagrams.png)

(a) Array-wise: \( a(d)[i] \)  
(b) Index-wise: \( a[i](d) \)

Figure 8.2: Example AST representations for one-dimensional array-wise and index-wise history arrays.

### 8.3.3 Type information

The type system in HCC is based on the representation we introduced in section 4.1.1. The types we have given in the previous chapters for the various forms of history variables are therefore the same as those used by HCC. Types
in HCC also have an additional piece of information which indicates whether a type is an lvalue or rvalue. The typechecking pass in HCC assigns a type to each node in the AST based on the types of its children. If a type cannot be correctly assigned then an error message will be given.

The type for a history node in the AST evaluates to the same type as its left child except that the history node is an rvalue and the history type is removed (see section 4.1.1). For example in figure 8.1(a), if \( x \) of type \( \text{history}(3) \rightarrow \text{int} \) and \( y \) is of type \( \text{int} \), then the type of the node for \( x \) is \( \text{history}(3) \rightarrow \text{int} \) and the history node has the type \( \text{int} \). Therefore the assignment of \( x\langle d \rangle \) to \( y \) is allowed. By using the history nodes we do not need to introduce a new set of type rules for history variables.

### 8.3.4 Intermediate code and runtime functions

Assignment and retrieval of history variables is managed by a set of runtime functions (see appendix B for a full list and source code). The transformation process from the AST representation to the three address code (MIR) is therefore heavily modified to accommodate history variables. The compiler must generate MIR code for calling the appropriate runtime history functions for each type of history variable. The runtime function calls can later be removed by inlining them (see section 8.2.6). We look at the practical aspects of inlining the history variable runtime functions in section 9.5.

By using runtime functions, the three address code intermediate languages do not require any specific knowledge of history variables. Therefore history variables can be implemented as an extension to the frontend of a compiler, with little or no modification required in the backend. The code generator part of the backend in HCC does have some specific code for the initialisation and debugging output of history variables, however this is not strictly necessary. HCC does not currently allow variables to have an initial defined value and therefore the initialisation of history variables is treated as a special case by the backend of HCC. Generating debugging information for history variables requires altering its type (see section 8.5). HCC currently handles this in the backend, although it should also be possible to do in the frontend.
The source code for the runtime function used to store a value to a primitive history variable using the extended cyclic storage system is shown in figure 8.1.

```c
1 void __hist_p_store__(int *addr, int **ptr, int current, int depth) {
2     *ptr = *ptr - 1;
3     if(*ptr < addr) {
4         *ptr = addr + depth - 1;
5     }
6     **ptr = current;
7 }
Listing 8.1: Primitive history variable load runtime function for the extended cyclic storage system.
```

The cycle pointer points to the location of \( x(1) \) in the cycle and the oldest history is always immediately to the left (i.e. the previous word in memory). Therefore its position can be found using a simple pointer subtraction rather than the expensive computation (4.13) given in section 4.7.2. If the pointer subtraction results in an address outside of the cycle then it is set to point at the last (in terms of memory addresses) position in the cycle. Note that the new value is assigned to the variable \( x_{\text{cur}} \) outside of the runtime function.

A noticeable limitation of the function in listing 8.1 is that it can only be used for primitive history variables of type \textit{int}. There are at least two possible solutions to this problem. The first solution is to implement separate functions for each of the scalar types and then determine at compile time which one needs to be called for each history variable. This approach is useful for statically typed languages, but results in a much larger runtime library, especially for languages with a large number of scalar types.

The second solution is to pass information about the type of each history variable to the runtime functions. For dynamically typed languages it may be possible to pass the type itself to the function and then perform the correct operations based on the given type. For statically typed languages or languages which do not support passing types as arguments at runtime,
we could pass the size of the type (determinable at compile time) to the runtime functions and then perform block memory copies for assignment. This approach only requires a single runtime function for each operation but imposes a large amount of overhead for functions that we ideally want to be as fast as possible. We have limited HCC to deal only with integer history variables. A detailed analysis of the solution to this problem is outside the scope of this thesis.

8.4 Implementing atomic blocks

In order to simplify the implementation, atomic blocks in HistoryC are unbounded (i.e. atomic blocks bind all history variables). The implementation of atomic blocks in HistoryC is based on the approach described in section 5.4, except that a single set is maintained for the modified list \( \mu \), rather than individual sets for each atomic block, and the \( \beta \) sets are unnecessary since atomic blocks are not bound. If HCC encounters nested atomic blocks in a program then a warning message is issued stating that nested atomic blocks do not have any effect.

When an atomic block is entered, the compiler generates code to copy the value of \( x_{\text{cur}} \) to \( x_{\text{cpy}} \) for each history variable \( x \) that is bound to the atomic block. This ensures that the \( x_{\text{cpy}} \) variable is correct if it is read from, before being assigned to within the body of the atomic block (attempting to determine this at compile time is undecidable). When an assignment to a history variable is encountered inside an atomic block, the assigned variable is added to the modified set \( \mu \). The assignment is achieved by assigning the expression on the right-hand side to the copy variable \( x_{\text{cpy}} \). Inside an atomic block, the current value needs to be read from \( x_{\text{cpy}} \) rather than \( x_{\text{cur}} \) (see section 5.2). This is handled by passing the value of \( x_{\text{cpy}} \) as the current value argument to the runtime history retrieve function (see appendix B) when inside an atomic block. When an atomic block is exited the appropriate runtime store function is called to store the value of \( x_{\text{cpy}} \) to \( x_{\text{cur}} \) for each \( x \) in the modified set \( \mu \).
8.5 Debugging support

HCC provides basic support for the “stabs” debugging format [53]. This makes it possible to use a debugger, such as the GNU Debugger (GDB) [29], to examine the full history of a variable at any given point in a program's execution.

For a primitive history variable $x$, HCC generates three debugging symbols: $x$, $\_x\_cur$ and $\_x\_ptr$ 1. The types for the symbols $\_x\_cur$ and $\_x\_ptr$ are the same as given in table 8.1. Because GDB does not understand history types, the type for $x$ is given as: $array(d) \rightarrow t$, where $d$ is the depth of history of $x$, and $t$ is its primitive type. Printing the value of $x$ in a debugger will display the history cycle exactly as it appears in memory. In order to make sense of the cycle, a programmer needs to first check the value of $\_x\_ptr$ against the address of $x$ to determine where the value of $x(1)$ is located. The values of $x(1)...x(d)$ can then be read from left to right, wrapping around the end of displayed list.

An example of an interactive debugging session using GDB is shown in figure 8.3. The lines beginning with ‘(gdb)’ are entered by the user. Lines beginning with the ‘$’ symbol are the responses given by GDB. The command ‘print’ is used to display the value of a variable. The address of a variable can be displayed by prefixing it with the ‘&’ symbol.

1 (gdb) print \_x\_cur
2 $1 = 4
3 (gdb) p x
4 $2 = \{2, 1, 3\}
5 (gdb) print &x
6 $3 = (int \ (*[3]) 0xffbff638
7 (gdb) print \_x\_ptr
8 $4 = (int \ *) 0xffbff640

Figure 8.3: An example of using GDB to print the values of an integer history variable of depth 3.

1 The period characters in the internal names have been replaced with underscores since GDB does not recognise variable names which contain periods.
The GDB trace in figure 8.3 demonstrates the process of printing the values of an integer history variable of depth 3. The value of \( x(0) \) is 4, as shown on line 2. The value of the pointer, shown on line 8, is 8 bytes greater than the address of the cycle shown on line 6. Because `sizeof(int) = 4` on the Sparc, the value of \( x(1) \) is the third value in the cycle shown on line 4 and therefore: \( x = \langle 4, 3, 2, 1 \rangle \). Implementing a more user-friendly interface for examining history variables in a debugger would require modification to both the debugging format and the debugger itself. While this task is outside the scope of our research, the debugging support for history variables in HCC is a solid proof of concept.

### 8.6 Summary

We developed an experimental language, HistoryC, and a compiler, HCC, as a basis for investigating the practical implementation details of history variables in a compiler. HCC is a frontend/backend compiler and produces native code for the Sparc V8 architecture. HistoryC is based on the C programming language. We avoided complications in the parser and lexer by using the compound operators ‘<:’ and ‘>:’ as delimiters for history depth. In HistoryC we do not require that the depth be specified for the current value of a history variable as we did in our formal notation.

We discussed the implementation of history variables in HCC. Most of the required modifications are made in the frontend of the compiler. Changes were made to the name table, the abstract syntax tree and the typechecker. Minimal changes were required in the backend for initialisation of global history variables and debugging support, but we are confident that these aspects could also be handled by the frontend of a compiler.

Each history variable in HCC has four nametable entries associated with it: the history cycle, the cycle pointer, the current value and the copy value. Each of these variables can be allocated to different storage locations. The copy value is only used for assignment inside atomic blocks and is not allocated a storage location if the corresponding history variable is never bound to an atomic block. Loading and storing of history variables is managed
by a set of runtime functions. To improve the runtime performance of history variable accesses, it is possible to inline the history runtime functions. We simplified the implementation of atomic blocks by making atomic blocks unbounded. Nested atomic blocks therefore have no effect and result in a compiler warning being issued.

Finally we presented a basic approach to implementing debugging support for history variables. While our solution works, it is difficult to use. A more user friendly solution would require the debugger to be modified to support history variables.
Chapter IX

Practical Performance Analysis

In this chapter we analyse the practical performance of history variables using the experimental compiler we introduced in the previous chapter. HCC implements the flat and extended cyclic storage systems for primitive history variables. In this chapter we refer to the extended cyclic storage system as the cyclic storage system. For array-wise history we implemented both the \( O(n) \) and \( O(d) \) algorithms. HCC does not provide a full implementation of structured types. We therefore have not tested the practical performance of either member-wise or structure-wise history.

9.1 Testing platform

All of the test programs were run on a 360Mhz Sparc V9 (sun4u) machine with 1280Mb of main memory running the Solaris 9 (SunOS 5.9) operating system. Execution times were recorded using the Standard C Library clock function call, which measures processor time in microseconds. Test programs were run at least 10 times and the average time was taken to remove any effects on the performance caused by either the hardware or operating system.

In addition to HCC, we used GCC version 2.95.3 in our experiments. Although the current version of GCC at the time of writing is 4.1.1, we did not have ready access to the more recent releases on the Sparc machines available to us. For the simple programs that we are compiling we believe that GCC 2.95.3 is adequate. When running GCC in unoptimised mode we used the following compiler flags: “-ansi -pipe -mv8 -Wall”. When running in optimised mode we used the same flags with the addition of the “-O2”
flag. A description of the compiler flags in GCC 2.95.3 and the optimisations it performs can be found in [28].

9.2 A brief comparison of GCC and HCC

We conducted a brief comparison of HCC and GCC in order to better understand results of experiments in which we use both compilers. Figure 9.1 shows a comparison of HCC, GCC and GCC with optimisations when used to compile the primitive history variable library (see Appendix B for the source code). The graph shows the total number of instructions, the number of memory access (load/store) instructions and the number of branch instructions generated in each case.

![Graph showing comparison of HCC, GCC, and GCC Optimized]

Figure 9.1: Comparison of the number of instructions generated by HCC, GCC and GCC with optimisations when compiling the primitive history variable runtime library.

HCC and GCC generate a similar number of instructions in total, with approximately the same number of branch instructions. HCC generates less than a
quarter of the memory access instructions that GCC does. It appears that, at least on the Sparc, GCC does not do any real form of register allocation if optimisations are not enabled. Instead, all variables are stored in main memory, only being loaded into registers when operations are performed on them. In optimised mode, GCC generates approximately a third as many instructions as HCC, with only half as many branch instructions. HCC and optimised GCC generate similar numbers of memory access instructions.

9.3 cyclic storage system assignment performance

Our first experiment investigates the practical performance of assignment to primitive history variables using the cyclic storage system. We analyse the performance of assignment with respect to the history depth by compiling the runtime library in four different ways: Using GCC with no optimisations, using HCC with no optimisations, using GCC with optimisations and using HCC with function inlining.

Assigning to a primitive history variable using the cyclic storage system requires three assignments to be made: Assigning the current value to the oldest position in the cycle, updating the cycle pointer and assigning the new value to the history variable. We therefore expect that assignment using cyclic storage will be at least three times slower than standard assignment. Since the theoretical complexity of the cyclic storage assignment algorithm is \(O(1)\) we also expect that the performance will be consistent at each depth.

We tested the performance of assigning a constant value to integer history variables with depths ranging from 1 to 50. The assignment statements were placed in a loop which performed one million iterations. Times were recorded for the duration of the loop. As a control we timed the performance of assignment to a standard integer variable under identical test conditions. The control program was compiled with HCC. The average time for one million assignments to a non-history integer variable was 14.5ms. The results for integer history variable assignment using the cyclic storage system are shown in figure 9.2.

We expect that the performance for history variable assignment should be
Figure 9.2: Performance comparison for primitive history variable assignment using the cyclic storage system. Times shown are for one million assignments.

consistent across all depths. However, there is a noticeable curve from depths 1 to 8 in the results for HCC, GCC and HCC with function inlining. This is caused by the additional computation (line 5 of listing 8.1) required to "wrap around" the end of the history cycle. For a history variable of depth \(d\), the additional computation is performed once every \(d\) assignments. A history variable with a depth of 1 will therefore require the extra computation for 50% of all assignments, whereas a history variable of depth 20 only requires the extra computation for 4.76% of assignments. The optimised code produced by GCC reduces the impact of the extra computation significantly, with a difference of only 5.42ms between the time for assignment at depth 1 and the average time for depths between 9 and 50. HCC with function inlining enabled has the worst performance in this regard with a difference of 41.45ms.

The best performance for assignment using the cyclic storage system is exhibited by optimised GCC, which has an average time of 66.41ms for one million assignments. This is around 4.5 times slower than assignment to non-history variables.
Unfortunately it is not possible for us to analyse any combined benefit of function inlining and the optimisations provided by GCC. History variable accesses must be compiled by HCC, which emits assembler code containing calls to the history variable runtime library. It is not possible to subsequently inline these calls using GCC. Combining the optimisations provided by GCC with function inlining could potentially bring the performance of assignment using the cyclic storage system closer to our expected optimal result.

9.4 A comparison of flat and cyclic storage

The cyclic storage system has an assignment time of \(O(1)\). The flat storage system has an assignment time of \(O(d)\). Both storage systems have \(O(1)\) retrieval times. We anticipate that the flat storage system may be a better choice for primitive history variables which have low history depths for two reasons: The flat storage system does not require the additional internal variables \(x_{\text{ptr}}\) and \(x_{\text{cur}}\), therefore lowering the register pressure, and the runtime functions for flat storage are simpler than those for the cyclic storage system. In this experiment we want to determine whether or not flat storage performs better than cyclic storage for low history depths.

We first compare the retrieval times of the two storage systems. The retrieval time was tested by assigning the values of an integer history variable \(x\), with depths ranging from 1 to 50, to a non-history integer variable \(y\). The values of \(x(0)\), \(x(1)\) and \(x(d)\) were retrieved within a loop which iterated one million times. A control program, which retrieved values from a non-history variable was also run \(^1\). For both the flat and cyclic storage system tests, the history variable runtime library was compiled using optimised GCC. The results of the retrieval times are summarised in table 9.1.

Retrieving a value from a non-history variables takes the same amount of time on average as assigning a value to a non-history variable since the same Sparc instruction (a single mov instruction) is used in both cases. The re-

\(^1\) Essentially assignment and retrieval for non-history variables is the same. We use a statement such as: \(x := y\), where \(x\) and \(y\) are integers, to test both the assignment and retrieval time for non-history variables.
<table>
<thead>
<tr>
<th></th>
<th>Non-history</th>
<th>Flat storage</th>
<th>Cyclic storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average time</td>
<td>14.5ms</td>
<td>36.5ms</td>
<td>58.85ms</td>
</tr>
</tbody>
</table>

Table 9.1: Average time taken for one million retrievals.

trieval time for a history variable using flat storage is around 2.5 times slower than retrieval from a non-history variable. Retrieval using the cyclic storage system is around 4 times slower than non-history retrieval. Therefore, if a history variable is to be primarily used for retrieval of values then the flat storage system will perform better than the cyclic storage system.

We then compared the assignment times for the two storage systems. Using the same test program from our previous experiment we compiled executables which used both the flat storage system and the cyclic storage system. The results for each are shown in figure 9.3.

![Figure 9.3: Comparison of the assignment times for the flat and cyclic storage systems. Times shown are for one million assignments.](image)

The flat storage system only performs better than the cyclic storage system at
depth 1. At depth 2 the times are similar, with only 7.61ms difference for one million assignments. Flat storage exhibits a linear decrease in performance time with respect to the depth of history, and is almost 4 times slower than cyclic storage at depth 20.

At depth 1 the flat storage system is clearly superior: It uses less memory, has a lower register pressure, and performs better for both assignment and retrieval. For depths greater than 20, the cyclic storage system is more often a better choice due to its $O(1)$ assignment time. The choice of storage system when the depth is between 1 and 20 is more difficult and based on outside factors. For example, if low memory consumption and register pressure are a priority then the flat storage system is a preferable choice. If the number of assignments to a history variable is significantly larger than the number of retrievals, or the assignment performance is a priority then the cyclic storage system is a better choice.

Allowing the programmer to specify which storage system should be used for each variable (i.e. using a special syntax) would offer a greater amount of control over the performance of primitive history variables. However, in the interests of simplicity (see section 1.5), we have not done this in HistoryC. Instead, HCC provides an option which allows the programmer to specify that all primitive history variables below a given depth should use the flat storage system. It may also be possible to use some form of static analysis to determine which storage system will perform better for a given primitive history variable. The implementation of this is beyond the scope of this thesis.

9.5 The effect of inlining on performance and code size

In our first experiment we showed that inlining the runtime function for storing history variables resulted in a significant performance gain. However, prior research [20, 22] indicates that function inlining is not always beneficial and can, in some cases, be detrimental to performance. Two of the adverse effects that can occur as a result of function inlining are increased code size, and reduced performance due to increased register pressure.
Our first experiment (see section 9.3) contained only a single call site (inside the loop) for the history store function. In this experiment we answer the question: How does inlining of the primitive history variable runtime functions affect the performance and code size of the resulting executable in the presence of multiple function call sites?

We examined the effect of inlining the history store functions for both the flat and cyclic storage systems. Our test programs consisted of a number of statements assigning a constant value to a primitive integer history variable of depth 1. We tested with the number of assignment statements ranging from 1 to 256, incremented in powers of 2. The assignments were placed inside a loop which iterated one million times. Times were recorded for the duration of the loop. Each program was compiled using HCC, both with and without function inlining enabled. The history variable runtime library was compiled using HCC in both cases. The performance results are summarised in table 9.2.

<table>
<thead>
<tr>
<th></th>
<th>Cyclic storage</th>
<th>Flat storage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No inlining</td>
<td>Inlining</td>
</tr>
<tr>
<td>Average time</td>
<td>128.24ms</td>
<td>109.16ms</td>
</tr>
<tr>
<td></td>
<td>No inlining</td>
<td>Inlining</td>
</tr>
<tr>
<td>Average time</td>
<td>150.9ms</td>
<td>123.65ms</td>
</tr>
</tbody>
</table>

Table 9.2: Average times for one million assignments to a depth 1 history variable with and without inlining the runtime history variable functions.

For the cyclic storage system, inlining the runtime functions gives a 14.9% increase in performance. Inlining the runtime functions for flat storage gives an 18% increase in performance. We measured code size as the total number of Sparc assembly instructions generated by HCC. The code size, with and without inlining, is similar for both the flat and cyclic storage systems. The results for the cyclic storage system are shown in figure 9.4.

The history runtime library is statically linked with executables. When inlining, the bodies of inlined functions are removed after function inlining is complete (see section 8.2.6). Therefore the code size of the non-inlined executables is higher when the number of assignments is low (less than 16) due to the additional function bodies present in the code. When the number of
Figure 9.4: Code size, with and without function inlining, using the cyclic storage system.

assignments is 16 or greater, inlining results in larger code size. The non-inlined version has a linear increase of 9 instructions per assignment, while the inlined version increases by 28 instructions per assignment.

If an optimising compiler is able to reduce the number of instructions generated after function inlining to less than the number of instructions required to make the function call then clearly inlining the history runtime library functions is beneficial in all situations. If this not the case, then the runtime library functions should only be inlined when optimising for speed. If the compiler is optimising for memory space efficiency, then the function inlining should be disabled to reduce the number of instructions generated.

9.6 Index-wise history assignment performance

In this experiment we measure the practical performance of assignment to an index-wise array using the O(1) algorithm described in section 6.3. The test programs consist of a loop, which iterates one million times, containing
a statement which assigns a constant value to the first element of an index-wise array. Times were recorded for the duration of the loop. The test programs were compiled with the depth of the index-wise array ranging from 1 to 100, and sizes of 1, 10, 50 and 100 elements. All of the test programs were compiled with HCC. The history variable runtime library was compiled with optimised GCC. The results are summarised in figure 9.5.

![Graph showing performance of index-wise array assignment](image)

Figure 9.5: Performance of index-wise array assignment.

A control program, which assigned a constant value to the first element of a non-history array, was also created. The control program was run with array sizes ranging from 1 to 100 elements. The average time taken for one million assignments to a non-history array is 20.00ms. The average time over all of the index-wise tests we performed was 181.83ms. Therefore assignment to an index-wise array is, on average, 9 times slower than assignment to a non-history array. While index-wise arrays are essentially an array of primitive history variables the runtime performance of the index-wise store function is worse than the primitive history store function due to the additional calculations required to find the correct index in the current value and cycle pointer arrays.
As we saw in our first experiment, the assignment performance steadily increases from depth 1 and becomes roughly constant at around depth 8. Again, this is caused by the additional computation when the pointer wraps around the end of the cycle. We notice that the average times for array sizes of 50 and 100 are much higher than than the average times for the arrays of size 1 of 10. For the array with 100 elements, the time taken decreases between depths 1 and 8 and then immediately rises to an average of 188.29ms. The array of size 50 rises from an average of 180.82ms between depths 1 and 19, to an average of 188.26ms for depths 20 and above. This is caused by the requirement of additional Sparc instructions to load large constants (outside of the range -4095 – 4095, see [67]). On the Sparc the size of the history cycle variable for an integer index-wise array with 100 elements and a depth of 10 is: 100 * 10 * 4 = 4000 bytes. Because the Sparc has a minimum stack size of 96 bytes, this results in stack offsets larger than 4095 and therefore additional instructions are required. This effect will occur at depth 1000 for an array with one element, depth 100 for a 10 element array and at depth 20 for an array with 50 elements. A conventional non-history array will require large constants for offsets if it has around 1000 elements.

9.7 O(d) vs O(n) algorithms for array-wise history

In this experiment we compare the practical performance of assignment to an array-wise array using the O(d) and O(n) algorithms we have developed (see section 6.4.2). In this experiment we answer the question: Given an array-wise array of size n and depth d which algorithm will provide the best practical performance?

The test programs contained a statement assigning a constant value to the first index of an array-wise array. The assignment statement was placed in a loop which iterated one million times. Times were recorded for the duration of the loop. Test programs for both algorithms were compiled using an array-wise array with depths ranging from 1 to 100 and a fixed size of 100 elements, and sizes ranging from 1 to 100 with a fixed depth of 100. All of the test programs were compiled with HCC. The array-wise runtime functions were
compiled using GCC with optimisations.

Figure 9.6: Comparison of the assignment times for the O(n) and O(d) algorithms for array-wise history at a fixed size of 100 elements.

Figure 9.7: Comparison of the assignment times for the O(n) and O(d) algorithms for array-wise history at a fixed history depth of 100.

Figure 9.6 shows the performance of the algorithms with respect to history depth. The performance of the algorithms with respect to the array size is shown in figure 9.7. From the graphs we can see that the O(d) algorithm
only performs better when the depth is very low. At a fixed depth of 100, the \(O(n)\) algorithm will provide better performance even for very large array sizes. In our previous experiment we gave the average time for one million assignments to a non-history array as 20.00ms. Therefore the \(O(n)\) algorithm is at least 5 times slower standard array assignment. The \(O(d)\) algorithm is at least 13.5 times slower.

The performance anomalies discussed in our earlier experiments can also be seen for array-wise arrays. The effect of the cycle wrap computation (see section 9.3) can be seen in then performance of the \(O(n)\) algorithm, as shown in figure 9.8(a). The \(O(d)\) algorithm clearly shows the effect of switching to large constants that we encountered for index-wise arrays (see section 9.6). This effect is shown in figure 9.8(b).

By taking the average slope and approximate y-intercepts, we can use a pair of formulas to predict their runtime performance of each algorithm:

\[
\begin{align*}
  t_n &= 90.49 \times 11.71n \\
  t_d &= 216.24 \times 58.56d
\end{align*}
\]

Given an array-wise array of depth \(d\) and size \(n\), if the value of \(t_d\) is less than \(t_n\) then the \(O(d)\) algorithm will provide better runtime performance, otherwise...
the $O(n)$ algorithm should be used. The values used in these formulas need to be determined empirically for each target platform and implementation of array-wise arrays. If the expected runtime performance for a given array is similar for the $O(d)$ and $O(n)$ algorithms then the $O(n)$ algorithm is a preferable option due to the lower memory requirements.

### 9.8 The Fibonacci Sequence

In section 4.4.1 we showed that history variables could be used to implement a simple iterative function for calculating numbers in the Fibonacci sequence. In this experiment we compare the practical performance of a Fibonacci sequence implementation which uses history variables with one which uses non-history variables. For the implementation using history variables, each Fibonacci number is calculated as shown on line 8 of listing 4.1. In our non-history implementation we replace this line with the following code:

```plaintext
    t := f + f1;
    f1 := f;
    f := t;
```

where the variables $f$, $f1$ and $t$ are non-history integer variables. The variable $f1$ stores the previous value of $f$, and $t$ is a temporary variable used to store the current Fibonacci number. Using each program we calculated the first hundred Fibonacci numbers. In order to obtain useful results we placed the calculation inside a loop which iterated one million times. We tested the history variable implementation using both flat and cyclic storage. The history variable runtime library was compiled using GCC with optimisations. The results of each program are summarised in table 9.3.

<table>
<thead>
<tr>
<th></th>
<th>Non-history</th>
<th>Flat storage</th>
<th>Cyclic storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average time</td>
<td>1.77s</td>
<td>13.08s</td>
<td>19.64s</td>
</tr>
</tbody>
</table>

Table 9.3: Average time taken to calculate the first 100 Fibonacci numbers one million times.
The non-history implementation requires 3 assignments and 4 retrievals to calculate each Fibonacci number, while the history variable implementation requires 1 assignment and 2 retrievals of a depth 1 history variable. Calculation of the Fibonacci numbers using the flat storage system is 7.5 times slower than using non-history variables. Using the cyclic storage system results in the calculation being 11 times slower than using non-history variables.

From the results obtained in our previous experiments we may expect the performance of the history variable implementations to be much higher, i.e. only 4 – 5 times slower than the non-history implementation. With the non-history variable implementation, the code above for calculating a Fibonacci number can be directly represented in both our intermediate code MIR and Sparc assembly using one add, and two move instructions. This means that the add instruction performs 2 retrievals and an assignment, and the both of the move instructions perform an assignment and a retrieval.

The non-history implementations do not map directly to MIR code because of the necessity of the function calls for handling assignment and retrieval of the history variable $f$. The history variable Fibonacci calculation is represented in MIR as:

\[
\begin{align*}
%t1 & := \text{history}\_\text{load}(f(0)) \\
%t2 & := \text{history}\_\text{load}(f(1)) \\
%t3 & := %t1 + %t2 \\
\text{history}\_\text{store}(%t3, f)
\end{align*}
\]

The names $%t1$, $%t2$ and $%t3$ are temporary storage locations which are later mapped to registers. The addition instruction appears in both the history variable and non-history variable implementations. The history variable implementation therefore has 2 history retrievals and 1 history assignment compared to 2 normal assignments in the non-history implementation. Although the history variable implementation has less assignments and retrievals overall, the presence of the function calls prevents any of these being combined in a single instruction as we saw for the non-history implementation.

Using the cyclic storage system it is possible to optimise retrievals of depths 0 and 1 by eliminating the runtime function calls. If the retrieval depth can
be determined at compile to be 0, then the history load function can be replaced with a normal load of the variable \( .x.ptr \). Retrieval of depth can be similarly optimised by replacing the runtime function with a dereference of the \( .x.ptr \) variable. Implementing these optimisations improves the time for cyclic storage to 8.55ms, only 5 times slower than the non-history variable implementation. We stated in chapter 1 that our primary goal for history variables is to simplify the task of storing the history of objects in a computer program. Clearly the history variable implementation of the Fibonacci sequence is simpler and more intuitive than the non-history version, with only a small loss of performance for our optimised version.

9.9 Summary

In this chapter we tested the practical performance of primitive history variables and arrays. We did not examine the practical performance of structure history since HCC does not have a complete implementation of structures at the time of writing. We expect that the performance of structure-wise history will be similar to array-wise history due to the similarity of the algorithms used (see section 7.3.2).

We tested the practical performance for assignment to each of the storage systems we implemented for primitive history variables and array history. A comparative summary of the performance of our history variable assignment algorithms and their non-history equivalents is given in table 9.4. We also tested the retrieval times for flat and cyclic storage and showed them to be respectively 2.5 and 4 times slower than retrieval of non-history variables.

<table>
<thead>
<tr>
<th>History storage type</th>
<th>Comparison with non-history equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclic storage, ( O(1) )</td>
<td>Average of 4.5 times slower</td>
</tr>
<tr>
<td>Flat storage, ( O(d) )</td>
<td>At least 4 times slower</td>
</tr>
<tr>
<td>Index-wise, ( O(1) )</td>
<td>Average of 9 times slower</td>
</tr>
<tr>
<td>Array-wise, ( O(n) )</td>
<td>At least 5 times slower</td>
</tr>
<tr>
<td>Array-wise, ( O(d) )</td>
<td>At least 13.5 times slower</td>
</tr>
</tbody>
</table>

Table 9.4: Summary of history variable assignment performance.
We discovered that the performance of assignment to history variables which are stored in cyclic buffers steadily increases over the first few depths. We showed that this is caused by the additional computations which need to be performed if the cycle pointer wraps around the end of the cycle during assignment. For history variables with low depths, this wrap around happens frequently and causes a decrease in the assignment performance. A second performance anomaly we discovered was, due to the large size of the cycle variables for history arrays, large constants were required for indexing history arrays with only moderately large sizes or history depths. On the Sparc large constants require additional instructions therefore causing an decrease in performance. We showed that this effect occurred on the Sparc when $4dn \geq 4000$. Large constants are only required for conventional arrays with more than 1000 elements.

For array-wise history we showed that unless the value of $d$ is very large, the $O(n)$ algorithm provides better performance. We empirically determined a pair of formulas which can be used to predict the runtime performance of each of the algorithms.

Finally we compared the practical performance of an implementation of the Fibonacci sequence using history variables (from listing 4.1) with an iterative implementation which uses non-history variables. Our results were surprising, showing the history variable implementation to be up to 11.5 times slower than the non-history version. We described, and implemented two optimisations for history variables which improved the performance to only 5 times slower.
Chapter X

Conclusions and Future Work

In this thesis we have presented the semantics, formal correctness and implementation details of history variables in an imperative programming language. We developed an experimental language called HistoryC, which implements most of the aspects of history variables that we introduced. We also developed an experimental compiler for HistoryC called HCC which allowed us to test our implementation strategies and analyse the practical performance of history variables.

10.1 Fulfilling our implementation goals

In section 1.5 we outlined a set of goals for not only implementing history variables in an imperative programming language, but also ensuring that they were efficient and practical to use. In this section, we discuss our success in fulfilling each of these goals.

10.1.1 Complete implementation

Our goal for completeness states that history variables should be ubiquitous in a programming language, i.e. it should be possible for any variable type in a language to be declared as a history variable. None of the existing languages we discussed which support some form of history mechanism have a complete implementation. History storage was limited to either specific variable types or specific situations in a program.

In this thesis we have presented the semantics, formal correctness and implementation of history for scalar types, pointers, strings, arrays and structured
types. The application of history to these types should prove sufficient for a complete implementation in most procedural imperative programming languages. We also introduced a new programming construct, called an atomic block, which can be used to temporarily suspend the history logging of a variable. Our experimental language, HistoryC, supports atomic blocks and history storage for most of the types we discussed in this thesis.

Our research focused on the implementation of history variables in a procedural imperative language rather than an object orientated one, and as such we have not investigated the application of history to classes. We note that classes are very similar to structures, and that much of our work on history structures could also be applied to classes. We therefore consider this goal to have been achieved.

10.1.2 Compatibility with non-history variables

In order to provide a seamless integration of history variables in a programming language we stated that history variables should be compatible with non-history variables. It should be possible to use the current or historical values of a history variable anywhere that the value of a non-history variable of the same type could be used.

Our approach to solving this problem was to start by making history variables a different type to non-history variables. We say that a history variable $x$ of depth $d$ and type $t$ has the type: $\text{history}(d) \rightarrow t$. Each particular value of the history variable, $x(0)\ldots x(d)$, is of type $t$ and therefore immediately compatible with other non-history variables of type $t$. We prevent assignments to the historical values by introducing a semantic rule which states that the current value of a history variable is an lvalue, while its historical values are rvalues. This initial approach allows us to freely assign between history and non-history variables and pass either the current or historical values of a history variable to functions expecting by value arguments of type $t$.

Compatibility between history variables in the presence of pointers, reference types and by-reference function arguments proved more difficult and
we outlined two possible semantics: Indirect assignment to a history variable updates its history, and indirect access to a history variable modifies only the current value. We showed that the first semantic is more ideal, but limited by incompatibilities with existing pointer types. For the first semantic we introduced a new pointer type, called a history pointer, which can be used to reference an entire history variable of any depth. We showed that the implementation of the first semantic can be accomplished using existing pointer types. However, the cyclic memory buffers which we used to store history variables could not be used in the presence of pointers, since the memory addresses of a history variable were not fixed. We solved this problem by introducing the extended cyclic storage system, which has a fixed memory address for the current value of a history variable. We showed that the two semantics are not mutually exclusive, and can be implemented simultaneously in a language.

Our implementation of history variables gives a high level of compatibility between history and non-history variables, even in the presence of pointers. We therefore consider this goal to have been achieved.

10.1.3 Correctness

We stated that our proposed semantics for history variables should be formalised and verifiably correct. We achieved this goal by presenting axioms in Hoare logic (see chapter 3), which were used as a formal specification of the semantics of each of the history types we introduced in this thesis. Using these axioms, we provided example proofs of some interesting example programs.

Our axiom for assignment to a primitive history variable is a simple extension of Hoare’s original assignment axiom. We illustrated the use of this axiom by giving a proof of a program which calculates the first $n$ Fibonacci numbers using a history variable (see listing 4.1). In chapter 5 we introduced an axiom to formalise the semantics of singly bound atomic blocks. Our atomic block axiom uses a ghost variable for maintaining the current value of the bound history variable inside an atomic block. We demonstrated our atomic block
axiom with a number of example programs, including one with nested atomic blocks.

In chapter 6 we introduced axioms for assignment to both index-wise and array-wise history arrays. As discussed in chapter 3, assignments to array indices are mapped by the array assignment axiom to a function called $\alpha$. For index-wise arrays we showed that it was necessary to map the substitutions at each depth of the array to $\alpha$. Array-wise history stores entire copies of the array to history and we therefore showed that it was only necessary to map the assigned index to the $\alpha$ function for the array at depth 0. In both cases we showed that it is necessary to map occurrences of elements in the ghost variable $\varphi_a$ to the function $\alpha$ for any array $a$ that is bound to an atomic block. We demonstrated the use of our axioms, for both index-wise and array-wise history, in the proof of a complex array assignment. We also gave a formal proof of a program which combined array-wise history with an atomic block to build a function which can cycle the history of an array-wise array (see listing 6.1).

In chapter 7 we introduced two forms of history storage for structured types called member-wise and structure-wise history. We showed that member-wise bears a close resemblance to index-wise history and structure-wise is similar to array-wise history. It was not necessary to introduce formal axioms for member-wise history since the appropriate axiom for the type of the member can be used. The axiom we gave for structure-wise assignment is a simple modification of the standard axiom for structure assignment given in chapter 3. Because the axioms for history structures are similar to those for history arrays we did not provide any example proofs in chapter 7.

We have provided axioms in Hoare logic for atomic blocks, and each of the history types we have introduced in this thesis. These axioms can be used to verify the formal correctness of programs which use history variables and, where appropriate, we have given example proofs. We therefore conclude that our goal for correctness has been achieved.
10.1.4 Simplicity

We stated that history variables should have simple syntax and semantics and should be easy for an experienced programmer to gain an understanding of in a reasonably short period of time. Our goal for compatibility between history and non-history variables greatly simplifies the use of history variables since, in many cases, they are treated the same as their non-history counterparts. For example assignment, mathematical operations and the passing of variables as arguments to a function are syntactically identical for both history and non-history variables.

A formal study to quantify the simplicity of history variables is outside the scope of this thesis. We are confident, however, that our proposed syntax and semantics for history variables would fare well in such a study, and therefore consider this goal to have been achieved.

10.1.5 Performance

We stated that history variables should be efficient in terms of memory usage and that accessing a history variable should not be significantly slower than accessing a non-history variable. In this thesis we analysed the performance of history variables in both theoretical and practical terms.

For primitive history variables we have succeeded in this goal. Both the cyclic and extended cyclic storage systems we introduced in 4 have theoretical assignment and retrieval times of O(1), with a minimal overhead in memory storage. We implemented the latter storage system in our experimental compiler. Empirical tests showed that assignment to history variables is 4.5 times slower than assignment to non-history variables. Retrieval was determined to be 4 times slower than retrieval from a non-history variable.

We introduced an algorithm for index-wise arrays, which had a minimal memory storage overhead, and theoretical assignment and retrieval times of O(1). Empirical tests showed assignment to an index-wise array to be, on average, 9 times slower than assignment to non-history arrays. The practical results for primitive history variables and index-wise arrays are acceptably
fast, and we conjecture that a combination of inlining the history variable runtime functions and performing compiler optimisations could further improve their practical performance. We consider our goal for performance to have been achieved for primitive history variables and index-wise arrays.

We showed that the implementation details for array-wise history and structure-wise history are similar, and developed two algorithms for assignment. We tested the practical performance of array-wise arrays using both of these algorithms. The first algorithm takes $O(n)$ time, where $n$ is the number of elements in the array, or the size in bytes of the structure. The second algorithm takes $O(d)$ time, where $d$ is the depth of history. Our empirical tests on assignment time showed these algorithms to respectively be at least 5 and 13.5 times slower than their non-history counterparts. We conjectured that the lower bound for array-wise and structure-wise history assignment is either $O(n)$ or $O(d)$, whichever is smaller. For history arrays and structures of larger sizes and history depths, the practical performance is poor, particularly for the $O(d)$ algorithm. We therefore do not consider our performance goal to have been fully achieved for array-wise and structure-wise history.

10.2 Future work

We consider each of our five goals to have been at least partially accomplished. However, there is still much room for improvement in our research. Two large areas for continuing research are the need for a formal study to be undertaken to assess the practicality and simplicity of history variables from a user's point of view, and the improvement of the practical performance of history variables, particularly for array-wise and structure-wise history.

Our practical performance for primitive history variables and index-wise arrays is acceptable, but not optimal. Investigation into optimisations, both human and compiler based, for the history variable runtime functions may help improve their practical performance. If our conjecture for the optimal assignment time of array-wise and structure-wise history is correct then continuing research should focus on improving the implementation of our algorithms. Our $O(d)$ algorithm, in particular, performs poorly in practice. If
we are incorrect, then further research may uncover algorithms with better theoretical complexities.

History variables as a debugging feature appears interesting. In this thesis we described the addition of basic debugging support for history variables to our experimental compiler. Our approach is neither complete, nor user friendly. We showed that improving our approach would require modification of the target debugger. A possible extension to history variables as a debugging feature would be to store not only the past value of a variable, but also the time, or line of code where the previous value was assigned. History variables could also be used as the basis for the implementation of a reversible debugger as discussed in section 2.1.6.

Finally, it remains to be seen how effective history variables are in solving real world programming problems. Continuing research could investigate the use of history variables as a basis for the history storage in the various situations we described in chapter 2.
Appendix A

HistoryC Grammar

HistoryC is based on a subset of C. The grammar for HCC is based on the Degener’s Yacc grammar [24] for ANSI C. The major differences in HistoryC from C are:

- HistoryC uses the “var” keyword before variable declarations and the “func” keyword before function declarations.

- The assignment operator in HistoryC is handled separately from the other operators. Assignments in HistoryC must appear as a standalone statement, i.e. it is not possible to have an assignment inside an expression.

- HistoryC supports a native string type. Strings are immutable and have a string descriptor which stores the length and a pointer to the string data. Most operations on strings, such as concatenation, result in a new string being created and the string descriptor being updated.

- There are no side effect operators, such as C’s post increment, in HistoryC. We therefore have not investigated the effects of side effect operators on history variables and atomic blocks.

Below is the full grammar for HistoryC in standard BNF notation:

```plaintext
<program_chunk>
 ::= ε
 | <program_chunk> <global_declaration>
 | <program_chunk> <func_declaration>
 | <program_chunk> <function>
```
<declarations>
 ::= ε
    | <declarations> <declaration>

declaration
 ::= var <type> <identifier_list> ;
    | var struct <struct_member_list> <declarator> ;

<global_declaration>
 ::= var <type> <identifier_list> ;
    | var struct <struct_member_list> <declarator> ;

<struct_member_list>
 ::= { <struct_members> }

<struct_members>
 ::= <type> <declarator> ;
    | <struct_members> <type> <declarator> ;

<identifier_list>
 ::= <declarator>
    | <identifier_list> , <declarator>

<type>
 ::= void
    | char
    | string
    | int
    | <identifier>

<declarator>
 ::= <declarator2>
    | <pointer> <declarator2>

<declarator2>
 ::= <identifier> <history_declaration>
    | <identifier> <history_declaration>
       <array_declaration> <history_declaration>

<history_declaration>
 ::= ε
    | <: <number> :>

:pointer>
 ::= *
    | <pointer> *

<array_declaration>
 ::= <array_declaration> [ <number> ]
    | [ <number> ]
<identifier_arguments>
  ::= <expression>
      | <identifier_arguments>, <expression>

<func_inline>
  ::= ε
      | inline

<func_declaration>
  ::= func <func_inline> <type> <pointer>
      | func <func_inline> <type> <identifier>
      | func <func_inline> <type> <func_params_decl> ;

<func_params_decl>
  ::= ()
      | (...) |
      | ( <param_decl_list> )

<param_decl_list>
  ::= <type> <declarator>
      | <param_decl_list>, <type> <declarator>

<function>
  ::= <type> <pointer> <identifier>
      | <type> <func_params_decl> <block>
      | <type> <identifier> <func_params_decl> <block>

:block>
  ::= { <declarations> }
      | { <declarations> <statement_list> }

<statement_list>
  ::= <statement>
      | <statement_list> <statement>

<statement>
  ::= <assignment_statement> ;
      | for ( <assignment_statement> ; <expression> ;
      | <assignment_statement> ) <block>
      | while ( <expression> ) <block>
      | do <block> while ( <expression> ) ;
      | if ( <expression> ) <block>
      | return <expression> ;
      | <atomic_block> <block>

<atomic_block>
  ::= atomic
      | atomic { <atomic_list> }
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```xml
<atomic_list>
 ::= <identifier>
   | <atomic_list>, <identifier>
</atomic_list>

<assignment_statement>
 ::= <expression> = <expression>
   | <expression>
</assignment_statement>

<expression>
 ::= <or_expression>
</expression>

<base_expression>
 ::= <identifier>
   | <number>
   | <char_literal>
   | <string_literal>
   | ( <expression> )
</base_expression>

<postfix_expression>
 ::= <base_expression>
   | <postfix_expression> [ <expression> ]
   | <postfix_expression> <: <expression> :
   | <postfix_expression> ( )
   | <postfix_expression> ( <identifier_arguments> )
   | <postfix_expression> . <identifier>
   | <postfix_expression> -> <identifier>
</postfix_expression>

<unary_expression>
 ::= <postfix_expression>
   | <unary_op> <unary_expression>
</unary_expression>

<cast_expression>
 ::= <unary_expression>
   | [ <type> ] <unary_expression>
   | [ <type> <pointer> ] <unary_expression>
</cast_expression>

<mult_expression>
 ::= <cast_expression>
   | <mult_expression> <mulop> <cast_expression>
</mult_expression>

<add_expression>
 ::= <mult_expression>
   | <addop mult_expression>
   | <add_expression> <addop> <mult_expression>
</add_expression>

<relational_expression>
 ::= <add_expression>
   | <relational_expression> <relop> <add_expression>
</relational_expression>

<and_expression>
 ::= <relational_expression>
</and_expression>
```
| <and_expression> && <relational_expression>

<or_expression>
::= <and_expression>
| <or_expression> || <and_expression>

<unary_op>
::= *
| &

<addop>
::= +
| -

<mulop>
::= *
| /

<relop>
::= <
| <=
| >
| >=
| ==
| !=
Appendix B

History Variable Runtime Library

Below is the source code for the history variable runtime library used by HCC. All of the functions can be compiled using either HCC or any ANSI C compiler.

```c
#ifdef __HCC__
#define __VAR var
#else
#define __VAR
#endif

/*
 * Primitive history variable store. Extended cyclic storage
 */
void __hist_p_store__(int *addr, int **ptr, int current, int depth) {
    /* Overwrite oldest history and update pointer */
    *ptr = *ptr - 1;
    if(*ptr < addr) {
        *ptr = addr + depth - 1;
    }
    **ptr = current;
}

/*
 * Primitive history variable load. Extended cyclic storage.
 */
int __hist_p_load__(int *addr, int current, int *ptr, int depth, int history) {
    if(history == 0) {
        return current;
    }
    /* Find the position in the cycle */
    ptr = ptr + (history - 1);
    if(ptr >= addr + depth) {
        ptr = ptr - depth;
    }
}
```
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return *ptr;
}

/*
 * Primitive history variable store. Flat storage.
 */
void __hist_fp_store__(int *addr, int depth, int value) {
__VAR int *base;

base = addr;
addr = addr + depth;

while(addr > base) {
    *addr = *(addr - 1);
    addr = addr - 1;
}

*base = value;
}

/*
 * Primitive history variable load. Flat storage.
 */
int __hist_fp_load__(int *addr, int depth) {
    return *(addr + depth);
}

/*
 * Initialise an index-wise array. Takes O(n) time.
 */
void __hist_iw_init__(int *addr, int **ptr, int size) {
__VAR int i;

for(i = 0; i < size; i = i + 1) {
    *(ptr + i) = addr + i;
}
}

/*
 * Index-wise store.
 */
void __hist_iw_store__(int *addr, int **ptr, int *current, int index,
                      int size, int depth, int value) {
__VAR int *base, **idx, *cidx;

/* Base of the current index */
base = addr + (size * index);

/* Common subexpression elimination. HCC doesnt do this */

idx = ptr + index;
cidx = current + index;

/* Assign the new value and update the cycle */
*idx = *idx - 1;
if(*idx < base) {
    *idx = base + (depth - 1);
}

/* Assign the value */
**idx = *cidx;
*cidx = value;
}

/* Index-wise load. */
int __hist_iw_load__(int *addr, int *ptr, int *current, int index,
     int depth, int history, int size) {
    __VAR int *pos, *base;

    /* Get the copy value if the history is 0 */
    if(history == 0) {
        return index;
    }

    base = addr + (size * index);
    pos = ptr + index;
    pos = pos + (history - 1);
    if(pos >= base + depth) {
        pos = pos - depth;
    }

    return pos;
}

/* Initialise an array-wise array for use with the O(d) algorithm. */
void __hist_daw_init__(int *addr, int **ptr, int *clist, int **clist_ptr,
     int depth) {
    __VAR int i;
    *ptr = addr;
    *clist_ptr = clist;

    /* Initialise the change-list */
    for(i = 0; i < (depth * 2); i = i + 2) {
        *(clist + i) = 999;
    }
}
はずです

int i, *oldest;

/* Find the oldest history */
 *ptr = *ptr - size;
 if(*ptr < addr) {
   *ptr = addr + ((depth - 1) * size);
 }

/* Copy the current array to the oldest */
for(i = 0; i < size; i = i + 1) {
   *(ptr + i) = *(current + i);
}

/* Assign the new value */
current[index] = value;
}

/* Store a value to an array-wise array using the O(d) algorithm */
void __hist_daw_store__(int *addr, int **ptr, int *current,
                   int depth, int size, int *clist, int **clist_ptr, int index,
                   int value) {

  __VAR int i;

  /* Find the oldest history */
  *ptr = *ptr - size;
  if(*ptr < addr) {
    *ptr = addr + ((depth - 1) * size);
  }

  /* Apply the change list */
  for(i = 0; i < depth; i = i + 1) {
    /* Apply change item. An index of 999 represents a delta pair */
    if(**clist_ptr != 999) {
      *(ptr + **clist_ptr) = *(*clist_ptr + 1);
    }

    /* Move change list pointer */
    *clist_ptr = *clist_ptr + 2;
    if(*clist_ptr >= clist + (depth * 2)) {
      *clist_ptr = clist;
    }
  }
}
/* Write the assignment to the change list */
clist_ptr = *clist_ptr - 2;
if(*clist_ptr < clist) {
    *clist_ptr = clist + ((depth * 2) - 2);
}

**clist_ptr = index;
*(clist_ptr + 1) = value;

/* Assign the new value */
*(current + index) = value;
}

/* Load a value from an array-wise array. Used for both the O(d) and
* the O(n) array-wise algorithms.
*/
int *__hist_aw_load__(int *addr, int *current, int *ptr, int depth,
                        int size, int index, int history) {
    if(history == 0) {
        return current;
    }
    ptr = ptr + ((history - 1) * size);
    if(ptr >= addr + (size * depth)) {
        ptr = ptr - (size * depth);
    }
    return ptr;
}
References


