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Abstract

The two-fluid model (TFM) coupled with the kinetic theory of granular flow (KTGF) permits detailed simulations of fluidisation at industrial scales in practicable computational time. However, the TFM requires several assumptions regarding the particle-fluid and particle-particle interaction. These models require validation using experimental measurements before the simulations can be used to design industrial fluidised beds. In this paper we present experimental measurements using Magnetic Resonance Imaging (MRI) and compare these with TFM simulations. However, from these experimental comparisons alone, it is difficult to identify whether errors in the TFM arise from the particle-fluid or particle-particle interaction, or both. We therefore explore the origins of any inaccuracies in TFM simulations of fluidised beds using a recently-developed Discrete Element Model coupled with volume averaged Computational Fluid Dynamics (DEM-CFD). The DEM-CFD model is shown to provide accurate predictions of the time averaged velocity of the particulate phase. A comparison of the TFM and DEM-CFD results demonstrates that modelling the particulate phase using an ideal KTGF does not accurately represent the fluidisation behaviour. These errors are attributed to the lack of rotational friction effects in the KTGF. However, by introducing an apparent coefficient of restitution to account for rotation, TFM simulations of the voidage and time-averaged particle velocity agree with the experimental and DEM-CFD results more closely.
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1. Introduction

Computational fluid dynamics (CFD) can potentially be used in the design of industrial-scale fluidised beds; however, models have not yet been sufficiently validated. Up to now, commercial fluidisation processes have largely been designed using empirical correlations and scale-up studies involving pilot-scale equipment. Such an approach is costly, time-consuming and prone to error. CFD provides a tool for modelling the fluidising behaviour of industrial scale reactors and hence potentially permits much more of the detailed design to be performed in silico. At present, the most advanced CFD model used for industrial-scale reactors is the two-fluid model (TFM) coupled with the kinetic theory of granular flow (KTGF) [1]. However, the TFM requires several assumptions regarding the particle-fluid and particle-particle interactions, including the premises that (i) the velocities of the particles are Maxwell-Boltzmann distributed, (ii) collisions are only slightly inelastic and described by a constant coefficient of restitution and (iii) that the particle-fluid interaction is governed by a drag model. These two-fluid models, and the underlying assumptions, therefore require further validation before the simulations can be used to design industrial fluidised beds reliably.

The TFM describes the gas and solids motion within a fluidised bed using interpenetrating continua for both the gas and solid phases. In order to describe the solid phase using a continuum model, it is essential to be able to describe the collisions occurring between particles in the particulate phase. The KTGF was introduced to describe the particle phase properties, and TFM simulations incorporating the KTGF have been shown to capture many aspects of fluidisation [2]. Experimental validation of TFMs has most often been performed using relatively simple macroscopic observations of, e.g., the pressure across the bed or expanded bed height and, with certain restrictions, these parameters can be predicted well using the TFM [3]. However, it is unclear if the mesoscopic properties of a fluidised bed, such as the bubble size, bubble rise velocity and the velocities of the particulate phase are accurately described by the TFM. Experimentally, non-invasive imaging techniques such as Magnetic Resonance Imaging (MRI) and Electrical Capacitance Tomography (ECT) are now available to measure these properties, together with granular temperature, [4, 5] in three-dimensional fluidised beds [6]. However, such measurements have not yet been compared with the predictions from TFMs.

One key assumption in the TFM is that the particulate phase is characterized by the so-called “granular temperature”, defined in an analogous manner to the temperature of a gas in the kinetic theory of gases. Validation of the granular temperature model used in the TFM is important, because it defines the apparent viscosity and solids pressure in the particulate phase. However, some confusion exists regarding the definition of the granular temperature, $\Theta$, which may be defined as the volume average of the fluctuating component of the particle velocity:

$$\Theta(t) = \frac{1}{3N} \sum_{k=1}^{3} \sum_{i=1}^{N} \left( v_{p,k}^i(t) - \overline{v_{p,k}^i(t)} \right)^2$$

where $N$ is the number of particles in the cell, $v_{p,k}^i$ is the velocity of the $i$th particle in the $k$th direction and

$$\overline{v_{p,k}^i(t)} = \frac{1}{N} \sum_{i=1}^{N} v_{p,k}^i$$

This definition arises naturally from the volume averaging used to derive the continuum model [7]. Experimental measurements of $\Theta$ are difficult to obtain, especially in dense opaque systems, such as a fluidised bed. This has given rise to an alternative definition of the granular temperature, the bubble granular temperature, $\Theta_b$, which characterizes temporal fluctuations in the average velocity [9]:

$$\Theta_b(t) = \frac{1}{3T} \sum_{k=1}^{3} \sum_{i=1}^{T} \left( v_{p,k}^i(t) - V_k \right)^2$$

where $T$ is the number of discrete observations of the average velocity of the particles, and

$$V_k = \frac{1}{T} \sum_{i=1}^{T} v_{p,k}^i$$
Although $\Theta_b$ is not a measure of the granular temperature as defined in Eq. 1, it is more readily accessible experimentally. The granular temperature has been measured using optical techniques [9] and acoustic noise [10], a hybrid of bubble and particle granular temperature has been measured using MRI [4].

The discrete element method coupled with computational fluid dynamics (DEM-CFD) provides a useful tool for validating the TFM [11, 12]. The DEM-CFD method tracks the motion of all the particles in the system. Due to limitations of computer hardware, the number of particles that can be tracked is typically limited to $\sim 10^6$ and therefore it is not possible currently to use DEM-CFD for simulations at the industrial scale. However, DEM-CFD can model the particle-particle interaction more accurately than the TFM and therefore presents a useful tool to study fundamental aspects of granular flows, and in particular the assumptions inherent in TFM simulations. Particle-particle interaction in DEM-CFD can be modelled using a hard-sphere or soft-sphere approach [13]. Hard-sphere models permit only single particle contacts at a time, but are computationally efficient [14]. Soft-sphere approaches permit contacts among multiple particles but require more complicated and computationally-intensive equations to describe the collisions [15]. Both soft-sphere and hard-sphere approaches have been shown to characterize the fluidisation dynamics [16, 17]. According to the number of particle-particle interactions in a given time, the simulations can be classified into three categories: collision-free flow (dilute phase flow); collision-dominated flow (medium concentration flow) and contact-dominated flow (dense phase flow) [18]. In contact-dominated flow, the rotation of the particles strongly influences the flow of particles [19]. Particle rotation also plays a dominant role in the development of shear bands [20]. In collision-dominated flow, the relative rotation between contacting particles or between a particle and a wall will produce a rolling resistance due to the resulting elastic hysteresis loss [21]. Sometimes, the rolling resistance can be very large if particles undergo an internal circulating flow [21]. These findings indicate that the rotation of particles can provide a means for the dissipation of energy in granular flows.

Lu et al. [11] used DEM-CFD to investigate the KTGF by calculating the normal stress and shear stress from DEM-CFD simulations. The results showed that the effective particle pressure obtained from the DEM-CFD simulations was of similar magnitude to that calculated from the KTGF, but that the apparent viscosity of the solid phase was significantly less than that predicted by the KTGF. Numerical results were not compared with experimental measurements in this study. Goldschmidt et al. [12] compared a hard-sphere DEM-CFD model with TFM simulations and experimental measurements of the bubble shape, time-averaged particle velocity and bed expansion. They concluded that the DEM-CFD model more accurately represents the fluidisation dynamics than the TFM and attributed the difference in behaviour to the effect of particle rotation, which is ignored in the KTGF. However, Goldschmidt et al.’s [12] experimental measurements were restricted to optical observations of particles in a thin, pseudo two-dimensional bed, and it is well known that the fluidisation behaviour of two-dimensional beds is distinctly different from that of three-dimensional beds, e.g., [22], even at a small scale. Therefore, although the KTGF is a fair approximation of the behaviour of the particulate phase in a fluidised bed, it does not completely represent the behaviour of the particulate phase.

In this paper, we compare TFM and DEM-CFD simulations with experimental measurements of the time-averaged particle velocity and granular temperature in a fluidised bed obtained using MRI. The DEM-CFD simulations and experiments are used to investigate the effect of particle rotation, friction, and granular temperature modelling on the TFM simulations.

2. Experiment

Experimental observations were made on a fluidised bed contained in an acrylic tube (i.d. 44 mm, o.d. 60 mm) with a porous glass frit (i.d. 40 mm) as the gas distributor. Rhoeas poppy seeds were the particles fluidised (particle size: $d_p=1.2$ mm; particle density: $\rho_s=900$ kg m$^{-3}$; experimentally measured minimum fluidisation velocity: $U_{mf}=0.3$ m s$^{-1}$ at STP). The initial settled bed height was 30 mm. The bed was fluidised by humidified air at ambient temperature and pressure at $2U_{mf}$. The solids velocity was measured by magnetic resonance imaging using a Bruker DMX 200 spectrometer operating in the vertical orientation at a proton ($^1$H) frequency of 199.7 MHz. For a single measurement of the axial component of the time-averaged velocity of the particles, the acquisition time was 2 hours. Full experimental details are given elsewhere [5].
3. Theory

3.1 TFM.

The TFM is based on the Navier-Stokes equations in which both the fluid and solids phases are treated as continua occupying the same space. Thus, it has two hydrodynamic equation sets, one for each phase, and additional equations are used to describe the interaction between the phases. For the solids phase, the solids pressure and viscosity were determined by the KTGF. Frictional stresses were either ignored or modelled by either the Schaeffer model [23] or the Princeton model [24]; unless otherwise specified, the Princeton model was used. The granular temperature in the fluidised bed was estimated using either the full partial differential transport equation, or a simplified algebraic model. The algebraic model assumes that the granular temperature is in a pseudo-steady state such that the granular temperature in any cell is a balance of the local generation and dissipation terms in the full model. The drag model developed by Beetstra et al. [25] was used to describe the interaction between the gas and solids phase. In this work, the open-source MFIX (Multiphase Flow with Interphase eXchanges CFD code) developed by National Energy Technology Laboratory (NETL) USA was used. The 2nd order superbee scheme was used to discretize the governing equations. A semi-implicit scheme with automatic time-step adjustment was used to reduce the simulation time. A 3D mesh based on cylindrical coordinates with dimensions $11(r) \times 12(\theta) \times 30(z)$ was used to represent a real-space geometry of diameter 44 mm and length 100 mm. The equations of TFM in MFIX are described in detail elsewhere [26]. The superficial velocity for the gas phase was 0.6 m s$^{-1}$. Since the porous frit used in the experiments was 40 mm in diameter, to achieve the correct superficial velocity in the TFM simulation, the gas superficial velocity at the distributor was set to 0.726 m s$^{-1}$ in the 10 cells in the centre of the bed and 0 m s$^{-1}$ for the outermost cell of the grid. The coefficient of restitution for the particulate phase was initially set to 0.93. The simulations were run for 20 s of real time. Time-averaged results were obtained from the final 10 s of the simulation by averaging the velocity or granular temperature of the particulate phase, as appropriate, every 0.01 s.

3.2 DEM-CFD.

The DEM-CFD model has been described elsewhere [27]. Newtonian physics and contact mechanics are used to simulate the motion of each individual particle in the fluidised bed and the volume averaged Navier-Stokes equation is used to simulate the continuum fluid phase. A soft-sphere collision model is used. The normal contact force was determined using a Hertzian model and the tangential contact force was determined by the model of Tsuji et al. [28]. Coulomb’s law was introduced to account for sliding. The particles were modelled such that the coefficient of restitution in a normal collision was 0.93. The drag force of interaction between fluid and particles was modelled using the drag law developed by Beetstra et al. [25]. The particle and fluid motion were stepped forward explicitly in time using the 3rd order Adams-Bashforth scheme. An explicit scheme was used to allow for pressure waves to travel through the system and the 3rd order Adams-Bashforth scheme was used to increase simulation accuracy and stability as compared with first- and second-order time stepping techniques. The fluid was modelled in 3-D cylindrical coordinates and the motion of particles was modelled in 3-D rectangular coordinates.

4. Results

4.1. Comparison of TFM and DEM-CFD simulations with MRI measurements

Figure 1 shows a comparison of TFM and DEM-CFD simulations with MRI measurements of the particle velocity in the fluidised bed at a superficial gas velocity of $2U_{mf}$. The TFM simulations show a qualitatively similar time-averaged particle velocity distribution to that obtained experimentally, with particles rising in the centre of the bed and falling at the walls in a classic gulf-streaming flow pattern. However, the maximum time-averaged velocity predicted by the TFM is only 0.17 m s$^{-1}$, compared with 0.31 m s$^{-1}$ measured using MRI. On the other hand, the DEM-CFD model accurately predicted the time-averaged particle velocities, both qualitatively and quantitatively. The maximum velocity obtained from the DEM-CFD model was 0.31 m s$^{-1}$, in good agreement with that determined experimentally. The only region of the bed in which the DEM-CFD model failed to predict accurately the velocity of the particles is near the top of the bed, where the predicted velocity was approximately 67% of that measured experimentally. This discrepancy might be due to a difference in the expanded bed height, perhaps arising from
inaccuracies in the drag law used [29]. Since the majority of the fluidised bed is accurately simulated using DEM-CFD, it is reasonable to use these results to investigate the assumptions used in the TFM.

Figure 2 shows the time-averaged granular temperature obtained from the MRI measurements, and the TFM and DEM-CFD simulations for the same conditions as that used in Figure 1. Experimentally it is challenging to measure the true granular temperature, $\Theta$, and therefore the granular temperature shown here is $\Theta_b$ [6]. An estimate of $\Theta_b$ was obtained from the DEM-CFD simulations by calculating the variance from the time-averaged velocity of all particles at a given spatial location, a method which closely approximates the experimental measurement. For the TFM, the bubble granular temperature was calculated from the temporal fluctuation in the average particle velocity. The method for calculating the $\Theta_b$ from the TFM is designed to approximate the experimentally-measured value as closely as possible; however, some discrepancies may remain. The magnitude of $\Theta_b$ in the TFM simulations in Figure 2(b) is significantly lower than the experimentally-measured values shown in Figure 2(a), consistent with the lower particle velocity observed in Figure 1. On the other hand, $\Theta_b$ in the DEM-CFD simulations is comparable to that obtained experimentally, although the observed pattern differs with the DEM-CFD model showing significantly greater values of granular temperature at the walls in the dense region of the bed. Although the quantitative agreement between the DEM-CFD and the experiments is not perfect, the results are still sufficiently close for it to be reasonable to use the DEM-CFD model to investigate some of the assumptions inherent in the TFM simulations.

Fig. 1. Time averaged vertical particle velocity obtained from (a) MR experiment, (b) TFM simulation ($e = 0.93$) and (c) DEM-CFD simulation.

Fig. 2. Time-averaged bubble granular temperature obtained from (a) MR experiment, (b) TFM simulation ($e = 0.93$) and (c) DEM-CFD simulation.

4.2. Consideration of particle rotation

Previously, differences between TFM and DEM-CFD simulations have been attributed to the effect of particle rotation [12]. The TFM with the KTGF does not account for any tangential or sliding friction, and therefore the particles are effectively prevented from rotating in this model. In Figure 3, the effect of the rotation of the particles is illustrated by calculating the effective coefficient of restitution resulting from the collision of two spherical particles using our DEM-CFD model as a function of the vertical offset between the centre of the two 1.2 mm diameter particles. For the case shown in Figure 3, with the second sphere initially stationary, we define an effective coefficient of restitution as the ratio of the translational speed of the particles before and after collision, \( i.e.: \)
where \( v_{k,i} \) is the velocity of the \( k \)th particle before collision and \( v_{k,f} \) is the velocity of the \( k \)th particle after collision. The fluid phase was not included in these simulations. For collisions that are close to the central axis of the two particles, i.e. with a vertical offset < 0.2 mm, the coefficient of restitution is constant at a value of \( \sim 0.93 \). However, as the offset between the two particles increases, rotational effects become more significant and some of the energy of the particles prior to collision is transferred to rotational motion of the particles and is lost from the translational motion. The effective coefficient of restitution therefore decreases, reaching a minimum at an offset of approximately 0.8 mm. For glancing collisions, the energy absorbed by the particles during the collision decreases and the coefficient of restitution approaches 1. Similar values for \( e \) were obtained, regardless of the initial velocity and initial rotation of the particle.

Fig. 3. Schematic diagram of (a) a two-ball collision model and (b) the apparent coefficient of restitution as a function of the vertical offset between the two balls. The effective coefficient of restitution is calculated from the change in the magnitude of the momentum following collision. (\( v_i = 0.5 \) m/s; \( \omega_{i,z} = 150 \) rad/s; \( d_p = 1.2 \) mm). The slight discontinuity at an offset of \( \sim 0.5 \) mm corresponds to the transition from sticking to sliding friction.

Goldschmidt et al. [12] observed the effect of rotation on the apparent coefficient of restitution and introduced an effective coefficient of restitution to their TFM simulations, based on the collision model of Jenkins and Zhang [30], to account for the effect of rotation of the particles. They related the effective coefficient of restitution \( (e_{\text{eff}}) \) to the coefficient of normal restitution \( (e_n) \), coefficient of tangential restitution \( (f_0) \), and the dynamic coefficient of friction \( (\mu) \). The value of \( \mu \) for poppy seeds is \( \sim 0.4 \) [31, 32], so, according to the equations given by Goldschmidt et al. [12], \( e_{\text{eff}} \sim 0.70 \) and is largely independent of the coefficient of tangential restitution. However, the simulations shown in Figure 3 suggest that \( e_{\text{eff}} \) is somewhat larger than this, as the minimum of the calculated coefficient of restitution is approximately 0.87.

Accordingly, the TFM simulations shown in Figure 1 were repeated with an effective coefficient of restitution of either \( e = 0.87 \) or \( e = 0.7 \). At the same time, the DEM-CFD simulations were repeated with all rotational forces set to zero to provide a comparison for the TFM simulations with \( e = 0.93 \). The results of these simulations are shown in Figure 4. The DEM-CFD simulations with rotation turned off, Figure 4a, show significantly lower time-averaged particle velocities than those observed with particle rotation. The maximum time-averaged particle velocity from these simulations was 0.21 m s\(^{-1}\), approaching that of 0.17 m s\(^{-1}\) obtained from the TFM simulations with \( e = 0.93 \). Thus, the DEM-CFD simulations in which particle rotation is not included are consistent with the TFM simulations, as also shown by Goldschmidt et al. [12]. Lowering the effective coefficient of restitution in the TFM simulations to 0.87 results in a higher time-averaged particle velocity, as shown in Figure 4b. For the TFM simulations, the maximum time-averaged particle velocity was 0.25 m s\(^{-1}\) for \( e = 0.87 \), approaching the maximum particle velocity of 0.31 m s\(^{-1}\) obtained from the DEM-CFD simulation with rotation, and that measured experimentally. Further decreasing the effective coefficient of restitution resulted in a small decrease in the averaged particle velocity and a significant reduction in the width of region in which particles are travelling upwards, as seen in Figure 4c.
Figure 5 shows the bubble granular temperature obtained from the simulations used to generate Figure 4. The DEM-CFD simulations with no rotation, Figure 5a, show that the bubble granular temperature is approximately constant over the cross section of the bed, whereas the TFM simulations with $e = 0.93$, Figure 2(b), show a significant increase in the granular temperature in the centre of the bed. Despite this variation, the magnitude of the bubble granular temperature in both simulations is consistent, again highlighting the importance of the rotational effects on the particle motion in the bed. The TFM simulations with $e = 0.87$ and $0.7$ result in significantly greater bubble granular temperatures than those observed with $e = 0.93$. The distribution of bubble granular temperatures with $e = 0.7$ is larger than that observed experimentally. With $e = 0.87$, the magnitude of the bubble granular temperature is closer to that observed experimentally, although the values are still somewhat lower than those given by the DEM-CFD (with rotation) and by MRI measurement. These results support the idea that reducing the coefficient of restitution in TFM helps to account for the effect of rotation; however, they also suggest that additional factors may also apply.

4.3. TFM simulation with and without frictional stress

Granular flow can be classified into two distinct flow regimes: a viscous rapid-shear regime in which stresses arise because of collisional or translational transfer of momentum, and a plastic or slow-shear regime, in which stresses arise because of friction between particles in enduring contact [34]. In TFM simulations, collisional stresses are modelled using the KTGF whilst frictional stress is typically modelled using theory developed for soil mechanics [24]. However, there is uncertainty over the best approach for modelling frictional stresses in TFM simulations. Here, TFM simulations with no frictional stress are compared with the frictional stress model of Schaeffer et al. [23] (Schaeffer model) and that of Srivastava and Sundaresan [24] (Princeton model). The Schaeffer model is for quasi-static flow and is strictly valid only at the critical state where the granular assembly deforms without any change in volume. The Princeton model accounts for strain-state fluctuations and slow relaxation of the assembly to the yield surface and hence includes volume changes during deformation [24]. The time-averaged particle velocities obtained with all three of these simulations were found to be nearly identical, and therefore these results are not shown.
Instead to compare the simulations using different frictional stress models, Figure 6 shows the distribution of time-averaged true granular temperature $\Theta$ within the fluidised bed. When a model with no frictional stress is used, the granular temperature in the centre of the fluidised bed is significantly greater than that seen when either of the frictional stress models are used; there was no observable difference in the distribution of the granular temperature obtained using the Schaeffer model and the Princeton model. Furthermore, the distributions of granular temperatures obtained from the TFM simulations that include a frictional stress model are in good agreement with the distribution obtained from the DEM-CFD simulations, as shown in Figure 6(a). These results indicate that it is important to model the frictional stress when simulating bubbling fluidised beds with the TFM, as shown by others [24]. The Schaeffer model has the advantage for this system, being computationally simpler than the Princeton model.

![Fig. 6. True granular temperature obtained from (a) DEM-CFD, (b) TFM simulation ($\epsilon = 0.87$) without frictional stress, (c) TFM simulation ($\epsilon = 0.87$) with the Schaeffer model for frictional stress and (d) TFM simulation ($\epsilon = 0.87$) with the Princeton model for frictional stress.]

4.4. TFM simulation with full transport equation and local dissipation equations of granular temperature

A key parameter in TFM simulations is the granular temperature, because it determines the effective pressure and viscosity of the particulate phase. In the TFM, the granular temperature is calculated as an independent variable for the particulate phase with a partial differential equation describing the generation, dissipation and transport of the granular temperature (PDE model). It is common practice to simplify TFM calculations by using a pseudo-steady state assumption for the granular temperature, in which the granular temperature at any location within the bed is simply determined by the balance between the generation and dissipation terms [28]. This simplification means that the granular temperature can be described by an algebraic equation, because transport of the granular temperature is assumed to be negligible (algebraic model). Figure 7 shows the time-averaged particle velocity obtained from the TFM simulations using both the full PDE form of the granular temperature model and the simplified algebraic form; in both cases $\epsilon = 0.87$ was used with the Schaeffer model for frictional stress. The time-averaged velocities resulting from these simulations are quite similar; however, the algebraic form of the granular temperature model produces a central core with a narrow base widening towards the top of the bed. The time-averaged particle velocities using the algebraic model are larger than those obtained using the PDE model for the granular temperature. The velocities obtained from the algebraic model are similar to those measured experimentally ($\sim 0.30$ m s$^{-1}$), whilst the velocities obtained from the full PDE model are lower (0.25 m s$^{-1}$). These results suggest that perhaps it would be better to use the simplified, algebraic model for the granular temperature when modelling the fluidised bed.

To investigate these assumptions further, a distribution of granular temperature was calculated from the DEM-CFD model and compared with that obtained from the TFM. In this case, the true granular temperature was considered and therefore it cannot be compared with the results of experiments. The resulting distributions of granular temperature from the TFM and DEM-CFD are shown in Figure 8. The DEM-CFD results indicate that the granular temperature is approximately 1 to $2 \times 10^{-3}$ m$^2$ s$^{-2}$ throughout the region of the central core. This is in broad agreement with the value obtained from the TFM when using the PDE model of the granular temperature. However, the TFM simulations using the algebraic form of the granular temperature model produced significantly larger values in the core region, often $> 2 \times 10^{-3}$ m$^2$ s$^{-2}$, whilst the granular temperature approached zero towards the walls. Therefore, although the time-averaged velocities are similar, the DEM-CFD results indicate that it is not justified to use the algebraic form of the granular temperature in a bubbling fluidised bed, and that the pseudo-steady state simplification is invalid, as expected.
Fig. 7. Time-averaged vertical particle velocity obtained from the TFM simulation ($e = 0.87$) using (a) pde model for the granular temperature and (b) the algebraic, or pseudo-steady state, model for the granular temperature. In both cases the Schaeffer model for frictional stress was used.

Fig. 8 True granular temperature obtained from (a) TFM simulation ($e = 0.87$) using the pde model for the granular temperature and (b) TFM simulation ($e = 0.87$) using the algebraic model for the granular temperature. In both TFM simulations the Schaeffer model was used for frictional stress.

5. Conclusions

This research compares two approaches to modelling a bubbling fluidised bed, using either TFMs or DEM-CFD, with experimental observations. The DEM-CFD simulations were found to be in good agreement with the MRI experiments, indicating that the DEM-CFD model could be used for a more detailed analysis of the TFM. The TFM was found to underpredict the time-averaged particle velocity measured by MRI. By comparison with DEM-CFD simulations, it was concluded that the major reason for this discrepancy was the effect of particle rotation which is not included in the conventional KTGF closure model used to characterize the particle phase. The TFM can approximate the behaviour of the fluidised bed more accurately if an apparent coefficient of restitution is introduced to characterize the dissipation of kinetic energy arising from tangential frictional forces occurring during collisions of particles. Finally, the importance of incorporating a frictional stress model for the particle phase was demonstrated by comparison of the granular temperature predicted from the TFM and the DEM-CFD simulations. If either the Schaeffer or Princeton model for the frictional stresses is used, the granular temperature distribution obtained from the TFM simulations shows good agreement with the DEM-CFD simulations.
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