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Exact Performance Analysis of Optimum Combining With Multiple Interferers
in Flat Rayleigh Fading

Peter J. Smith

Abstract—This letter provides a comprehensive overview and
extension of recent results on outage probabilities and bit-error
rates (BER) for optimal combiners in the presence of multiple
interferers and additive noise. Desired signal and interferers are
subject to flat Rayleigh fading and all channels are independent.
In addition to summarizing previous work, this letter also derives
the BER for a wider range of modulations than previously con-
sidered. We show that previous approximate results on the equal
power interferer case where the number of interferers is less than
the number of antenna elements can be made exact in a straight-
forward way. Finally we extend previous work on the single and
double interferer case to the general case of arbitrary numbers of
interferers.

Index Terms—MMSE linear combining, optimum combining,
rayleigh fading.

I. INTRODUCTION

W E CONSIDER the performance of ideal minimum
mean-square error (MMSE) combiners using linear

combining in the presence of multiple interferers with Rayleigh
fading additive interference channels. Such systems have been
studied intensively [1]–[9] and it is well known that the
MMSE solution corresponds to maximizing the output signal-
to-interference-plus-noise ratio (SINR). The most complete
analysis to date is that given in [10]–[12] which provides ex-
act formulations for the density of the output SINR and outage
probabilities. As a special case of this work, it is straightforward
to consider the situation where the interferers have equal powers
and there are fewer interferers than antenna elements. Hence,
the approximate densities and outage probabilities discussed
in [13] can be made exact. In [13] approximate BER values are
also derived for a range of modulations. In situations where the
conditional probability of error is an exponential function of the
SINR (i.e., DPSK) the exact BER is given in [14], [15] for the
general case. For other modulations, i.e., BPSK or OFSK, the
conditional probability of error contains the complementary er-
ror function. Here fewer results are available. In [16], the exact
BER is given for the single interferer case in a form which re-
quires numerical integration. In [17], the case of two interferers
is handled exactly. In Section III-B we extend these results to
give the solution for an arbitrary number of interferers without
the need for numerical integration. In summary, we derive the
exact BER for all three modulations for an arbitrary number of

Paper approved by V. A. Aalo, the Editor for Transmission Systems of IEEE
Communications Society. Manuscript received August 7, 2001; revised Decem-
ber 2, 2002.

The author is with the Department of Electrical and Electronic Engi-
neering, University of Canterbury, Christchurch 8140, New Zealand (e-mail:
p.smith@elec.canterbury.ac.nz).

Digital Object Identifier 10.1109/TCOMM.2007.904354

interferers. For completeness we also give the exact BER results
for the special case discussed in [13].

The layout of the letter is as follows. In Section II, we re-
call exact formulae for the general output SINR distribution
[10]–[12] and derive equivalent results for the equal power in-
terferer special case [13]. In Section III we quote some previous
BER results and derive the exact BER for some new modulation
types. Results are given both for the general case and the equal
power interferer case [13].

II. THE SINR DISTRIBUTION

The context is identical to that considered in [12] where M
antenna elements are used in linear MMSE combining with N
interferers in a Rayleigh fading channel with additive noise. It
is assumed that the desired and interfering sources are from
some iid zero-mean random process with magnitude variance
a2. The average received power of the nth source is a2Pn at each
antenna element where n = 0 denotes the desired source and
n ∈ {1, 2, . . . , N} denotes the interferers. The relative interferer
powers are denoted Γn = Pn/P0. The additive noise is modeled
by an independent zero-mean complex Gaussian noise process
with magnitude variance σ2. The average signal-to-noise ratio
at each combiner input is denoted by γ = a2P0/σ2.

If Z is the combiner’s output SINR for such a sys-
tem then F (z) = P (Z ≤ z) is the outage probability and
R(z) = 1 − F (z) is the reliability. In [12] the reliability
function is derived as

R(z) = exp(−z/γ)
M∑

m=1

Am (z)
(m − 1)!

(z/γ)m−1 (1)

where

Am (z) =




1, M ≥ N + m

1+
∑M −m

i=1
Ci z

i∏N

n =1
(1+Γn z)

, M < N + m
(2)

and Ci is the coefficient of zi in
∏N

n=1(1 + Γnz), i.e.,

Ci =
∑

1≤n1< ···<ni ≤N

Γn1Γn2 · · ·Γni
. (3)

In fact, computation of Am (z) is best performed by the simple
recursion in [12] rather than the direct use of (2) and (3). The
SINR density is also given in [12] for the interference limited
case (σ2 = 0) and has the simple form

f(z) =
N∑

i=1

αi(1 + Γiz)−2 (4)
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where

αi = (−1)N −M ΓN −M +1
i

∑
Γi1Γi2 · · ·ΓiM −1

×


∏

j �=i

(Γj − Γi)



−1

(5)

and the summation in (5) is over all 1 ≤ i1 < i1 < · · · <
iM −1 ≤ N such that ij �= i.

For large values of M,N (5) can be numerically difficult and
so (4) is rewritten in [14] to give the numerically stable version

f(z) =
N∑

i=1

diz
M +i−2

N∏
j=1

(1 + Γj z)−2 (6)

where

di =
min(M −1,i−1)∑

k=max(0,i−N +M +1)

(i − 2k + M − 1)CkCi−k+M −1

(7)
and Ci is defined in (3). Versions of (4) and (6) for the case
where σ2 �= 0 can also be found in [14].

Now consider the special case discussed in [13] where there
are more antenna elements than interferers. If we let M = N +
B then [12] gives the version of (1), as shown below:

R(z) = exp(−z/γ)
B∑

m=1

(z/γ)m−1

(m − 1)!

+ exp(−z/γ)
M∑

m=B+1

(z/γ)m−1

(m − 1)!
Am (z). (8)

For the equal interferer power case we have Γ1 = Γ2 = · · · =
ΓN = Γ and (8) collapses to

R(z) = exp(−z/γ)
B∑

m=1

(z/γ)m−1

(m − 1)!
+ exp(−z/γ)

×
M∑

m=B+1

(z/γ)m−1

(m − 1)!

M −m∑
i=0

(
N

i

)
(Γz)i(1 + Γz)−N (9)

Writing (9) as R(z) = R1(z) + exp(−z/γ)R2(z) we see that
the density can be written as

f(z) = −R′
1(z) + γ−1 exp(−z/γ)R2(z) − exp(−z/γ)R′

2(z)

= −R′
1(z) + R3(z) (10)

Some straightforward differentiation gives

R′
1(z) = γ−1 exp(−z/γ)

B∑
m=1

(z/γ)m−2

(m − 1)!
[m − 1 − z/γ] (11)

and

R3(z) = exp(−z/γ)
M∑

m=B+1

{(
1
γ
− m − 1

z
+

NΓ
1 + Γz

)
tm (z)

− (z − γ)m−1

(m − 1)!

[
M −m∑
i=1

(
N

i

)
(iΓ)(Γz)i−1(1+Γz)−N

]}

(12)

where

tm (z) =
(z/γ)m−1

(m − 1)!

[
M −m∑
i=0

(
N

i

)
(Γz)i(1 + Γz)−N

]
(13)

Hence, the exact outage probabilities are available from (9) and
the exact density from (10)–(13). Hence, the approximate results
in [13] can be made exact.

III. BER CALCULATIONS

In [13] the BER at the output of the receiver is given by

Pe =
∫ ∞

0

Pe(z)f(z) dz (14)

where f(z) is the SINR density and Pe(z) is the conditional
probability of error for a given modulation. From [13], [18] we
have the conditional probabilities for three binary modulations

1) BPSK : Pe(z) =
1
2
erfc(

√
z)

2) DPSK : Pe(z) =
1
2
e−z

3) OFSK : Pe(z) =
1
2
erfc(

√
z/2)

where erfc(x) = (2/
√

π)
∫ +∞

x e−t2dt is the complementary er-
ror function.

In fact, it usually turns out to be easier to integrate (14) by
parts since F (z) or R(z) are more compact than f(z). This
gives

Pe =
1
2

+
∫ ∞

0

P ′
e(z)R(z) dz (15)

A. DPSK Modulation

Here, we have the version of (15) given by

Pe =
1
2

(
1 −

∫ ∞

0

exp(−z)R(z) dz

)
(16)

For the general case this was evaluated in [14] giving

Pe =
1
2

(
1 −

M∑
m=1

N∑
i=1

αi(m)
(m − 1)!Γ2

i γ
m−1

×
{

(−1)m−1Γ−(m−1)
i exp(δ/Γi)E1(δ/Γi)

+
m−1∑
k=1

(k − 1)!(−1/Γi)m−1−k δ−k

})
(17)

where δ = 1 + 1/γ and E1(x) is the exponential integral
E1(x) =

∫ ∞
x exp(−t)/t dt, x > 0. The coefficients αi(m) are

given by (5) except that M is replaced by M − m + 1 in the
formula.

For the interference limited system the result is simpler [15]
and is given by

Pe =
1
2

N∑
i=1

αiΓ−2
i (Γi − exp(1/Γi))E1(1/Γi) (18)
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For the equal power interference special case substituting (9) in
(16) gives

Pe =
1
2
− 1

2

B∑
m=1

γ−(m−1)

(m − 1)!

∫ ∞

0

zm−1 exp(−δz) dz

− 1
2

M∑
m=B+1

γ−(m−1)

(m − 1)!

M −m∑
i=0

(
N

i

)
Γi

×
∫ ∞

0

zi+m−1 exp(−δz)(1 + Γz)−N dz (19)

where δ = 1 + 1/γ. The first integral in (9) is simply the gamma
function and the second is also a standard integral [19]. Hence
we can write

Pe =
1
2
− 1

2
(1 − (1 + γ)−B ) − 1

2

M∑
m=B+1

γ−(m−1)

(m − 1)!

×
M −m∑
i=0

(
N

i

)
ΓiI(i + m − 1, δ,Γ, N) (20)

and using results [2, eq. (9.210)], [4, eq. (9.211)], and [19] the
integral in (20) can be written as

I(r, δ,Γ, N)

=
Γ(r + 1)

Γr+1

{
Γ(N − r + 1)

Γ(N)
Φ(r + 1, r + 2 − N ; δ/Γ)

+
Γ(r + 1 − N)

Γ(r + 1)

(
δ

Γ

)N −r−1

Φ(N,N − r; δ/Γ)

}
(21)

where Φ(·) is the confluent hypergeometric function. Computa-
tion of Φ(·) can be achieved through various series methods [20],
[21].

B. BPSK and OFSK Modulations

Here, we have the version of (15) given by

Pe =
1
2
− 1

2

∫ ∞

0

erf ′(
√

µz)R(z) dz (22)

using erf(x) = 1 − erfc(x) and µ = 1 (BPSK), µ = 2 (OFSK).
Differentiating the erf(·) function in (22) gives

Pe =
1
2
− 1

2

√
µ

π

∫ ∞

0

z−1/2 exp(−µz)R(z) dz. (23)

In [14] the reliability in (1) was expanded in the form

R(z)=exp(−z/γ)
M∑

m=1

(z/γ)m−1

(m − 1)!

N∑
i=1

(αi(m)/Γi)(1+Γiz)−1

(24)
where αi(m) is defined in Section III-A above. Substituting (24)
in (23) gives

Pe =
1
2
− 1

2

√
µ

π

M∑
m=1

γ−(m−1)

(m − 1)!

N∑
i=1

(αi(m)/Γi)

×
∫ ∞

0

zm−3/2(1 + Γiz)−1 exp(−δ1z) dz (25)

where δ1 = µ + 1/γ. The integral in (25) can be expressed as
a complementary incomplete gamma function using the result
[6, eq. (2.1.3)], [22]. Hence

Pe =
1
2
− 1

2

√
µ

π

M∑
m=1

γ−(m−1)

(m − 1)!

×
N∑

i=1

αi(m)Γ(m − 1/2)Γ−(m+1/2)
i

× exp(δ1/Γi)Γ(−m + 3/2, δ1/Γi) (26)

where Γ(v, x) =
∫ ∞

x tv−1 exp(−t) dt.
For the interference limited case (σ2 = 0) the density given

in (4) has a simple form and so the BER formula (14) may be
used directly giving

Pe =
N∑

i=1

(αi/2)
∫ ∞

0

erfc(
√

µz)(1 + Γiz)−2 dz

=
N∑

i=1

(αi/
√

π)
∫ ∞

0

∫ ∞

√
µz

exp(−t2)(1 + Γiz)−2 dt dz

=
N∑

i=1

(αi/
√

π)
∫ ∞

0

∫ t2/µ

0

(1 + Γiz)−2 dz exp(−t2) dt

=
N∑

i=1

(αi/
√

π)
∫ ∞

0

exp(−t2)[1 − (1 + Γi t
2/µ)−1]/Γi dt

=
N∑

i=1

αi

2Γi

(
1 −

√
µπ

Γi
exp(µ/Γi)erfc(

√
µ/Γi)

)
(27)

using the result [21, eq.(7.4.11)].
For the equal power interferers special case we substitute (9)

in (23) to give

Pe =
1
2
− 1

2

√
µ

π

{
B∑

m=1

γ−(m−1)

(m − 1)!

∫ ∞

0

zm−3/2 exp(−δ1z) dz

+
M∑

m=B+1

γ−(m−1)

(m − 1)!

M −m∑
i=0

(
N

i

)
Γi

×
∫ ∞

0

zm+i−3/2(1 + Γz)−N exp(−δ1z) dz

}
(28)

where δ1 = µ + 1/γ. As before in (19) the first integral in (28)
is a gamma function and the second can be written as a standard
integral. Hence, we have

Pe =
1
2
− 1

2

√
µ

π

{
B∑

m=1

γ−(m−1)Γ(m − 1/2)

(m − 1)!δm−1/2
1
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+
M∑

m=B+1

γ−(m−1)

(m − 1)!

M −m∑
i=0

(
N

i

)
ΓiI(m + i − 3/2, δ1,Γ, N)

}

where I(.) is defined in (21).

IV. CONCLUSION

We have given an overview of recent results on outage prob-
abilities and bit-error rates (BER) for optimal combiners in the
presence of arbitrary numbers of Rayleigh fading cochannel in-
terferers and additive noise. In addition to summarizing previous
works, this letter also derives the exact BER for a wider range
of modulations than was previously available. This extends the
work on approximate BER performance and single or double
interferer results and enables a fast and complete analysis of
such systems.
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