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Assessment of CPT-based methods for liquefaction evaluation in a
liquefaction potential index framework

B. W. MAURER�, R . A. GREEN�, M. CUBRINOVSKI† and B. A. BRADLEY†

In practice, several competing liquefaction evaluation procedures (LEPs) are used to compute factors
of safety against soil liquefaction, often for use within a liquefaction potential index (LPI) framework
to assess liquefaction hazard. At present, the influence of the selected LEP on the accuracy of LPI
hazard assessment is unknown, and the need for LEP-specific calibrations of the LPI hazard scale has
never been thoroughly investigated. Therefore, the aim of this study is to assess the efficacy of three
CPT-based LEPs from the literature, operating within the LPI framework, for predicting the severity
of liquefaction manifestation. Utilising more than 7000 liquefaction case studies from the 2010–2011
Canterbury (NZ) earthquake sequence, this study found that: (a) the relationship between liquefaction
manifestation severity and computed LPI values is LEP-specific; (b) using a calibrated, LEP-specific
hazard scale, the performance of the LPI models is essentially equivalent; and (c) the existing LPI
framework has inherent limitations, resulting in inconsistent severity predictions against field observa-
tions for certain soil profiles, regardless of which LEP is used. It is unlikely that revisions of the
LEPs will completely resolve these erroneous assessments. Rather, a revised index which more
adequately accounts for the mechanics of liquefaction manifestation is needed.
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INTRODUCTION
The objective of this study is to assess the efficacy of three
common cone penetration test (CPT)-based liquefaction eva-
luation procedures (LEPs), operating within a liquefaction
potential index (LPI) framework, for predicting the severity
of surficial liquefaction manifestation, which is commonly
used as a proxy for liquefaction damage potential. Utilising
data from the 2010–2011 Canterbury earthquakes, this study
investigates the influence of the selected LEP on the accu-
racy of hazard assessments, and assesses the need for LEP-
specific calibrations of the LPI hazard scale. Towards this
end, the deterministic LEPs of Robertson & Wride (1998)
(R&W98), Moss et al. (2006) (MEA06), and Idriss &
Boulanger (2008) (I&B08) are evaluated.

While the ‘simplified’ LEP (Seed & Idriss, 1971; Whit-
man, 1971) is central to most liquefaction hazard assess-
ments, the output from an LEP is not a direct quantification
of liquefaction damage potential, but rather is the factor of
safety against liquefaction triggering (FSliq) in a soil stratum
at depth. Iwasaki et al. (1978) proposed the LPI to link
liquefaction triggering at depth to damage potential, where
LPI is computed as

LPI ¼
ð20 m

0

Fw(z)dz (1)

where F ¼ 1 � FSliq for FSliq < 1 and F ¼ 0 for FSliq . 1;
w(z) is a depth weighting function given by w(z) ¼ 10 � 0.5z;
and z is depth in metres below the ground surface. Thus, it is

assumed that the severity of liquefaction manifestation is
proportional to the thickness of a liquefied layer, the proxi-
mity of the layer to the ground surface, and the amount by
which FSliq is less than 1.0. Given this definition, LPI can
range from 0 to a maximum of 100 (i.e. where FSliq is zero
over the entire 20 m depth). Analysing SPT data from 55
sites in Japan, Iwasaki et al. (1978) proposed that severe
liquefaction should be expected for sites where LPI . 15 but
not where LPI , 5. This criterion for liquefaction manifesta-
tion, defined by two threshold values of LPI, is subsequently
referred to as the Iwasaki criterion. However, in using the
LPI framework to assess liquefaction hazard in current prac-
tice, it is not always appreciated that the Iwasaki criterion is
inherently linked to the LEP that was in common use in
Japan in 1978, which differs significantly from those com-
monly used today. Also, it has been shown that the various
LEPs used in today’s practice can result in different FSliq

values for the same soil profile and earthquake scenario (e.g.
Green et al., 2014), and thus different LPI values. These
differences have led to confusion as to which LEP is the most
accurate, and whether the Iwasaki criterion is equally effec-
tive for all LEPs.

The 2010–2011 Canterbury earthquake sequence (CES)
resulted in a liquefaction dataset of unprecedented size and
quality, presenting a unique opportunity to assess the effi-
cacy of liquefaction analytics (e.g. Cubrinovski & Green,
2010; Cubrinovski et al., 2011; Bradley & Cubrinovski,
2011). Towards this end, Maurer et al. (2014) evaluated LPI
during the CES at approximately 1200 sites using the
R&W98 CPT-based LEP. Although the Iwasaki criterion was
found to be effective in a general sense, LPI hazard assess-
ments were erroneous for a portion of the study area. In
practice, several competing LEPs are used to assess liquefac-
tion hazard in an LPI framework (e.g. Sonmez, 2003; Toprak
& Holzer, 2003; Baise et al., 2006; Holzer et al., 2006a,
2006b; Lenz & Baise, 2007; Cramer et al., 2008; Hayati &
Andrus, 2008; Holzer, 2008; Chung & Rogers, 2011; Kang
et al., 2014), but the need for LEP-specific calibration of the
LPI hazard scale has never been thoroughly investigated.

Manuscript received 31 March 2014; revised manuscript accepted 9
January 2015. Published online ahead of print 23 February 2015.
Discussion on this paper closes on 1 October 2015, for further details
see p. ii.
� Department of Civil and Environmental Engineering, Virginia Tech,
Blacksburg, Virginia, USA.
† Department of Civil and Natural Resources Engineering, University
of Canterbury, Christchurch, New Zealand.



Therefore, the objective of this study is to assess the efficacy
of the R&W98, MEA06 and I&B08 CPT-based LEPs,
operating within the LPI framework, for predicting the
severity of surficial liquefaction manifestation. Utilising
more than 7000 liquefaction case studies from the CES, this
study evaluates the influence of the selected LEP on the
accuracy of hazard assessment, and assesses the need for
LEP-specific calibrations of the LPI hazard scale. This
evaluation is performed using receiver operating characteris-
tic (ROC) analyses, which are commonly used to assess the
performance of medical diagnostics (e.g. Zou, 2007).

In the following, the high-quality liquefaction case history
dataset resulting from the CES is briefly summarised. This
is followed by a description of how LPI was computed using
three common CPT-based LEPs. An overview of ROC
analyses is then presented, which is followed by the analysis
of the LPI data. The influence of the LEP on the accuracy
of LPI hazard assessment is then discussed.

DATA AND METHODOLOGY
The 2010–2011 CES began with the moment magnitude

(Mw) 7.1, 4 September 2010 Darfield earthquake and in-
cludes up to ten events that are known to have induced
liquefaction in the affected region (Quigley et al., 2013).
However, most notably, widespread liquefaction was induced
by the Darfield earthquake and the Mw 6.2, 22 February
2011 Christchurch earthquake (e.g. Green et al., 2014).
Ground motions from these events were recorded by a dense
network of strong motion stations (e.g. Bradley & Cubri-
novski, 2011), and due to the extent of liquefaction, the
New Zealand Earthquake Commission funded an extensive
geotechnical reconnaissance and characterisation programme
(Murahidy et al., 2012). The combination of densely re-
corded ground motions, well-documented liquefaction re-
sponse and detailed subsurface characterisation comprises
the high-quality dataset used for this study. To evaluate the
influence of the LEP operating in the LPI framework, a large
database of CPT soundings performed across Christchurch
and its environs (CGD, 2012a) are analysed in conjunction
with liquefaction observations made following the Darfield
and Christchurch events.

CPT soundings
This study utilises 3616 CPT soundings performed at sites

where the severity of liquefaction manifestation was well
documented following both the Darfield and Christchurch
earthquakes, resulting in more than 7000 liquefaction case
studies. In the process of compiling these case studies, CPT
soundings were first rejected from the study as follows. First,
CPTs were rejected if the depth of ‘pre-drill’ significantly
exceeded the estimated depth of the ground-water table
(GWT), a condition arising at sites where buried utilities
needed to be safely bypassed before testing could begin.
Second, to identify soundings prematurely terminating on
shallow gravels, termination depths of CPT soundings were
geo-spatially analysed using an Anselin local Moran’s I
analysis (Anselin, 1995) and soundings with anomalously
shallow termination depths were removed from the study.
For a complete discussion of CPT soundings and the geospa-
tial analysis used herein, see Maurer et al. (2014).

Liquefaction severity
Observations of liquefaction and the severity of manifesta-

tions were made by the authors for each of the CPT
sounding locations following both the Darfield and Christch-
urch earthquakes. This was accomplished by ground recon-

naissance and using high-resolution aerial and satellite
imagery (CGD, 2012b) performed in the days immediately
following each of the earthquakes. CPT sites were assigned
one of six damage classifications, as described in Table 1,
where the classifications describe the predominant damage
mechanism and manifestation of liquefaction. For example,
some ‘severe liquefaction’ sites also had minor lateral
spreading, and likewise, many ‘lateral spreading’ sites also
had some amount of liquefaction ejecta present. Of the more
than 7000 cases compiled, 48% are cases of ‘no manifesta-
tion’, and 52% are cases where manifestations were ob-
served and classified in accordance with Table 1.

Estimation of amax (peak ground acceleration)
To evaluate FSliq using the three LEPs (i.e. R&W98,

MEA06 and I&B08), the peak ground accelerations (PGAs)
at the ground surface were computed using the robust
procedure discussed in detail by Bradley (2013a) and used
by Green et al. (2011, 2014) and Maurer et al. (2014). The
Bradley (2013a) procedure combines unconditional PGA
distributions estimated by the Bradley (2013b) ground
motion prediction equation, recorded PGAs from strong
motion stations, and the spatial correlation of intra-event
residuals to compute the conditional PGA distribution at
sites of interest.

Estimation of ground-water table depth
Given the sensitivity of liquefaction hazard and computed

LPI values to GWT depth (e.g. Chung & Rogers, 2011;
Maurer et al., 2014), accurate measurement of GWT depth
is critical. For this study, GWT depths were sourced from
the robust, event-specific regional ground-water models of
van Ballegooy et al. (2014). These models, which reflect
seasonal and localised fluctuations across the region, were
derived in part using monitoring data from a network of
,1000 piezometers and provide a best estimate of GWT
depths immediately prior to the Darfield and Christchurch
earthquakes.

Liquefaction evaluation and LPI
The value of FSliq was computed using the deterministic

CPT-based LEPs of R&W98, MEA06 and I&B08, where
the soil behaviour type index, Ic, was used to identify

Table 1. Liquefaction severity classification criteria (after Green
et al., 2014)

Classification Criteria

No manifestation No surficial liquefaction manifestation or lateral
spread cracking

Marginal
manifestation

Small, isolated liquefaction features; streets had
traces of ejecta or wet patches less than a vehicle
width; ,5% of ground surface covered by ejecta

Moderate
manifestation

Groups of liquefaction features; streets had ejecta
patches greater than a vehicle width but were still
passable; 5–40% of ground surface covered by
ejecta

Severe
manifestation

Large masses of adjoining liquefaction features,
streets impassable owing to liquefaction; .40% of
ground surface covered by ejecta

Lateral spreading Lateral spread cracks were predominant
manifestation and damage mechanism, but crack
displacements ,200 mm

Severe lateral
spreading

Extensive lateral spreading and/or large open
cracks extending across the ground surface with
.200 mm crack displacement
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non-liquefiable strata; soils having Ic . 2.6 were considered
too plastic to liquefy. Soil unit weights were estimated for
each procedure using the method of Robertson & Cabal
(2010). For the MEA06 procedure, the stress-reduction coef-
ficient, rd, was computed using the Vs-independent equation
given in Moss et al. (2006); in addition, the probability of
liquefaction (PL) was set to 0.15, as proposed by Moss et al.
(2006) for deterministic assessments of FSliq. For the I&B08
procedure, fines content (FC) is required to compute normal-
ised tip resistances (in lieu of FC, R&W98 and MEA06 use
Ic and CPT friction ratio, Rf, respectively); as such, FC
values were estimated using both the generic Ic–FC correla-
tion proposed by Robertson & Wride (1998) and a Christch-
urch-soil-specific Ic–FC correlation developed by Robinson
et al. (2013). Henceforth herein, I&B081 and I&B082 refer
to the use of the generic and Christchurch-specific Ic–FC
correlations, used in conjunction with the I&B08 procedure.
The two Ic–FC correlations are shown in Fig. 1; it can be
seen that the Christchurch-specific correlation suggests dif-
ferent Ic–FC trends for Ic , 1.7 and Ic > 1.7, where FC is
estimated to be 10 for all Ic < 1.7. While thin layer correc-
tions (i.e. adjustments to CPT data in thin strata to account
for the influence of over- or underlying soils) are applicable
to the LEPs used herein, their use requires judgement, and
an automated implementation of these corrections does not
yet exist. Given the quantity of case studies analysed, thin
layer corrections were not performed. FSliq was computed at
1- or 2-cm depth intervals (i.e. the measuring rate of CPT
soundings); LPI was then computed with each of the four
LEPs as per equation (1).

OVERVIEW OF ROC ANALYSES
Receiver operating characteristic analyses are used herein

to assess: (a) the efficacy of each LEP for predicting the
severity of liquefaction manifestation within the LPI frame-
work; and (b) the need for LEP-specific calibrations of the
LPI hazard scale. ROC analyses have been extensively used
in assessing medical diagnostic tests in clinical studies (e.g.
imaging tests for identifying abnormalities), as well as in
machine learning and data-mining research (e.g. Swets et
al., 2000; Eng, 2005; Fawcett, 2006; Metz, 2006). In any
ROC application, the distributions of ‘positives’ (e.g. lique-
faction is observed) and ‘negatives’ (e.g. no liquefaction is
observed) overlap when the frequency of the distributions
are expressed as a function of index test results (e.g. LPI
values). In such cases, threshold values for the index test
results are selected considering the relative probabilities of

true positives (i.e. liquefaction is observed, as predicted) and
false positives (i.e. liquefaction is predicted, but is not
observed). Setting the threshold too low will result in
numerous false positives, which is not without consequences,
while setting the threshold unduly high will result in many
false negatives (i.e. liquefaction is observed when it is
predicted not to occur), which comes with a different set of
consequences. ROC analyses are particularly valuable for
evaluating the relative efficacy of competing diagnostic tests,
independent of the thresholds used, and for selecting an
optimal threshold for a given diagnostic test.

In this study, the competing diagnostic tests are the LEPs,
and the index test results are the computed LPI values.
Accordingly, in analysing the case histories, true and false
positives are scenarios where surficial liquefaction manifesta-
tions are predicted, but were and were not observed, respec-
tively. Fig. 2 illustrates the relationship among the positive
and negative distributions, the selected threshold value and
the corresponding ROC curve, where the ROC curve plots the
true positive rate (TPR) and false positive rate (FPR) for
varying threshold values. Fig. 3 illustrates how a ROC curve
is used to assess the efficiency of LPI hazard assessment,
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where TPR and FPR are synonymous with ‘true positive
probability’ and ‘false positive probability’, respectively. In
ROC curve space, random guessing is indicated by a 1:1 line
through the origin (i.e. equivalent correct and incorrect pre-
dictions), while a perfect model plots as a point at (0,1),
indicating the existence of a threshold value which perfectly
segregates the dataset (e.g. all sites with manifestation have
LPI above the selected threshold; all sites without manifesta-
tion have LPI below the same selected threshold). While no
single parameter can fully characterise model performance,
the area under a ROC curve (AUC) is commonly used for this
purpose, where AUC is equivalent to the probability that sites
with manifestation have higher computed LPI than sites with-
out manifestation (e.g. Fawcett, 2006). As such, increasing
AUC indicates better model performance. The optimum oper-
ating point (OOP) is defined herein as the threshold LPI value
which minimises the rate of misprediction (i.e. FPR + (1 �
TPR), where TPR and FPR are the rates of true and false
positives, respectively). As such, contours of the quantity
[FPR + (1 � TPR)] represent points of equivalent perform-
ance in ROC space. Thus, in plotting the LPI data as ROC
curves for each LEP, it is possible to assess both the influence
of LEPs on the accuracy of hazard assessments, and the need
for LEP-specific calibrations of the LPI hazard scale.

RESULTS AND DISCUSSION
Utilising more than 7000 combined case studies from the

Darfield and Christchurch earthquakes, LPI values were
computed using the LEPs of R&W98, MEA06, I&B081 and
I&B082.

Prediction of liquefaction occurrence
In Fig. 4, ROC curves are plotted to evaluate the perform-

ance of each LPI model in segregating sites with and with-
out liquefaction manifestation; this initial analysis assesses
only whether LPI accurately predicts the occurrence of
manifestations and does not yet consider manifestation se-
verity. Included in Fig. 4 are data from both the Darfield
and Christchurch earthquakes for all investigation sites,
except for those where lateral spreading was the predomi-
nant manifestation (the separate assessment of lateral spread-

ing is discussed later in this paper). It can be seen in Fig. 4
that, while the four LPI models perform similarly, MEA06
and I&B081 are respectively the least and most efficacious,
with AUC ranging from 0.71 (MEA06) to 0.78 (I&B081).
To place this performance in context, AUCs of 0.5 and 1.0,
respectively, indicate random guessing and a perfect model.
Also, as highlighted in Fig. 4, the optimum threshold LPI
values for the R&W98, MEA06, I&B081 and I&B082 mod-
els are 4.0, 5.5, 6.0 and 4.5, respectively. Thus, while the
lower Iwasaki criterion (i.e. LPI ¼ 5) is generally appropriate
for predicting liquefaction manifestation in Christchurch, the
optimum threshold is LEP dependent. The presence of dif-
ferent optimum threshold LPI values for each LEP is not
surprising given that different LEPs have been shown to
commonly compute notably different FSliq values for the
same soil profile (e.g. Green et al., 2014). Although not
unexpected, these findings may have important implications
for liquefaction hazard assessment, as the risks correspond-
ing to particular LPI values depend on the LEP used to
compute LPI.

Also of interest is the influence of the Ic–FC correlation
used within the I&B08 LEP. As shown in Fig. 1, the
Christchurch-specific correlation infers a higher FC than
does the generic correlation for all values of Ic, resulting in
higher computed FSliq values, and thus lower computed LPI.
As a result, the LPI hazard scale computed using I&B082

(i.e. using the Christchurch-specific correlation) is shifted
towards lower values relative to the hazard scale computed
using I&B081 (i.e. using the generic correlation) such that
the median LPI values computed using I&B081 and I&B082

are 7.2 and 4.1, respectively. In addition to influencing the
LPI hazard scale, the Ic–FC correlation affects model effi-
cacy (i.e. efficiency segregating sites with and without
liquefaction manifestations), with I&B081 correctly classify-
ing 3% more cases than I&B082 when operating at their
respective OOPs. The slightly weaker performance of
I&B082 might be due to the fact that the Robinson et al.
(2013) Christchurch-specific Ic–FC correlation was devel-
oped using data from along the Avon River only, while the
database assessed herein consists of sites distributed through-
out Christchurch, although further analysis is needed to
evaluate this hypothesis. As research continues in Christ-
church, refined region-specific Ic–FC correlations, which
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might improve the efficacy of LPI hazard assessment in
Christchurch, are likely to be developed.

While the preceding ROC analysis showed that optimum
threshold LPI values are LEP dependent, the implications for
liquefaction hazard assessment are not intuitively clear. For
example, it was shown that for the considered dataset the
R&W98 and I&B081 LPI models have optimum threshold
LPI values of 4.0 and 6.0, respectively, but the potential
consequence of failing to account for different optimum
thresholds is not easily discerned. To elucidate the signifi-
cance of these differences, the probability of surficial lique-
faction manifestation is computed herein using the Wilson
(1927) interval for a binomial proportion. This assessment
also allows for application to risk-based frameworks, com-
plementing the prior evaluation of deterministic threshold
values. The resulting probabilities are plotted in Fig. 5 where
each data point represents one-twentieth of the corresponding
dataset (,350 case histories) and is plotted as a function of
the median-percentile for each data bin (i.e. 2.5th-percentile,
7.5th-percentile, and so on); also shown are third-order poly-
nomial regressions for each LPI model. It can be seen from
these regressions that, at an LPI value of 5.0, the probabil-
ities of liquefaction manifestation corresponding to the
I&B081, MEA06, R&W98 and I&B082 LPI models are 0.44,
0.53, 0.58 and 0.58, respectively. Conversely, using the
optimum threshold LPI values found previously, the prob-
abilities corresponding to the respective LPI models are
0.50, 0.55, 0.53 and 0.55. Thus, the optimum thresholds
correspond to roughly the same probability of manifestation,
whereas failing to account for the influence of the LEP could

result in different risk levels for the same LPI value,
particularly with I&B081.

Prediction of liquefaction severity
While prediction of the occurrence of surficial manifesta-

tion is an important component of liquefaction hazard analy-
sis, the severity of manifestation is of greater consequence
to the built environment and is thus of added importance for
hazard mapping and engineering design. To investigate the
capacity of each LPI model for predicting manifestation
severity, additional ROC analyses were performed for each
classification of severity in Table 1; the results are sum-
marised in Table 2 in the form of AUC and recommended
threshold LPI values. Where the prior ROC analysis assessed
each model’s capacity for predicting any surficial manifesta-
tion (i.e. having at least marginal severity), the additional
analyses assess their ability to predict that manifestations
will be of a particular severity (e.g. moderate as opposed to
marginal). As mentioned previously, lateral spreading is
treated separately in this study, and the ‘marginal’, ‘moder-
ate’ and ‘severe’ classifications refer only to sand-blow
manifestations. This distinction is made because lateral
spreading is a unique manifestation associated with large
permanent ground displacements, and because there are
separate criteria for assessing its severity (e.g. Youd et al.,
2002), including the ground slope and height of the nearest
free face (e.g. river bank), among others. Consequently,
although site profiles with thin liquefiable layers may have
low LPI values, these sites are susceptible to lateral spread-
ing if located on sloping ground or near rivers. Since the
factors pertinent to lateral spreading cases are not considered
in the formulation of LPI, such cases should not be used to
assess its performance.

From Table 2, the following observations are made.

(a) Relative trends in model performance, as suggested by
AUC, are consistent for each classification of manifesta-
tion severity. While the LPI models perform similarly, the
I&B081 and MEA06 models are consistently the most
and least efficacious, respectively.

(b) Unsurprisingly, the models are more efficient in predict-
ing the incidence of liquefaction manifestation than in
predicting the severity of manifestation (e.g. distinguish-
ing between marginal and moderate manifestations);
nonetheless, the expected severity of manifestation
increases with increasing LPI.

(c) Differences in optimum threshold LPI values extend
throughout the LPI hazard scale, indicating that the utility
of the Iwasaki criterion varies among LEPs.

(d ) Considering the potential for damage to infrastructure,
lateral spreading manifestations have relatively low
optimum threshold LPI values. For example, lateral
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Table 2. Summary of receiver operator characteristic (ROC) analyses�

LPI Model All
manifestations†

Marginal
manifestation†

Moderate
manifestation†

Severe
manifestation†

Lateral
spreading

Severe lateral
spreading

OOP‡ AUC§ OOP‡ AUC§ OOP‡ AUC§ OOP‡ AUC§ OOP‡ AUC§ OOP‡ AUC§

R&W98 4.0 0.73 3.0 0.68 5.5 0.62 10.5 0.69 4.5 0.83 10.0 0.66
MEA06 5.5 0.71 5.0 0.66 7.5 0.60 14.0 0.68 5.0 0.83 12.0 0.64
I&B081 6.0 0.78 5.0 0.72 9.0 0.64 16.0 0.69 6.5 0.79 8.0 0.62
I&B082 4.5 0.75 3.0 0.70 6.0 0.63 11.0 0.69 5.0 0.86 8.0 0.63

� Where manifestation severity is characterised as described in Table 1.
† Excludes sites where lateral spreading was the predominant manifestation, as described in text.
‡ Optimum operating point: recommended optimum threshold LPI value found from ROC analysis.
§ Area under ROC curve: general index of model efficacy, where higher AUC indicates better performance.
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spreading and marginal sand-blow manifestations have
similar OOPs for each respective LPI model (i.e. similar
LPI distributions), but the potential for damage to
infrastructure is generally much greater with lateral
spreading. This illustrates that while LPI may be useful
for hazard assessment, the influence of local conditions
on the manifestation of liquefaction must also be
considered. As such, the damage potential of lateral
spreading may not be well estimated by LPI.

As was done previously, the probability of manifestation
is computed to assess the significance of different optimum
thresholds, and to allow for application to risk-based frame-
works. Because damage to infrastructure (e.g. settlement of
structures, failure of lifelines and cracking of pavements) is
more likely a consequence of moderate or severe liquefac-
tion, these cases are used to compute the likelihood of
damaging liquefaction due to sand blows, where marginal
liquefaction is considered non-damaging. Using the method-
ology previously discussed, the probability of moderate or
severe liquefaction is plotted in Fig. 6 along with third-order
polynomial regressions for each LPI model. It can be seen
from these regressions that, at an LPI value of 15.0 (i.e. the
upper Iwasaki criterion), the probabilities corresponding to
the I&B081, MEA06, R&W98 and I&B082 LPI models are
0.37, 0.40, 0.43 and 0.47, respectively. Conversely, using the
threshold LPI values found previously for severe liquefaction
(Table 2), the probabilities corresponding to the respective
LPI models are 0.39, 0.39, 0.38 and 0.40. Thus, the
optimum thresholds correspond to roughly the same prob-
ability of damaging manifestation, whereas failing to account
for the influence of the LEP results in different risk levels.
Similarly, the optimum thresholds for moderate liquefaction
correspond to the same level of risk (,27%).

Comparative performance in an applied framework
The preceding analyses have suggested the four LPI

models may be capable of assessing liquefaction hazard, but
that LEP-specific correlations relating LPI values and sever-
ity of surficial liquefaction manifestations are required. To
compare LEP performance in an applied setting, and to
determine whether any LEP is superior for practical intents
and purposes, deterministic ‘prediction errors’ are computed
for each case history using both the Iwasaki criterion and

the LEP-specific calibrations in Table 2. The prediction error
(E) is computed using the thresholds assigned to each
manifestation category, such that E ¼ LPI � (min or max) of
the relevant range. For example, using the Iwasaki criterion,
if the computed LPI is 14 for a site with no manifestation,
E ¼ 14 � 5 ¼ 9 (where 5 is the maximum of the range of
LPI values for no manifestation), whereas if the computed
LPI is 6 for a site with severe liquefaction, E ¼ 6 � 15 ¼
�9 (where 15 is the minimum of the range of LPI values
for severe liquefaction). Thus, positive errors indicate over-
predictions of manifestation severity and, conversely, nega-
tive errors indicate under-predictions. While there is no
precedent for using a ‘moderate manifestation’ threshold
with the Iwasaki criterion, an LPI value of 8.0 is used herein
to facilitate comparisons among the models. Also, in light of
the separate criteria for assessing lateral spreads, lateral
spreading is assigned a wide range of expected LPI values
consistent with any manifestation, independent of spreading
severity (i.e. lateral spread sites are only expected to have
LPI > the threshold for marginal liquefaction).

The distributions of LPI prediction errors are shown for
each model in Fig. 7 using both the Iwasaki (Fig. 7(a)) and
LEP-specific (Fig. 7(b)) hazard scales. It can be seen in Fig.
7(a) that the distributions of errors among LEPs vary using
the Iwasaki criterion, as expected. Because the models have
different LPI hazard scales, applying the Iwasaki criterion to
each results in dissimilar performance. For example,
R&W98 and I&B081 under-predict manifestation severity for
38% and 18% of cases, respectively. Conversely, using the
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LEP-specific calibrations of the LPI hazard scale (Fig. 7(b)),
the distributions of errors among LEPs are more similar. For
example, R&W98 and I&B081 under-predict manifestation
severity for 24% and 20% of cases, respectively. In addition,
the rate of accurate prediction (i.e. zero error) is improved
for each LEP; R&W98, MEA06, I&B081 and I&B082

accurately predict 44%, 42%, 46% and 44% of cases, re-
spectively. These performance trends mirror those of the
ROC analyses, which indicated that, although the models
performed similarly, I&B081 and MEA06 were respectively
the most and least efficacious. However, although accurate
predictions of manifestation severity are important, so too is
limiting the rate of highly erroneous predictions, which are
not necessarily mutually inclusive. While I&B081 has the
most zero-error predictions (46%), it also has the most
predictions with |E| . 15 (5%). Conversely, MEA06 has the
least zero-error predictions (42%), but it also has the fewest
predictions with |E| . 15 (2.5%). Given these inconsisten-
cies, and considering the variety of metrics that might be
used to gauge performance, it is difficult to argue that any
one LEP is superior in this applied framework. Thus, using
the LEP-specific hazard scales, and based on the prediction
errors computed herein, the performance of the LPI models
is, for practical intents and purposes, equivalent.

While minor errors are to be expected in any deterministic
analysis, each model produced significant errors with con-
sequences for hazard assessment. For example, even with
calibration, |E| exceeded 10 at 9% of sites, on average, for
each model (e.g. severe manifestation predicted, but no
manifestation observed) and |E| exceeded 5 at 22% of sites,
on average, for each model (e.g. no manifestation predicted,
but moderate manifestation observed). To determine whether
certain models perform better in particular locations, predic-
tion errors from the calibrated R&W98, MEA06 and
I&B082 models are plotted against one another in Fig. 8. It
can be seen that prediction errors are generally equivalent;
in all, the difference in prediction error between any two of
the models exceeds �5 for only 12% of investigation sites.
Thus, locations of under-, over- and accurate prediction are
generally consistent between models. In addition, maps
showing the spatial distributions of errors to be very similar
in both earthquakes are provided in an electronic supplement
to this paper. Thus, some site profiles have very poor
predictions, irrespective of the LEP used (note that Maurer
et al. (2014) found no correlation between prediction errors
and either PGA uncertainty, ground water fluctuation or CPT
termination depth). This suggests that LPI has inherent
limitations in its formulation, such that the variables influ-
encing surficial manifestation are not adequately accounted
for. While liquefaction triggering has garnered significant
research and is a subject of frequent debate, the mechanics
of liquefaction manifestation have received less attention.
This study highlights that triggering and manifestation are
two distinct phenomena contributing to liquefaction hazard,
and that an improved framework providing clear separation
and accounting of the two phenomena is needed.

Lastly, the 12% of cases with inconsistent prediction
errors between models can be shown to correspond to
‘exceptional’ site profiles. Since the LEP-specific calibrations
are based on the entire dataset (i.e. predominant behaviour
across Christchurch), predictions for site profiles that diverge
from typical conditions may be inconsistent among models.
As an example, it can be seen in Figs 8(a) and 8(c) that a
number of cases exist where the MEA06 prediction error
significantly differs from that of R&W98 and I&B082. One
common cause of this discrepancy is cases where relatively
thick, potentially liquefiable layers are present at depths
greater than ,10 m. For such cases the LEPs can yield
divergent FSliq and hence divergent LPI values. However, the

LEP-specific calibrations do not account for this divergence
because the median cumulative thickness of soil strata
predicted to liquefy below 10 m depth for all the sites in the
dataset is only 0.35 m, according to I&B082. This empha-
sises that assessments and/or calibrations of the LPI hazard
scale are a function not only of the selected LEP, but also of
the chosen dataset, including the geometry and soil charac-
teristics of site profiles, as well as the amplitude and dura-
tion of ground shaking. As such, the applicability of findings
derived herein to other datasets is unknown.
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SUMMARY AND CONCLUSIONS
Utilising high-quality case histories from the CES, this

study evaluated the performance of the R&W98, MEA06,
I&B081 and I&B082 CPT-based LEPs, operating within the
LPI framework, for assessing liquefaction hazard. The find-
ings are summarised as follows.

(a) For deterministic analyses, the optimum threshold LPI
values for assessing liquefaction hazard were unique to
the LEP used in the LPI framework; suggested optimum
thresholds for the CES dataset are summarised in Table 2.
The use of LPI for assessing lateral spread potential is not
recommended.

(b) Taking these LEP-specific threshold values into account,
receiver-operating-characteristic analyses indicated that,
while the models performed similarly, the I&B081 and
MEA06 models were respectively the most and least
efficacious.

(c) LPI probability curves were computed to assess the
significance of different optimum thresholds, and to allow
for application in probabilistic frameworks. The optimum
thresholds were shown to correspond to roughly the same
probability of manifestation, whereas failing to account
for the influence of the LEP (i.e. using the Iwasaki
criterion) resulted in different risk levels for the same LPI
value.

(d ) To compare model performance in a practical setting,
deterministic ‘prediction errors’ were computed for each
case history. Using the Iwasaki criterion, the distributions
of errors among LEPs varied. These distributions became
more similar using the LEP-specific hazard scales given
in Table 2, which also improved the rate of accurate
prediction for all LEPs.

(e) Even with calibration, each model had significant
prediction errors (e.g. severe manifestation predicted,
but no manifestation observed). This suggests that LPI
has inherent limitations in its formulation, such that the
variables influencing surficial liquefaction manifestation
are not adequately accounted for.

( f ) The findings presented in this study are based on a dataset
from the CES; the applicability of these findings to other
datasets is unknown.

In conclusion, the following points can be made.

(a) The risk levels corresponding to the Iwasaki criterion
varied among LEPs.

(b) Using a calibrated, LEP-specific hazard scale, the
performance of the LPI models was, for practical intents
and purposes, equivalent.

(c) The existing LPI framework has inherent limitations such
that all LEPs have very poor predictions for certain soil
profiles. It is unlikely that revisions of the LEPs will
completely resolve these erroneous assessments. Rather,
a revised index which more adequately accounts for the
mechanics of liquefaction manifestation is needed.
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NOTATION
Ic soil behaviour type index

PL probability of liquefaction
Rf cone penetration test friction ratio
rd stress reduction coefficient
Vs shear wave velocity

w(z) depth weighting function given by w(z) ¼ 10 � 0.5z
z depth below ground surface (m)
� standard deviation
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