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Abstract

When fires occur in domestic or commercial buildinigs the smoke from the fire
that leads to far more injury and death than tre¢ peoduced from the flames.
Understanding the movement of smoke within thedompartment and through
openings in the enclosure is critical for desigragdings to prevent fire fatalities.
Prediction of the movement of smoke is a compleanpimenon and is a continued

focus of research throughout the world.

Work has been conducted in the past on the exchHoweates through vertical
openings, but very little has been done on horelas#iling openings. Current smoke
transport calculations are most often carried gutgistandard vent flow models that
do not accurately take in to account the buoyawoyponent of the flow. The fire
zone model BRANZFire was developed with a ceiliegtvflow algorithm based on
the work of Cooper who found there was very litttda on which to base his
predictions. This report aims to provide additioegberimental data on exchange
flow rates through horizontal ceiling openings tigh the use of saltwater modelling
and compare this to the work previously undertdieooper.

Taking measurements of fire phenomena in hot arakgrenvironments can be
difficult and expensive because the sooty envirartraad high temperatures
involved can damage equipment and make taking ateuveadings a challenge.
Herein this problem is overcome through the use sdltwater analogue system to
model the conditions in a real fire scenario. Thedity difference created by a fire
between the hot fire gases and the ambient a@pigcated by using fresh and
saltwater. The orientation of the experiment isem®d compared to the real life
scenario as the saltwater which has the higherityaasadded to the fresh water. The
saltwater is injected from a source on the ‘flaafrthe compartment into a tank of
fresh water which generates a buoyant plume tissTto the ceiling forming a
distinct upper layer. Fluid in this layer exchangath the ambient fluid through the

ceiling opening.




The saltwater is dyed and Light Attenuation (LAuged to discern the density of the
fluid and hence the amount of mixing that has o®xuirThis can then be used to

determine the amount of exchange flow through ¢kéng vent.

An integral model for the descent of the interfaeéveen the hot smoky zone and the
cool ambient zone has been developed and was toypetform well when compared
with the saltwater experiments and another pradiatiodel developed by Turner and
Baines. The model was then developed further usiags conservation conventions

to calculate the exchange flow through the ceibpgning.

The exchange rate through the ceiling opening \abulated and was found to
compare well with Cooper’s algorithm when an eql@mgfire size of 323 kW was
used but differed significantly when a fire twidast size was considered. It was found
that Cooper’s method did not adequately take intmant the difference in fire sizes
as the exchange flow predicted was almost idenbeateen fire sizes for a particular
ceiling vent. The implications of this are that thechange, and hence the mixing and
the amount of smoke, may be under predicted usirggf fires in BRANZFire and

this could lead to non-conservative design.
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1. Introduction

Unwanted fires which occur in domestic and comnagtmiildings produce heat and
toxic gases that can lead to human fatalities.srheke from such fires is known to
lead to even more deaths than the heat itself (C@®8&). The ability to predict the
movement of smoke within an enclosed space is Bakgriormation for the design
and use of these buildings. Further knowledge isfiisue will lead to safer and more

cost effective designs.

Like many natural phenomena, the flow of smokeoimpglex and measurements in
smoky environments can be very difficult and expendue to the build up of soot
within the enclosure and on equipment, as welhasigh temperatures involved.
The practice of modelling smoke flows using salevaisualisation techniques, such
as the light attenuation (LA) method, has been lyiddopted and is now an accepted
way of modelling full scale experiments becauss iielatively inexpensive and does
not carry with it the inherent difficulties assdeid with taking measurements in high

temperature, smoky environments.

Saltwater modelling involves the use of a saltwate@logue system to replicate the
flow of hot fire gases into cool ambient air. Tliglone by injecting saltwater into a
tank of fresh water to create the equivalent dgmbfterence seen in the fire

compartment and generate buoyancy.

Enclosure vents can be categorised as being ameodf/pes. The first of these is the
vertical vent. These are vents such as doors andowis and are not dealt with
explicitly here as there has already been sigmifigaork done in this area. Emmons
provides a detailed summary of vertical vent flalcalation methods (Emmons
2002).

The second vent category is horizontal vents. TaRes&ents in a ceiling or floor and
could comprise of a burnt out skylight, a brokemadw or a purpose built heat or
smoke vent. Research into these vents has notaseesmprehensive as their vertical

counterparts and can be complicated by an unstigigity profile across the vent.

1




1.1. Research Impetus

Present understanding of buoyancy driven exchdogethrough horizontal ceiling
vents is limited. Current smoke transport calcoladiare most often carried out using
standard vent flow models that do not accuratedg ta to account the buoyancy
component of the flow. This can lead to poor desigcisions if the engineer cannot
accurately predict the amount of smoke being exgédnvith the outside

environment or the conditions within an enclosure.

1.2.  Saltwater Modelling

The movement of smoke and hot fire gases througghliag opening in an otherwise
closed compartment is a complex phenomenon anddtagt been well
characterised. Previous attempts at computer modelf the problem have been
made (Mills 2004) but it was found that there wtkelexperimental data available in
the literature for the verification of results. Taien of this work is to generate a set of
experimental data that can be used for comparistmprevious/future computer
modelling work. The experimental data will be ob&ad using saltwater modelling

techniques for a range of suitable fire sizes grehing geometries.

The concept of using scaled saltwater models testigate fire gas and smoke flows
was first formally documented by Steckédral. (1986). Since this time the technique
has become an accepted way of modelling full segberiments because it is
inexpensive and does not carry with it many ofdlieculties associated with taking
measurements in high temperature environmentsedtaed scales turbulent flows
can be achieved more easily using water as the f@dium as it has a lower
kinematic viscosity than that of air (Steckétral. 1986; Tieszen 2001).

The flow of saltwater down to and across the flolba compartment into fresh water
has the same fluid dynamics as hot air spreadirgga@ ceiling into cool ambient air
(Baumet al. 1995). The buoyant driving force, which is prodilibg the difference in
densities across the fluids, is the same so thesegses can be related when the
viscous and heat transfer effects are small.




In order to gauge the effects of various parameteithe entrainment of the plume
and flow through the opening, a variety of diffearparameters could be varied,

namely:

compartment size/configuration

fire size (density difference)

fire location

ceiling opening geometry/location

This work will focus on using an approximately 18d¢ale room for the dimensions of
the compartment. The size of fire that can be itigated is limited by a maximum
density difference between fluids for which the camtration density relationship is
valid. For this reason two relatively small firees will be investigated.

The location of the fire will be such that there ap wall or corner effects which
could limit the amount of entrainment into the fil@me. The location of the ceiling
opening will also be far enough away from the pluhred there is sufficient time for a
ceiling jet to fully develop. A range of ceiling @pings will be investigated which

will consist of 1D rectangular slots and 2D squapenings.




1.3. Background

Among the first models attempting to predict thadaour of fire in a compartment
were two-zone models. These types of models diidarea within a space
containing a fire into two separate areas, the ulgyer and the lower layer. Under
most circumstances these zones are well defineglupper layer is that which is
against the ceiling and is filled with hot fire gasand smoke from the fire burning
below. The upper layer will be hot (less dense)wailidcontain very little oxygen
making the space untenable. The lower layer omtiher hand is close to normal
temperature and contains fresh air which feedéitdaeThe layer height is defined as
the interface between these two zones and is meghasrthe distance from the floor
to the interface.

When a vent is present in the ceiling, smoke froeupper layer is able to escape and
fresh air from the outside is able to enter the gamment. This is known as the
exchange flow whose individual components can gh i or out of the vent, but the

net effect of which is zero as the flows in eadlection are equal.

When using a saltwater system to model this beliayvibe more dense fluid
containing the salt acts in place of the fire selwand the less dense fresh water acts
as the cool air in the lower layer. For this reagas necessary to conduct these
experiments upside down to how they appear inlifeadcenarios. Both the fire and
its saltwater analogue produce plumes which aesaltrof the less dense fluid rising
(or falling in the saltwater system) and entrainamgbient fluid as eddy currents
develop due to the density difference. A schentwdtibe two-zone scenario is shown
below in Figure 1.1. Throughout this report thevantions of the real life scenario
will apply, i.e. the lower layer is that which cainis the source, the upper layer is
opposite this where the less dense fluid colleatsthe ceiling is the surface

containing the vent.




Zeiling went
J ’\ exchange
Tpper layer
Laver height ® (

|

Layer height | | Lower layer L
Teper layer
/‘ L Ceiling went

exchange

Figure 1.1 — Compartment set up in the real lidp)tand analogue (bottom) scenarios

A number of ceiling vents are used in this studg #rese are of two types. There are
slots which use the entire width of the compartmantl square vents. Slots are
named with the form ‘50slot’, for example, for atsfjoing across the width of the
compartment that is 50 mm wide. A square ventith&80 mm on each side has the
form ‘50square’.




1.4. Research Objectives and Scope

This study will focus on the experimental modellofgouoyancy driven flow through
horizontal ceiling vents arising from compartmargd. Experimentally, saltwater
modelling and non-intrusive quantitative flow visigation techniques will be

applied.

The major research objective proposed for thisysisid
To quantify the effect of different compartment njpg geometries on the bulk
flow characteristics and internal flow structuresiang from fire gas exchange

flow through horizontal ceiling openings.

Results of these investigations will be represemntealdimensionless manner. This is
so that results can be compared easily with o#sarch and also to help simplify
which variables have the greatest effect on the 6iatcome. Key variables of interest

are:

* layer depth in the compartment

» flow rate in/fout opening




1.5. Software

Throughout this project a number of software paekdwave been used to record and
analyse the data. Adobe Premier 6.0 was used ¢od¢ite data and store it as .avi
video files. Premier was used to export thesefil@ga as single frame .tiff files so that

they could be better analysed by Imagestream (N2@86a, 2006b).

Imagestream is an image processing package armhh&sormous amount of power
for data reduction. Images were time averagedasrez using this package and also
filters were able to be applied so that the gregmas from the digital camera could be
isolated in order to track the attenuation of tiieddsaltwater solution, which was red.
Further to this the Imagestream package allows ddggetion which detects when a
particular light intensity is reached as well as #iility to average pixel intensity
across the image. Imagestream can export datawagcamma separated variable)
files allowing them to be read in Microsoft Exceheve it can be further reduced to an
appropriate form.

Matlab is employed as a computational tool to doesof the more demanding
calculations required. In this case it is useddok the saltwater plumes and calculate
the spread, maximum centreline concentration arfidl @aussian profiles across the

plumes. This is detailed further in section 4.9.

Throughout this project reference will be madeno specialist fire engineering
software packages BRANZFire and the Fire Dynaminsuator (FDS). BRANZFire
was developed by Wade (2003) and is a zone modabgimg algorithms to track
the effects of a fire in a compartment. FDS (Mc@ma®2004a, 2004b, 2005) is a
Computational Fluid Dynamics (CFD) package thasubke conservation equations

for mass momentum and energy to simulate fire drii@vs.




1.6. Outline

In Chapter 2 a literature review is presented disitig the saltwater modelling
technique, its applicability to the problem andiitsitations. Previous research is then
discussed in terms of previous attempts at det@éngniceiling vent exchange flow as
well as work to write an algorithm to model the lpeam and the difficulties arising

from this.

In Chapter 3 a conceptual integral model is systieadty developed which considers
the descent of the layer within the compartmentuwses this to predict exchange flow

through the ceiling opening.

Chapter 4 details the light attenuation modelliechnique and describes how the
equipment was set up in order to achieve repedtabiid reliability of results.
Calibration experiments are also conducted an@xperimental technique is
described in detail. Analysis techniques that veenployed in order to obtain the data
required are also described. This primarily inveldescussion of using Imagestream

as an image manipulation package.

In Chapter 5 the experimental observations andteeate detailed and the original
experimental assumptions are investigated. Congegiare made between the
experimental results, the conceptual integral mpdeiously developed and prior
works. The major results are presented as welisasission regarding the issues that

came up throughout the course of the research.

Chapter 6 draws the major conclusions from theareseand the possible direction of

further work is considered in Chapter 7.




2. Literature Review

2.1. Introduction

In recent times, saltwater modelling has becomenancon way of modelling various
phenomena, not just in the field of fire dynamlwst in a range of applications.
Herein is presented a discussion of saltwater niagegkechniques and how, through
dimensional analysis, the saltwater analogue systenbe used to provide insight

into a real fire scenario.

The range of saltwater modelling work is vast amdhss section also summarises the
important relevant work done in this area to daig laow it applies to the problem at
hand. An outline of work done to attempt to writeadgorithm and associated
FORTRAN code for the exchange flow through a cgilipening is presented as well
as a comparison between the way BRANZFire and Fexbwlith the problem.

2.2. Scale Saltwater Modelling

Since the initial work of Stecklet al (1986), saltwater modelling has become
commonplace in the arsenal of methods availabtegearchers wishing to investigate
density driven flows that occur in fire and in #vironment. Saltwater modelling is
relatively cheap and safe compared to other alteasmand has been used extensively
by the likes of Epstein, Heskestadt and Linden (@&psL988, 1989; Heskestadt 1991,
Linden 1999) among others for a vast range of apgins.

Saltwater experiments are typically done at redsoades and built from commonly
available building materials such as polycarbosaeet. This, along with the fact that
the life of a compartment is significantly redusgden conducting full scale fire
experiments leads to a far cheaper experimenthaltive. Saltwater modelling also
has an advantage in that the environment is vegncand flow visualisation is much
easier. In high temperature environments takingrate measurements is difficult as

equipment can be damaged or clog up with soot.




Dimensionless Governing Equations

Various forms of the equations of motion which govine buoyant flows seen in
both thermally driven gas and density driven sakw#lows have been previously
documented by Stecklet al (1986), Rehm and Baum (1978), Rebtral (1997) and
Clement (2000) among others. The fluid dynamies #ine seen in real fire scenarios
as hot air spreads across a ceiling are the sathese seen when as saltwater flows
across the floor of a fresh water environment (Bai®®5). When the viscous and
heat transfer effects are small these two processebe related because the driving
force, a buoyancy force driven by density diffeegds the same in each case (Baum
et al. 1995, Steckleet al. 1986). Scaled saltwater models can therefore be i1
investigate full-scale fire scenarios. The similadf these flows can be investigated
through consideration of the dimensionless govereiguations. At reduced scales,
turbulent flows can be achieved more easily usiatewas the fluid medium as it has

a lower kinematic viscosity than that of air (Limd£999).

It is assumed in this analysis tlthtinges in the density can be ignored everywhexepe
in the body force ternThis is called the Boussinesq approximation anaisl as long
as the density difference between fluids is snhedig than approximately 10% (Shin
et al 2004)).

In order to correlate between a real fire sceranid what happens in a saltwater
modelling experiment, each scenario must havedhesset of governing equations.
The equations used are the conservation equatiomsass, momentum and energy.
In the fire scenario energy means the thermal gnefrthe fire, in the saltwater

example this is the concentration of the salt.

The equations for incompressible, inert buoyanoyedrflow in a compartment are
presented in equations 2-1 to 2-4 from Fleischnm(@884) and Weng and Fan (2002).

For temperature and density driven flow

% +0(pu)=0 mass (2-1)
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p{% + (DU)U} +0P - g = pvOd%U momentum (2-2)

For temperature driven flow

% +(O)T = A0°T stratifying species - temperature (2-3)

For density driven flow

% +(TO)y = «0%Y stratifying species -density (2-4)
where Y salt mass fraction
k=—  thermal diffusivity
Xy

Making the Boussinesq assumption and rearrangivesgquations 2-5 and 2-6 for

mass and momentum respectively

For temperature and density driven flow

Ou=0 mass (2-5)

%+(DU)U +1DP—§’ =vO%u momentum (2-6)
Yo,

where ¢’ reduced gravity

Non-dimensional variables can be defined by selgan appropriate scale relevant
to the flow. Relevant scales include length scalehtlosure height), the velocity
scale U and the density scalg. Using these scales the following dimensionless

variables are created:

0 =HO dimensionless del operator (2-7)

dimensionless time (2-8)
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a =5 dimensionless velocity (2-9)
o = P dimensionless density (2-10)
Ap
P = P > dimensionless pressure (2-11)
ApU
T = Tl dimensionless temperature (2-12)
0

Using the dimonsionless forms of the variables abtive non-dimensional forms of

the governing equations of mass and momentum aszpted.

For temperature and density driven flow

Oa =0 mass (2-13)

A ool +Lop -1=""0%  momentum (2-14)
X Yo, Re

The dimensionless equations for the conservati@peties are given below in
equations 2-15 and 2-16. The molecular transparideare scaled by the Prandtl
number for the diffusion of heat and the Schmidnbar for the diffusion of salt.

For temperature driven flow

% + (U*D*)T* = PF|:2 021" stratifying species - temperature (2-15)
IRe

For density driven flow

N [ Fro . . . .
—+u O = o<y stratifying species - densit 2-16
3 ( )Y S(Re ying sp y (2-16)

The dimensionless variables arising from the dgualent of these dimensionless
governing equations are presented in the follov@ggations:

Froude number (2-17)
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Reynolds number
Schmidt number

Prandtl number

(2-18)
(2-19)

(2-20)
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Limitations of Saltwater Modelling

As with any scientific technique, saltwater modg]lof real fire scenarios is only
relevant within specific bounds and conditions.sT$ection explores the limitations
and assumptions required for saltwater modelling, discusses ways to limit their

effect on the experiments.
Boussinesq Assumption

In the derivation of the non-dimensional governgagiations in the previous section a
number of important assumptions have been madeeTire:

* The length, time and temperature scales assoasmtedhe volumetric
heat source are such that the addition of heddws §he implication
of this is that the pressure over a large regiospafe is approximately
uniform but not necessarily constant during heatfirigs does not
imply restrictions on the magnitude of densitye@mperature

variations during heating.

* Itis the buoyancy effects which induce the floioegies in the
system. This relates the magnitude of the densitiation and the
velocities induced by the heat source.

* The vertical length scale of interest is much sendhan that
associated with the static density variation. Timplies that the

variation of the static density from its mean isafim

* The density variations produced by the heat soareesmall.
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Heat Transfer Deficiency

In any real fire in an enclosure there is a cersaiount of heat transfer to the
boundaries of the compartment. The result of this thermal boundary layer which is
cooler than the general ceiling layer immediateljppeent to the compartment
boundaries. This phenomenon cannot be directlylsted by saltwater modelling as
this would necessitate mass transfer of salt iltosurfaces of the model. This
limitation means that this technique is not suieabk high temperature gas flows
where heat transfer effects are important. It canded for Buossinesq flows
however, as the temperatures involved are low emthaf heat transfer effects to the

boundaries become negligible (Klateal. 2004)

Initial Plume Momentum

In a real fire scenario the buoyant plume createthé fire has no initial momentum
as the flow is driven solely by the density diffiece between the fire gases and the
ambient air. In the case of saltwater modelling éwosv, the rate of heat release of the
fire is modelled using the mass flux of salt le@vihe source. In order for a mass flux
to exist the saltwater solution is required totgedted with a certain initial
momentum. For the saltwater model to best reprabenteal fire scenario it is
important to reduce this initial momentum as fapassible. There is a problem with
this though in that the saltwater plume producedtrbe in a turbulent state as it
would be in a real fire. For this to occur, the Relgs number at the source, as given

in equation 2-18, must be greater than approxim&@00 (Linden 1999).

(2-18)

In practice the initial velocity of the source is@npromise between these two issues.

In a real scenario a turbulent fire plume has arRkls number on the order of>10
(Karlsson and Quintiere 2000). In the case of s#itwmodelling the reduced length

scale and the issues of initial momentum previodsgussed mean that this cannot
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be achieved. Turbulent plumes can exist as lorigeaReynolds number is above
approximately 3000. At Reynolds numbers abovefihige the molecular transport
terms in the governing equations become negligibfapared with advective
transport terms and the difference between thed@ranmber for air and the Schmidt

number for water become negligible (Stecldeal. 1986).

Saltwater Source Geometry

In the derivation of the non-dimensional governgggiations by Baum and Rehm
(1978), the combustion zone is replaced by a vottimeeat source that has a
specific heat release rate. While fire can be dmrsd to be a volumetric heat source,
the extent of its volume is constantly changing enalso very difficult to define. In
the case of saltwater modelling it is not possibleslease saline solution in a
precisely scaled volume corresponding to the votumextent of a real fire.
Therefore, the saltwater source geometry is asstioned the diameter of the planar

source.

Plume Mass Flux

In a real fire scenario the mass flux at the soofdge fire is zero as there is no mass
introduced into the system. When conducting a saétwmodelling experiment
however, mass is introduced in the form of the nuEnese saltwater solution. In order
for this point of difference to only have a nedbigi effect on the experiment care
must be taken to ensure that the mass flux entigiinko the plume some distance

from the source is large compared with that asstinece.
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2.3.  Ceiling Vent Exchange Flows

Upon conducting a review in the literature it waarid that there was very little work
previously done involving plume flows through aiaontal ceiling opening.

However, there have been a number of experimentedaut using saltwater
modelling techniques to investigate the flow thioaghorizontal vent that arises from
two compartments filled with fluids of different migties which then have their
separations removed. This technique is called éo@hange flow and whilst this is
slightly different from the problem at hand, thertwe relevant and is able to provide
some valuable insights into what might be expededoverview of buoyant plume

work is also presented along with its applicabitdythe current study.
Lock Exchange

The following diagram in Figure 2.1 is used to sate the vent arrangements used by

Brown and Epstein in their experiments.

P —

J
[
S Di
Figure 2.1 — Vent arrangements used by Brown (#eft) Epstein (right)

Brown 1962

In his experiments, Brown used air as the fluid immedand imposed a temperature
difference between two compartments to induce booyariven exchange
(countercurrent) flow through square openings. Br@nesented results for a series of
square openings which had opening depth to verthwatios, J/S, in the range of
0.0825 to 0.66. This differs from the experimesttiup used in this study which uses
a flat opening that is approximately 10 mm in timeks and does not protrude from
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the level of the ceiling. This equates to an egentl/S ratio of 0.25 for the 50 mm
square opening and a ratio of 0.1 for the 100 mnasgiopening. Note that Brown
used square openings only whereas rectangularrggeeare also considered in this

work.

While Brown expressed his results as a Nusselt mawdrsus Grashof number
correlation, these can be re-expressed in terradurictional relationship between
the exchange flow rate, the density difference, @8 S. A major result from this

work is that the exchange flow rate increases mitheasing J/S.

Epstein 1988

Using simplistic saltwater modelling techniquesstem investigated the exchange
flow between two compartments of different denflityds with circular horizontal
ceiling vents. The fluids used in this case weraebas the more dense fluid and fresh
water as the less dense. In these experimentsesa sévent length to diameter ratios

were investigated in the range of 0.01 < J/Di < 10.

This series of experiments was designed to invastigure buoyancy driven flow
through the vents and no artificial pressure déferes were imposed. This allowed a
bi-directional flow to develop between the two sgmd-our different flow regimes

were found as J/Di was increased through the range.

Epstein found that the exchange flow rate waspfactical purposes, to be
independent of viscosity. This enabled him to depel universal correlation between

the Froude number (dimensionless exchange flovy aaie J/Di.

Epstein and Kenton 1989

Epstein’s work was then expanded to include ingasibns into the flow rate required
to overcome bi-directional flow for a series of ¥geometries. Similar saltwater
modelling techniques using brine and fresh wateevagain used to simulate
compartment density differences. The experimempaeatus was slightly modified

to include the ability for water to be removed dded from the bottom compartment
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at a specific rate. This allowed an adjustablequnessdifference to be added across

the vent.

By adjusting the drainage or supply rate untillbbeyant flow was arrested, an
empirical formula was obtained to calculate thevflate that is required to prevent
countercurrent flow within a horizontal ceiling ayeg. This relates directly to the
work of Cooper describe below who used a floodinguBe number to determine the
point at which the flow between compartments fatkethe bi-directional and became
uni-directional. As this investigation concerngiiectional exchange flow it is
essential that the experiments are not in the negitere bi-directional flow may be

arrested.

Heskestad and Spalding 1991

Further work investigating the flow rate requiredotevent smoke transport across
vents was carried out by Heskestad and Spalding atlithors used air as the fluid
medium in this case conducting mainly small scajgeements with some full scale

experiments carried out for validation of results.

Buoyant Plumes

Linden et al. (Hacker et al. 1996; Hunt et al. 2001; Lin et al. 2002, 2005; Linden
1999; Rooney et al. 1997)

In a series of papers over a number of years Lirdah have used saltwater
modelling to simulate thermal forces in buildings the purposes of building
ventilation system design and control as well assimering fire design applications.
His work deals with both mixing ventilation (exclggnflow) and displacement
ventilation which has an outlet as well as an itdet compartment. The key
difference between this work and the work of thasstioned previously is that
instead of using the lock exchange technique, tarthidbbuoyant plumes were used to
create the density difference. This makes it diyaelevant to the work at hand and

has direct correlation to fire induced flows.
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The work of Linderet al is now seen to be invaluable to our understandfrigppw
air is distributed and moves around a building tfkenmore we now have available
through this research very good understandingsofeis such as box filling, plume

similarity and thermal stratification.

Thermal stratification occurs when, to consideea life fire example in say an
atrium, the fire gases rise from the source erntrgiair into the plume which cools
the smoke and causes it to lose momentum. Thisléagls to the simple two-zone
model of a fire compartment breaking down as tlgerlavill form before it reaches
the ceiling which can endanger occupants on a léeved than previously considered
and needs to be taken into account in design.igrstt of experiments the similar
situation is if the concentrated source solutiomente be sufficiently diluted before
reaching the ceiling so that there was no longieresity difference between the

plume and the ambient fluid and stratification wbatcur.
Kelly 2001

Kelly used a combination of both saltwater modelland CFD modelling to
investigate the movement of fire gases throughdwioastorey compartment
separated by a ceiling vent. A large compartmerst nvadelled in the Fire Dynamics
Simulator for these experiments that was 2.67 n28 1 x 7.12 m high. A 1/1d
scale model was used for the saltwater modelliragragsing turbulent buoyant
plumes to introduce the saltwater.

These two modelling techniques were compared blysing the arrival of the smoke
or salt front at six different points throughoue tstructure. The results showed that
there is one dimensionless time for the front tovarat a particular point regardless
of the strength of the source, and that this tisngpiproximately the same in both
systems. This further supports and somewhat vakddie use of CFD modelling for
continued investigation of fluid exchange througiitontal ceiling openings and it is
recommended as a target of further study.
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Cooper 1994a, 1994b

In 1994 Cooper published an algorithm to calculbé&eflow through shallow
horizontal ceiling openings and used this to dgvélO@RTRAN code for the problem.
Cooper divides the problem into two distinct configtions depending on the

boundary conditions portrayed in Figure 2.2 below.

PH=PT}PB PI_=PT{PB
PT=PB PT> PR
T 'C:T T {T
=18 Top e Top
4 3 C
K I 7
/ | —— :
P =P <Pr Bottom Py=Py>Pr Bottom
P- T5 Pe- Ts

Figure 2.2 — Boundary values for problems of tygéeft) and type 2 (right)

An unstable configuration with net flow from theptof the vent to the bottom is
designated type 1 and vice versa for type 2. Aplezsments conducted herein are of
the type 2 configuration as less dense fluid isgislue the buoyancy force and

travelling upwards and out the vent.

Coopers work was based on some of the researclopséydiscussed, namely

Brown (1962), Epstein (1988, 1989) and HeskestE@R1). An empirical correlation
was found for Ry fo0q Which is the Froude number for the flow rate asged with

the point at which the flow overcomes the normalhemge flow nature of the vent
and results in unidirectional flow. Cooper thenttgd this against the relative density,
€ =Ap / p, to develop the following analytical equation @sanleast squares fit. This

graph is reproduced here as Figure 2.3.

Fr\ 100 = 0.1754exp(0.5536) (2-21)
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Figure 2.3 — Flooding Froude number (Figure 4 filoaoper 1994a)

Equations for the dimensionless pressure when ithgocommenced was also
developed and these are presented in equationsaBe?2-22.

_ AI:)flood

r flood — . (2'22)
49A DI

M o0 (€) = o.2427(1+§j exp(1.1072¢) (2-23)

Figure 2.4 shows the flooding pressure graph reped from Cooper (1994a)
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Figure 2.4 — Flooding pressure (Figure 5 from Cod@®4a)

Using equations 2-21 and 2-23 the magnitude otithéirectional flow can be found
as well as the pressure difference it occurs abvAalihe flooding pressure difference
the standard flow model can be used. This reqairdischarge coefficient,fCto be
calculated and it was found that this was not @misind varied as the pressure
difference approachetPy,04. Cooper analysed the data from a number of relsegsc

and found the relationship shown in equation 2-24.

Co _ Frh/Frh,rood _ (2-24)

Cor I(Frh/Frh,flood _1+022)2 +0; _U;Im

, . n,e
wherec; andoc, were by least squares fit to avaﬂa&@u data. The values of

D,»
the constants were found and they wetes 3.370 and, = 1.045. Cooper concedes
that there may be a trend in the valugif more data were available and whilst
possibly not strictly correct it provides a figucework with where there are no better

estimates.

Figure 2.5 shows the flooding discharge coefficreproduced from Cooper 1994a.
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Figure 2.5 — Flooding discharge coefficient (Figérieom Cooper 1994a)

Equations for both flow schemes, the mixed flow #r&lunidirectional, were
developed and these were combined into a modettimate the flow through
shallow horizontal ceiling vents. The VENTCF2 aiggun can be performed by

following these steps:

Step 1
Ensure that there is an unstable density profeésgmt ¢+ > pg) (the configuration is
unstable) and calculatep. Find the average temperature and evaluate thesity, p,

and the average density,at this temperature.

The kinematic viscosity in ffs,v = i / p can be determined from Hilsenrath (1955),

where T is in Kelvin.

(2-25)

5/2 —7
J(r) = 00412¢T) (o7)
T+11C4
Step 2
Determine the high and low pressureg @, the pressure differencaR) and the

average pressurd®(). Designate the problem as either type 1 or type 2

Type 1 problems are of the form:
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Ph=Pr>hs,

pPT > PB

Tr<Ts

Type 2 has the opposite pressure profile, i.e. B < Rs. If problem is of type 2

replacee in the following equations with &< O.

Step 3

Evaluate the Grashof number according to equati®6.2

_ 2gDi’l¢|
(uT/p)?

Gr (2-26)

Verify that the result satisfies the large Grasimafber criterion of Ge 2 x 10.

Step 4
Calculate the following:

Fr\ 100 = 0.1754exp(0.5536) (2-21)
Qn 1000 = 0-1754/2gDi& A, exp(0.553¢) (2-27)
AP, ., = o.2427(1+ gj exp(1.1072¢)(4gA0Di ) (2-28)
Step 5

AP

If >1 the flow regime will be unidirectional

flood

Q=0

_1-0Z +|o? + oZ(aP/aP,,,, -1

(2-29)
Qh, flood

Q
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Step 6

i AP

<1the flow regime will be mixed
flood

M -[ir(M2-1a-ap/ap,, )
net — M -1 h, flood

_ 4 :
Qc e = 0.055{ ﬂjAE,/gD||£|

o m2e-apap,, f -2+ m2a-ap/ap,,,)f

| =
QE,max

Qh = Qnet + QI

2
whereM =2m, -1= (ﬂj = 9.400
0-2

(QI /Qh flood )‘
" AI:)/Apﬂood ‘ AP
APﬂood
ey

Cooper used this algorithm to write an equivalesrtian 77 subroutine (Cooper

(2-30)

(2-31)

(2-32)

(2-33)

1994b) which was converted by Wade (Wade 2003)isaal Basic code for use in

the BRANZFire zone model.
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Previous Computer Modelling

Mills 2004

As stated above, when Cooper was writing his shattlorizontal ceiling vent
algorithm in 1994 he found that there was veriglittata in the literature from which
to develop a robust computer model of the probMfhen Wade used this algorithm
in the BRANZFire zone model it was with some undatiabut this was all the data
that was available at the time. A decade after @mpffort, Mills revisited this
problem in an attempt to expand on Coopers work fuither available data.
Unfortunately he found that there was little movaikable work on the subject than

that which Cooper had used.

Mills then went on to compare the flow results aid from using BRANZFire with
those generated from the Computational Fluid Dycar(iCFD) package the Fire
Dynamics Simulator (FDS). It is important to ndtatta comparison between
computer packages is not a validation. Althougthenodel is constructed
independent of the other it is still possible tHiat,example, there is a common flaw

in the equations that make up the models. CFD nsaieth as FDS can overcome
this issue to a certain extent as they have beanrsto reproduce experiments with a
high level of accuracy. This means in some circamsgs CFD models can be used in
place of experiments but they are by no means gteaifed experimental validation is

still required for results to be used with confiden

Mills found that in BRANZFire, ceiling vented firggudictions contained errors that
compound as the simulation progresses. A lack alityientrainment modelling for
the incoming air meant that while early predictiofisayer height and upper zone
temperature were reasonable, these became watfse simulation progressed. Mills’
study therefore already indicates that there @ees with the BRANZFire modelling
of ceiling vent flows (and hence with the equationswhich they are based) and this
study will aim to highlight where some of thesauess lie and provide guidance as to

how to improve the model.
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3. Conceptual Models

3.1. Introduction

In order to help explain the observations thatomaurring in the experiments a
relatively simple integral model is proposed. Thisdal will use volume and
buoyancy conservation conventions as a basis &ligting the experimental
behaviour by considering firstly the descent ofltheer in the compartment and then

provide a way of determining the mass flow throtigh ceiling vent.

3.2. Box Filling Model

The model is based on the salt water analogue @dra fire scenario and is described

schematically in Figure 3.1.

Horizontal celling opening

Q E.a QE.?_ —
N Ceiling layer Exch'ajnge flows
AN 4 Layer interface
ume
H 2 G
yi 5 C
5 z Entrainment
A ; i
L, Ambient fluid

Ta,

Figure 3.1 — Conceptual model schematic

In the model a room of height, H, width, W and de@ contains an inlet source on
the floor of the room with a buoyancyg.Bn the case of the salt water analogue the
buoyancy force is created by the inlet source flQgvwith a dimensionless density

difference as given in equation 3-1.
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AO = Q(Mj (3-1)
Pa

The plume rises from the inlet source on the flddhe compartment, entraining air
as it does so. The mixed fluid then accumulateBeatdp of the compartment forming
the ceiling layer. The interface between the mixad @ambient fluid is at height and
upon reaching this point the plume discharge,idhen simulating an equivalent
real fire scenario it is important that @ much greater thangxhe source flow rate.
This is because a real fire does not introduce iaadit fluid into the system and
hence the amount of entrained fluid must be mucterti@an the introduced fluid so

that it can be considered to be negligible.

The ceiling vent has an area And takes the form of either a rectangular sloissc
the width of the compartment, or a square openihgs is done to simulate a
skylight, which is a common form ceiling openinggeal buildings take. There is a
buoyancy driven flow through the ceiling openingaaibient fluid flowing into the
compartment and contaminated fluid from the ceilager exiting the compartment.
These flow rates will be exchange flows and aregieded Q,, for the ambient
incoming fluid and @, for the contaminated outgoing fluid. The net flmate for the

opening will be @, i.e. equal to the amount of fluid introducedred source.

In order to help understand the processes whicb@amnarring in the compartment a
simple box filling model was developed. The moded ha exchange flow and is
similar to that developed by Baines and Turner (1®6@ has been adapted for this
specific scenario. Initially volume conservatiomgentions are applied to the ceiling

layer accumulating at the top of the compartment.

dv _ _
E—Q| (3 2)

Equation 3-2 defines Qvhich is the flow rate of fluid at the interfage. that which

is accumulating in the top layer and is equal &oftbw from the inlet source coupled
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with the additional fluid which is entrained inteetplume as it rises. It is assumed

that Q>> () as discussed above. Using the compartment dimensgie obtain:

d(H —z,)
dt

WD =Q, (3-3)

Therefore:

dz _-Q
dt WD

Substituting this expression into equation 3-4 watiefining the flow rate of the
plume and then integrating allows us to arriveraégpression for the height of the

layer over time.

1/3
Q = {3§ BokTA} z°" (3-4)
where B =QuAo
r —3/2
Z = (3'5)

1/3
1 31|,
wum{% Bokf} t

N.B. At t=0 the interface is at height H.

This layer height model can now be used as a goitiew the plume in the
experiments is behaving. The model described abmadiqgbs that the size of a ceiling
opening and indeed if one is present at all, shoatdaffect the layer height under this
scheme. This is because the opening is exchangthgowly fluid that is in the layer
and this is a bidirectional exchange flow whosefletthrough the opening is zero in

the real fire scenario and should be negligiblthasaltwater analogue. It is
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important to note some of the assumptions thaindwerent in this model. The model
assumes turbulent flow immediately from the exith@ source, which is seen in a real
fire scenario but is unable to be replicated inghkkwater analogue as there is an

initial zone in which the turbulent plume forms.

For the model it is assumed that the plume behtineesame within the compartment
as it would if it were simply a free plume with bhoundaries. This is important as if
the entrainment into the plume was restricted amivwas not reflected in the model,
then this would lead to a discrepancy. The spredkdeoplume is assumed to be

constant and have a spread constantiok the model of 0.15 (Kikkert al 2007).

This model does not take into account any mixing@lihe interface between the two

layers.

In order to advance the model further it is nowiesigo consider it in dimensionless
form, the derivation of which can be found in deitaiAppendix B but the resulting

eqguation is given here as equation 3-6.

z, _ 1 -
e (3-6)

1/3 3/2

4 2
1{;’3;1';\2(@ FrOkT“] t*
y

where

t 1/2 7
tr=—,t,=|—| ,B=-d? y=DW
t, 0 { } B 2 Y
It should be noted that:

B T d 3/2
A%/le 5/2 :Z(ﬁj Fro (3-7)
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Where [ is the densimetric Froude numbeg/(dod)"?, which is a typical way of
characterising plumes;oand d are the velocity and diameter of the inbetrse

respectively.

3.3. Mass Conservation Model

The box filling model can now be expanded with time af using it to predict the
amount of contaminant present in the ceiling laltas.important to note that the
effects of the ceiling opening are still not betagen into account at this time as this
will affect the concentration of contaminant in ttealing layer. Mass conservation
dictates that the flux of contaminant enteringabiing layer is equal to the

contaminant flux at the inlet source.
Q| C| = QoCo (3'8)

where Gis the average contaminant concentration enten@geiling layer and (s
the initial contaminant concentration. Thereforettital mass of contaminant in the

ceiling layer can be defined by:
t
CV. = [ CoQut (3-9)

where @ is the average contaminant concentration in therland V is the volume
of the layer. Again it has been assumed thatQ,. Equation 3-9 can now be
integrated with the compartment dimensions sulistitin to express the layer

concentration in the following form:

Qoo

L= W_Zl) (3-10)

N.B. the constant of integration is zero in thisedn non-dimensional form this can

be expressed as follows:
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C, H? B t*
— = 312 ; 5/2 7 (3-11)
C, WDA,H 1-4

H

This study uses a light attenuation technique torere these flows experimentally
and this system measures spatially integrated otraten fields. It is advantageous
at this time to consider the model in terms of thidth integrated information so that
the model and the experiments can be compared r@addy. The maximum
integrated contaminant concentration at the sof{gesignated ) is Gd and the
average integrated contaminant concentration ircéfiang layer (designated § is
C.D. Therefore equation 3-11 can be rewritten utiisintegrated terms as follows:

C, _CD _H? B, t*
C, GC,d dwAY?H>?

(3-12)

1-=-
H
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3.4. Box Filling Model with Exchange Flow

As noted previously the position of the layer ifdee should be independent of the
exchange flow and therefore equation 3-6 still nem&alid at his time. However the
contaminant concentration within the layer will obga once the ceiling opening is
taken into account as the layer exchanges fluill thie ambient environment outside
the compartment. For this reason, equations 3-ti13at? apply for closed

compartments only.
Conserving mass in the ceiling layer gives theofeihg equation:

d
E(ALVL)_ Qvo + ALQEc =0 (3'13)

Using the data which is available to us experimntiee. C.i/Copi, the above equation
can be solved for the exchange flow which is exggdsn dimensionless form by

dividing by the inlet flow.

&zﬁz{l_ d g(&wﬂ (3-14)
Q C,d DQ, dt{ C,

It has been assumed in the above equation thauthancy of the ceiling layer is

representative of the buoyancy at the ceiling apgni

Dimensional arguments will provide some guidanctake expected form of the
exchange flow. Noting that the compartment is mesgurised and therefore the
exchange flow is only dependant on the buoyandhefluid and the area of the
ceiling opening (&) we can write:

U OA A

This dependancy can be represented by the follovéilagionship:

34




1/2
U O [ALJAE]
Multiplying both sides by the area of the opening,
1/2
Q: Ofa vA [ A
Q |:| Al/2A§/4
E L

Hence

Qe _ const=E (3-15)

1/2 p5/4
AL

where E is a constant for a given type of ceilipgring and is known herein as the

exchange flow constant.
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4. Experimental Systems and Design

4.1. Introduction

This chapter describes the light attenuation metratithe theory behind it as well as
the general set up of the ambient tank and thecedeed system. Also explained are
how the camera is set up and the experiments ctedluctorder to ensure there was

repeatability in the system.

Calibration experiments are presented which areired| to confirm the linear
relationship between light attenuation and the cy®centration, as well as providing
an upper bound above which this relationship de¢spply. Finally a check of the
light attenuation method is made to confirm théntegue is performing to a

satisfactory level.

This chapter then describes the saltwater expetsnardertaken in detail. The
configuration as well as the method of the expenitmiés explained as are the source
conditions. The derivation of the fire size whidrresponds to a particular saltwater
density is also made.

4.2. Flow Visualisation Techniques
Light Attenuation

The basis of the LA system lies in the relationdlepveen the amount of dye which
the light has to pass through and the associatg@akge in the intensity of that light.
It was found that the attenuation of light thatgessthrough a dyed fluid can be used
to measure the concentration of dye in that fltdddkeret al. 1996). Densities
caused by dissolved salts can be determined astkdinearly proportional to dye
concentration for low concentrations. The data feohght attenuation experiment is
integrated over the width through which the lightges. As a result LA is able to
provide high quality information for the flow assdnole because the signal does not
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diminish as quickly with increasing distance frdme source as it can with other

visualisation techniques.

During an LA experiment, a uniform source of whigdt is directed through a dyed
fluid and all other possible sources of light amoved. As the light travels through
obstructions and interfaces its intensity is atéded as it is absorbed (due to travel
through air, water, glass etc.), reflected (forragke from an air — water interface) or
dispersed over distance. The difference betweehghieintensity as it passes through
a fluid that is dyed and one that is not is duth#attenuation of the dye. If the
relationship between the light intensity and the dftenuation is known, then this can
be used to determine the concentration of the dgetzerefore the density of the

fluid.

One of the first uses of light attenuation theogsvin the investigation of 2-D lock
exchange gravity currents (Hacletral. 1996). For these experiments it was assumed

that the light attenuation was linearly dependentlge concentration, ¢, according to

the following equation.
c= cof[ll—oj @)

Where | is the intensity of light received and the calibration constant calculated
from the relationship between light intensity aryg doncentration.

Further to this a more advanced relationship wagldped by Cenedese and Dalziel
(1998) who were able to show that the intensitiygtft which passes through a dyed

fluid will decay exponentially with integrated dgencentration. The derivation of

this equation is included in Appendix C.

ch, = aln(ll—oj =ad, (4-2)
d, = |n(|—°j (4-3)
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It is important to note that while this relationshs valid for low concentrations, it
does not hold for higher dye concentrations (Cesedad Dalziel 1998). The point at
which this equation no longer applies can be datexdiby incrementally adding
small amounts of dye to the solution and deterngiminwhich point the integrated

dye concentration and optical thickness relatigmskiases to be linear.

If the maximum dye concentration is known (set)] #re optical thickness is
measured, then any dye concentration can be detednais a fraction of the
maximum. The relative mixing, R, can be determiaed is equal to the relative
density for low salt concentrations. It is effeeliva measure of the extent of mixing
which has occurred as an R value of 1 correspandarnixed solution and a value of
0 corresponds to ambient fluid. R is shown in tipeation below. A constant width of

integration is assumed.

In(loj
rR=C = 1/ . d (4-4)

Cenedese and Dalziel (1998) found that the levegbft attenuation was a function of
wavelength as well as a function of dye concertratl hey found that red dye has a
region of constant response at approximately 510Tims wavelength corresponds to
green light. Green light can be selected eitheruphn placing a green filter on the
camera lens, or by selecting only the green gud ¢i#sregarding the blue and red

guns) on the digital camera or the related software

The optical thickness was found by Kikkert (2006atso be dependent on the
intensity of the background lighting as well as theperature. The background lights
were left to heat up for a period of time priorato experiment to ensure that the air
surrounding them also has a chance to heat upiabpatiations in background
lighting can be overcome by time averaging datasafdracting the reference image
from a recording so that such variations are elatad. Fluid temperatures were also
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allowed to reach a steady state prior to an exp@rirbeing carried out so that

variations in this regard are minimised.

Ambient Tank Configuration

During the light attenuation experiments, the corf the amount and direction of
light in the room is very important and so all expeents are carried out in a
darkroom. The ambient tank used for these expetsrieas internal dimensions of
(length x width x height) 1068 mm x 1072 mm x 62¢hnT he tank had windows on
the bottom and all sides and these were construttedf glass for the sides and

polycarbonate sheetfor the bottom.

The source solution was fed from a source tankBabove the bottom of the main
tank. This tank used a small pump to push the mextp to a constant head tank
whose overflow ran back into the source tank asd atted to circulate the fluid as a
way of providing additional mixing of the solutioftom the constant head tank the
source solution ran down through a magnetic floemand out of the source pipe.
Covering the tank when it was not being used aittedinimise evaporation and
therefore changes to the concentration of the sogotution. Figure 4.1 below shows

the source tank configuration.
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Figure 4.1 - Schematic drawing of source configarat

Photographs of the experimental set up are shovenvisepicting the ambient tank in
Figure 4.2, the compartment suspended inside theitaFigure 4.3 and the source

tank in Figure 4.4.

Figure 4.2 — Ambient tank photograph
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Figure 4.4 - Source tank photograph

The magnetic flow meter was calibrated with fregiter to ensure the flow rate given
on the display was representative of the actual fiate. All ball valves were opened
and the precision valve was then turned up urditady flow was seen exiting out the
source, at which point it was turned down to theireéel flow rate and measurements
taken. The water was captured in a bucket for apprately one minute before being
weighed and the mass (+ 0.004 g) and time (x Oré®rded. The flow rates
investigated ranged from 1 L/min to approximately B/min. Figure 4.5 shows the

calibration curve for the magnetic flow meter.
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Calibration Curve for Source Flow Meter
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Figure 4.5 — Magnetic flow meter calibration curve

The light source for the attenuation experiments avh@ank consisting of eight

100 Hz fluorescent tubes. The light bank was helolace by a steel frame and
located directly behind the back window of the taAkranslucent plastic diffusion
sheet of approximately 2 mm in thickness was pldeddeen the light bank and the
tank in order to create a more uniform light souf@e the sides of the light bank
where it protruded beyond the width of the tankgcklcloth drop sheets were used to
prevent any light entering the tank from any dii@tither than through the rear

window.
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4.3. Camera

The position and set up of the camera is cruci#héoconduction of these
experiments as it is upon the camera and the tigtttit receives that all results are
based. The camera in question, while it is of lgghlity, is of a style used for home
videoing. As a result of this it adjusts many sfparameters automatically which can
lead to unexpected changes in the intensity of ligbeived. This section describes
how the camera was positioned and set up in oodachieve consistent, repeatable

results for the experiments.

Camera Setup

Facing the tank, a digital video camera was pastibapproximately 5 m from the
front of the tank. While this may seem to be gailarge distance it is important to
avoid issues of parallax. Parallax occurs due eddifference in the distance travelled
between a ray of light which passes from the cerittbe light bank through the tank
to the camera and one that travels from the cowfefge bank through the tank to the

camera. This is highlighted below in Figure 4.6.
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Figure 4.6 — Plan view of setup showing parallax

As light from the corners has to travel furthetiie camera than light that travels

straight, it will be attenuated slightly more by to travel through more of each
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medium on the way. By using the approximation thatcamera is infinitely distant
from the tank and the distance paths are the sareear is being introduced into the
calculations. The magnitude of this error can hatbby considering the maximum
length that the light could travel compared toghaight line distance. The maximum
horizontal and vertical distance from the imagetieeis approximately 500 mm in
each case. Therefore the distance to the cormgpioximately 700 mm. This means
the maximum distance from the corner to the canse5840 mm. Compared to the
straight line distance of 5000 mm this correspdondm error of 1 % which is deemed

to be negligible.

The camera that was used was the Canon Digitalo/@encorder XM2 and was
positioned on a tripod such that the camera w#sarcentre of, and perpendicular to,
the front window of the tank. The camera has aluéism of 576 x 720 pixels. A
computer was used for the data acquisition andahsconnected to the camera via a
data cable and an IEEE Firewire cable. A depictibthe camera and ambient tank

set up is presented in Figure 4.7.
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Figure 4.7 — Schematic drawing of camera setup
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Camera Setup Experiments

As previously mentioned the position and setughefdamera was very important in
these experiments in order to get repeatable haian be compared and allow us to
infer information about the structure of the floeimg studied. The Canon Digital
Video Camcorder XM2 is a handycam and is desigoethe home user. For this
reason it adjusts many of its parameters autonilgtea that the inexperienced user is
easily able to obtain reasonable quality imageshiapplication however this

affects the experiments in a negative way. Thisassn be resolved however by
manually adjusting the parameters of the cameraeasadring it does not make any

unexpected automatic changes.

During an experiment it is vital that the only cgann light intensity is due to the
increase in dye concentration in the tank. Theevb#tlance was set manually by
zooming the camera in until the shot consistedndf white background, i.e. none of
the structure of the tank could be seen, onlyitited shining through from behind,
and the ‘set white’ button pressed. By doing thes ¢amera adjusts the relative
magnitudes of the green, red and blue guns at@aehand sets them so that they are
the same. This is preferable to the camera sdtimgvhite balance because when red
dye is added to the solution the camera would #upmst the gain of the other two

guns itself.

A series of tests were conducted in which the shgpieed, exposure and gain were
adjusted. The main priorities in setting these ipetars were to ensure that the
maximum intensity signal was set as close as plestipbut not over 255, and that
the experiments were repeatable. If the intensigng point was greater than 255
then the image would be over exposed and the cektturated. This is undesirable
because there is no way of telling how saturatecttitour is and hence how large a
change in intensity actually is. It is importanitever that the maximum intensity be
as close as possible to 255 (typically 230 — 24@phise this allows as big a dynamic
range as possible, thus making the measurementsanourate. The camera focus

was also set manually.
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The fluorescent lights that were used work by aliezly heating the neon in the tubes
up until they glow every 0.01 seconds and thenchwig off. It has been suggested
(Kikkert 2006) that if the shutter speed is fasteof similar frequency to that of the
bulb then these fluctuations may show up as intgrsriations with time. In order to
investigate this issue the light intensity of atjgatar pixel was monitored over time
with shutter speeds of 1/100, 1/210. These spegmiesent 100 and 210 percent of
the frequency of the bulb. The profiles at eachtehspeed are represented in Figure
4.8.

Green Gun Intensity Variations for Different Shutter
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Figure 4.8 — Green gun light intensity at variohstter speeds

The above figure shows that even if the shutteedpe more than twice as fast as the
frequency of the bulb there is no significant ira=e in the fluctuation of the green

light intensity.

The following table outlines the combinations of tamera set up that were
investigated according to the requirements discliabeve. The set up that was used
was number 11 in the table with the shutter speetbsl/100, the exposure to 8 and
the gain to O.
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Camera setup | Shutter Speed | Exposure | Gain Recorded
1 1/60 5.7 6 | ~ 100 frames
2 1/60 6.2 0 | ~ 100 frames
3 1/60 6.7 0 | ~ 100 frames
4 1/60 8 0 | ~ 100 frames
5 1/75 6.7 0 | ~ 100 frames
6 1/75 7.3 0 | ~ 100 frames
7 1/75 7.3 0 | ~ 100 frames
8 1/75 7.3 0 | ~ 100 frames
9 1/75 8 0 | ~ 100 frames
10 1/75 8 0 | ~ 100 frames
11 1/100 8 0 | ~ 100 frames

Table 4.1 — Camera set up experiments
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4.4.  Calibration Experiments

In order to determine the relationship betweennhbeease in dye concentration and
loss in light intensity due to attenuation, a seoécalibration experiments were
carried out. These experiments were designed t& aarthe maximum dye
concentration for which the linear relationshiphwlight attenuation applies and to

explore possible limitations in the technique.

The setup used is shown in Figure 4.7. Insteatlefite compartment however, a
calibration cell of approximately 9 L capacity walaced inside the tank in the
position where the outlet of the compartment wantlterwise be. The calibration cell
was square in shape and measured 119 mm in deftté direction of the light path.

A reference image of the tank filled with water bot containing the calibration cell
was recorded using Adobe Premier 6.0. The cellfilad with 7.75 L of water and a
video of approximately 100 frames was taken usirggrirer. A dye solution of

0.0335 g was mixed thoroughly into 250 ml of walidre solution was added 25 ml at

a time with a pipette, mixed well and a video opregximately 100 frames was taken.

Once the video footage was converted to .tiff filmsimage sequence was created in
Imagestream 6.0 (Nokes 2005) in order to analysel#éta. The data was first time
averaged using Imagestream in order to smoothrgutlactuations in the signal.
Then, using the white reference image initiallygiakthe calibration cell images were
filtered so that only the intensity of the greem guas shown. A small region of the
image inside the calibration cell was used to ereatintensity field in Imagestream
and this data was exported as a .csv (comma segaratiable) file for reading in
Microsoft Excel. The green light intensity was aged over the small region inside
the cell and this value was plotted against thegrated dye concentration in the cell
to produce Figure 4.9.
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Figure 4.9 — Calibration profile of red dye respmns

The above figure shows a distinct linear regioloatdye concentrations before the
relationship becomes exponential at higher conagatrs. The maximum integrated
concentration for which the linear relationship leggpis seen to be approximately
2.5 x10" m.kg/nT. Above this point a quadratic expression is use@present the
data. By rearranging the equations in the abovedigreen light intensity data can

easily be converted to integrated concentratioa.dat

The following table describes the incremental dyeittons used in the calibration

experiments and the intensity of green light thas wecorded.
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Dye Green
added Water Concentration Light
Increment (9) volume (L) (m.kg/m®) Intensity

0 0 7.750 0.00 0.02
1| 0.00335 7.775 5.127E-05 0.1
2| 0.00670 7.800 1.022E-04 0.15
3| 0.01005 7.825 1.528E-04 0.23
4| 0.01340 7.850 2.031E-04 0.295
5| 0.01675 7.875 2.531E-04 0.375
6 | 0.02010 7.900 3.028E-04 0.54
7| 0.02345 7.925 3.521E-04 0.67
8| 0.02680 7.950 4.012E-04 0.83
9| 0.03015 7.975 4.499E-04 1.035
10 | 0.03350 8.000 4.983E-04 1.235

Table 4.2 — Calibration experiment conditions
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4.5. Method Performance Check

In order to check that the green light attenuatmimtegrated dye concentration
relationship is working well a simple test was ded to provide confidence that
design of the experimental system was progressiogrding to plan. This section

outlines this test and explains why it was used.

The ambient tank was filled with water and a whidekground video was taken.
Then 0.1244 g of dye was added to the tank asuallapd mixed thoroughly. This
gave an integrated dye concentration in the tar&k f x10* m.kg/nT, which is at the
limit of the linear region. A background red videthe tank was recorded. Once
these images were recorded the compartment wasdplagosition inside the tank so
that it filled up with the dye solution and therecked to ensure it was fully water
tight. The ambient tank was then emptied and eefiith fresh water leaving the

compartment filled with dye solution immersed iesh water. The background red

image and the dye filled compartment are shownigare 4.10.

Figure 4.10 — Background red image and dye fill@shgartment used in performance

test

If the relationship between the integrated dye eatration and the amount of green
light attenuated is valid, then the integrated emiations recorded should be
approximately equal to the ratio of the depth ef tompartment to the depth of the
ambient tank as the amount of other light atterdiabl®uld be consistent in each case.

The depth of the ambient tank is 1068 mm and th#tteocompartment is 250 mm
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giving a ratio of 4.3. Imagestream was used terfilhe images and take the average
concentration from a small area inside the positibthe compartment and it was
found that the ratio of the concentrations fromtilie images was 4.5. While this is
slightly different from the actual ratio of the diep concerned, one must remember
that the light path has been slightly altered thfothe inclusion of the plastic
compartment walls. Furthermore the amount of lgjtgénuated by dye within the
compartment will be slightly different than thatestuated by dye in front or behind
the compartment, as is found in the backgroundsaytion. This test is not a robust
analysis of the technique due the differencesenitiht path described above but
gave confidence that the equipment was working arel that there were no major

issues.
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4.6. Experimental Configuration

Prior to the conduction of any quantitative expenal work in this project, it was
important to investigate the source conditions megluto generate an appropriate fire
analogue with the saltwater system. There are a hugber of variations of initial
conditions which could be employed including diffietr source diameters, inlet
velocities, source positions and room sizes/condigons. The scope of this project,
however, could not possibly encompass all of themal fire scenarios so it is
necessary to investigate a relatively small nunalbéne most relevant, beneficial

situations.
Initial Conditions

The compartment used for this investigation wa®a&b1scale model of a

(length x depth x height) 3.6 m x 2.4 m x 2.4 mmoevhich is are standard ISO room
dimensions. This gives the compartment dimensod@¥s375 m x 0.25 m x 0.25 m.
The size of the room was chosen to be as largesssiye while still fitting inside the
ambient tank with enough room such that the wdlth® enclosure did not affect the
flow of fluid from the opening in the compartment.

Keeping in mind the scope of this project, whicloisnvestigate the fluid flows from
the compartment opening, only one fire position wasstigated. The source was
situated towards one end of the room, with the ojeat the other end. It was
important that the source was far enough away freerwalls of the compartment so
as to minimise the effect of the walls and enshegglume behaved as close as
possible to a free plume. This allowed entrainnfierh all sides of the plume, which
was the most conservative scenario as it resuitélaei most mixing and hence the

most smoke.
The source was located away from the opening torertbere is sufficient time for a

ceiling jet to fully develop in the room. If thisas not the case and the momentum

from the fire itself were able to impinge on theenmg then we would be leaving the
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bounds of what zone models are able to predictlamisteering away from the scope

of the project.

The size of fire that can be investigated is lihibyy a maximum density difference
between fluids for which the concentration denssationship is valid which is
approximately 10 % (Shiet al. 2004). For this reason two relatively small firees
were investigated. The size of fire correspondmng particular saltwater density
difference is derived in the next section.

Once the location of the source and the arrangeoféhe compartment had been
determined the source conditions — namely the sodiemmeter and the inlet flow rate
— needed to be determined. This is a very impodgaft in ensuring comparable

conditions between the real fire scenario and #ftevater analogue.

For this analysis it was fair to assume that treedoes not contribute any mass to the
system, instead the buoyancy forces are causedghtbe heating of fluid and hence
generation of a density difference. When saltwateised the buoyancy forces are
again due to a density difference between thed|uidwever this time it is as a result
of an introduced fluid. This was important whenamme time to analyse the flows
through the opening as this extra fluid needs ttaken into account.

At the source of a fire there is no inherent momenin the fluid. This is not the case
in saltwater modelling and it is an important pahtifference. The flows into the
compartment must be kept as low as possible sdhisadifference is minimised.
However, in order to generate a turbulent plumeasaonable velocity is needed to
ensure a large enough Reynolds number for thaappédn. In reality the flow rate

will be based on a compromise between these twesss

Important in the analysis of these internal flos¢hie entrainment of the introduced
fluid. As a result of those issues presented alaodethe required compromise
between the Reynolds number required and the me@dhimise initial velocity, there
will be a jet region (which is not present in tlealrfire scenario and therefore is
designed to be as small as possible) and a plugrenrelhe entrainment into the

plume is much greater than that into the jet regimr this reason it is very important
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to be able to calculate where the transition betwbese two flow regimes is. The
distance from the source to the point where thenplis established is known as the
jet to plume transition lengthg.l In the jet region it is the momentum flux which
dominates the buoyancy flux and vice versa in tbenp region. When these forces

are approximately equal is where we find the jgiltone transition.

The next issue is to determine the source conditibat are required to get the flow
pattern that is desired. An investigation of a mnfsource conditions and their
effect on the Reynolds and Froude numbers is preddrelow in Table 4.3.

Pipe
diameter d [m 0.005 0.005 0.01 0.01 0.002
Flow rate in
pipe Qo | L/min 1 0.5 0.78 15 1
Initial
velocity Uy | m/s 0.85 0.42 0.17 0.32 5.31
Initial fluid
density po | kg/m® 1030 1030 1030 1100 1030
Initial density
difference Ay m/s? 0.294 0.294 0.294 0.98 0.294
(3%) (3%) (3%) (10%) (3%)

Initial
buoyancy By | m%s® | 4.98-06 | 2.5E-06 | 3.8E-06 2.5E-05 | 4.9E-06
Initial
momentum | Mo | m%s® | 1.4E-05| 3.5E-06 | 2.2E-06 8.0E-06 | 8.8E-05
Jet to plume
transition l, | m 0.104 0.052 0.029 0.03 0.412
Reynolds
number Re - 4227 2114 1649 3170 10568
Froude
number Fr - 22.14 11.07 3.05 3.22 218.78
Table 4.3 - Pipe flow initial conditions
The initial density difference is as described gsequation 3-1.
A, {M}g (3.1)

Ps

The initial buoyancy flux and momentum flux areccééited using equations 4-5 and
4-6 respectively.
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B, =U [, [A (4-5)

M, :%U(fdz (4-6)

Recall the Froude number as given in equation 2t8,the Reynolds number given

in equation 2-17.

Fr, = (2-17)
° /A
Re=Jod (2-18)
vV

The above table shows that if a 5 mm source diamedee to be used then the jet to
plume transition length is very large and far fris@al when considering the physical
dimensions of the compartment. If the flow ratesiduced to 0.5 f¥s the transition
point does fall to a more acceptable level butRbgnolds number is no longer high
enough to ensure a turbulent flow regime. If a 10 source is used and the initial
velocity increased the transition length is halaed a high Reynolds number can be
obtained while still preserving a low Froude numisehowever a 20 mm opening is
used high Reynolds numbers can be obtained easiiylaw flow rates but the jet to

plume transition length is extremely large and inietshe bounds of the compartment.

As shown in this table the best compromise betwieempposing ideals of higher
Reynolds number and low jet to plume transitiorgtans found with a 10 mm source
at approximately 1.5 L/min inlet flow. In practieel0.3 mm source diameter was
used at approximately 1.7 L/min to ensure turbudeeaeached. We also see that
when the fluid density is increased to 1100 kiwith the 10 mm opening the
parameters obtained are still within a suitablgyean
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4.7. Equivalent Fire Size

While the conduction of these experiments will pdevinsight into the nature of the
plume and of the compartment filling problem, witth¢he ability to relate the work
to an actual fire size in the room, its applicabpiis very limited. When conducting a
fire engineering design the engineer will come ufin\& design fire which is the
realistic worst case scenario for a building omnod he engineer can then use their
design fire input to be able to predict flows witlihe compartment and through a
ceiling opening. This section describes the wayfiteesize is calculated from the

density difference used in the saltwater modelling.

In order to relate the density difference in thiéveater analogue system to a fire size
in a real scenario, the buoyancy fluxes at theaf each scenario are matched.
This is done through adaptation of the method bgeldlorehet al (1998) in their

spill plume analysis. Recall that the initial flakbuoyant fluid can be described by
equation 4-5.

B, =U [, [A (4-5)
Consider the convective heat flux of the fire giverquation 4-7.

Q=c,| pWIAT (WA (4-7)

An alternative description of the buoyancy fluxeiuation 4-5 is given in equation
4-8.

B= (ij j wDp DA (4-8)
P,

Using the pressure of water at sea level and amgegembient tank temperature of
14 °C,pAT = (999.22x287) andT/T = 287000Ap/pa. Using this information and
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combining equations 4-7 and 4-8 above, an expnegsio be obtained for the

buoyancy flux in terms of the convective heat flux.

|9 g Q :
B”{28700@p}Q 122338 (*9)

Expressions 4-5 and 4-9 can now simply be equatddtermine the equivalent
unscaled heat release rate from a saltwater detsityder to scale the result to the
real scenario one simply employs the equivalertrggéaw relating convective heat

release rate to length (Harrison 2000) which i€ginn equation 4-10 below.
Qo L¥? (4-10)

Since in this case a 1:9.6 scale is used, the phyttg factor for convective heat flux
is 316. Using the above method we determine tteatdhl fire size using a three
percent density difference is 323 kW, and for aparcent density difference is a
646 kW fire.
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4.8. Experimental Method

Here, as in all scientific research, repeatabditg quality assurance are paramount.
Therefore a strict and complete method of operatreeds to be devised in order to
minimise the effects of any human or systematiorefrhe conduction of each
experiment needs to be identical with only the peai@r of interest being varied so
that any subsequent change in output can be coadidausative. In this section the
method for the saltwater modelling experimentsespnted and experiential issues

discussed.

Firstly the source solution is made up in the sedank. The tank is filled with water
up to 60 L. The appropriate amount of salt is thédded to the water depending on the

density required. The scales for weighing the aataccurate to 0.0005 g.

The amount of dye required to achieve an integretedentration of

1.4 x10* m.kg/n? (scaled by the source diameter) was weighed arigerscales
(accurate to 0.00005 g). In 60 L the amount of ipiired was 0.8155 g. As the
amount of dye is small, one lump of powder thatsdoet dissolve could significantly
affect the concentration in the solution. For ti@igson a portion of the dye was first
added in a small amount of water until completedsdived before being added to the
solution. This was repeated until all the dye wiasalved into the solution. This
ensured that there were no lumps of undissolvedeyaining at the bottom of the

tank and that the appropriate concentration waeaet.

Once the solution was made up and stirred thorqutjel pump was left circulating
the solution up to the constant head tank and raokhe source tank to ensure there
was thorough mixing of all components. The soluti@s then sampled and analysed
in the density meter to determine that it had threect density for the problem at
hand.

Before commencing a series of experiments the aakthe compartment were both
levelled and then cleaned using specialised glapastic cleaning solutions
respectively. The valves were opened to allow theti®n to exit the jet and the fine
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control valve adjusted to the desired flow rateobethe ball valve was shut off.
Doing this allows the desired flow rate to be omtal almost immediately upon the

commencement of an experiment through the operafitime ball valve.

The ambient tank was filled with fresh water arftl d@ernight for the temperature to
equilibrate and for the water to de-aerate. At tinie all bubbles are removed from
all the surfaces on the ambient tank as well ahermompartment. The fluorescent
light bank was switched on at least an hour betfoeeexperiment so that the air
surrounding it has reached an equilibrium tempeeatat did not vary. Before the
tank was finally filled right to the jet openindpet jet was turned on for a few seconds
and collected in a bucket. This was done so thagarbubbles which may have
collected in the jet line were removed before tkygeeiment began. The tank was then
filled to the level of the source opening (the ditbof the compartment) and the fluid
left to settle for a few minutes before commenangexperimental run. The room
must be in complete darkness except for the lighkband light entering the tank

other than through the rear window was minimisedlioninated.

Prior to a series of experiments the ambient taa& filed with water (the
compartment being present) and then dye addecttoaihcentration at the maximum
of the linear range for which the light attenuationntegrated concentration
relationship is valid, i.e. 2.5 xm.kg/nT. The depth of the tank was 1.068 m so the
amount of dye required for the 578 L tank was 031§5A small video clip was
recorded and this reference image was used apfier bound when applying a
polynomial field calibration to the image duringopessing. This is the filter which
applies the linear attenuation relationship to chetee the concentration at a pixel
between zero (recorded before an experiment cditit@ent tank filled with water

only — no dye) and the maximum red background.

The camera was set up and recording initiated nitiai set of approximately 100
images was recorded before the flow was started. Wwas done to obtain a reference
blank image that was relevant to a particular eérpemt and used as such when the
images were processed. Recording was then startetha ball valve opened to allow
the solution to escape out the jet and then sliwtrafe the experiment has been run

for approximately 5000 frames (3 minutes 20 secpnds
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The following table outlines each of the experina¢series conducted including the
source conditions and the opening used in each(easept for the free plume
comparison experiments which obviously do not idelthe compartment).

Flow rate
Source conditions Opening (L/min) Recorded
Solution volume 60 L | 50 square 1.750 | > 5000 frames
Salt density 3% | 75 square 1.773 | > 5000 frames
Dye concentration 0.01067 g/L | 100 square 1.727 | > 5000 frames
50 slot 1.730 | > 5000 frames
100 slot 1.732 | > 5000 frames
Flow rate
Source conditions Opening (L/min) Recorded
Solution volume 60 L | Free plume 1.751 | > 5000 frames
Salt density 3%
Dye concentration 0.01066 g/L
Flow rate
Source conditions Opening (L/min) Recorded
Solution volume 45 L | 50 square 1.751 | > 5000 frames
Salt density 3% | 75 square 1.715 | > 5000 frames
Dye concentration 0.002134 g/L | 100 square 1.721 | > 5000 frames
50 slot 1.641 | > 5000 frames
Flow rate
Source conditions Opening (L/min) Recorded
Solution volume 60 L | 50 square 1.750 | > 5000 frames
Salt density 6% | 75 square 1.741 | > 5000 frames
Dye concentration 0.00449 g/L | 100 square 1.745 | > 5000 frames
50 slot 1.750 | > 5000 frames

Table 4.4 — Experiments conducted
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4.9. Data Analysis Methods

Raw video of the experiments needed to be convartedx viable format for further
analysis and this was done by first exporting tide .avi files into a series of single
frame .tiff files. At this point Imagestream wasm@oyed to reduce the data to a
usable format depending on its purpose as deschiblesv. In each case however this
involved first filtering the data to use the intémsecorded from the green gun only.
Then the polynomial field calibration is used t@Bythe relationship between light
attenuation and dye concentration. The polynonnedd tcalibration tells the image
processor that the relationship between light sitgrand dye concentration is linear
from zero up to the maximum determined in a sexfeslibration experiments and
non-linear thereafter. The intensities at zeromagimum concentration are
determined prior to an experiment by recordingreesef frames with no dye present
and with the linearly maximum concentration presespectively and using these to

bound the polynomial field calibration.
Layer Height

The layer height for each opening was determineddnyy Imagestream to detect the
interface between the two zones inside the compatinT his was done for a
particular frame by setting the criterion for trubhdary of the layer and using the
edge detection package within Imagestream to wadke image and read off the
height at which this criterion is reached. For ¢periments t = 0 was determined
consistently as being the time at which the ceijetghat travels across the ceiling
from above the plume reached the far end of thenrdthis is why there is already a
layer height present when the experiments stantsyhas a way or ensuring
uniformity in the recording of the experiments.

An example of a raw frame for the experimental réog is shown in Figure 4.11.
The same frame showing the compartment when thgdrhas been processed is
shown in Figure 4.12. In each case the layer iaterheight can be seen to be quite
clearly defined and is highlighted by the arrowse3e images are from the six

percent experiments using the 50 mm square opening.
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Figure 4.12 — Processed image of the compartment

The edge criterion was set to approximately Hafrnaximum in the layer in each
case and this was averaged across the width @btinpartment to obtain a single
layer height for each opening at each time steraksbe seen from the above image
that used the 50 mm square opening, the spatitiar of the layer across the
compartment is very small so the approximationveiraging the data across the

compartment is accurate. However as the openimgisincreased the variation
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across the compartment becomes greater. This plemmms discussed in more

detail in the following chapter.

The layer height data recorded is best presentduiriansionless form according to

equation 3-6 below:

LN ! (3-6)

1/3 3/2

4 2
+ 3—377EE s Froks | t*
22> DLy

In a practical sense this means plottifgl on the y axis vs the terms multiplying t*

on the x axis, all other terms being constantsrdfoee:

Plume Analysis

Detailed analysis of the experimental plumes waseduy considering concentration
profiles of a single pixel in width taken along ttentreline of the plume and across
its width. Plumes were time averaged where appatgas detailed in subsequent

sections. A schematic of the profiles taken is shawFigure 4.13.
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Figure 4.13 — Plume contour schematic

This was expanded further by using a specific Madligorithm to study the plume. A
region from the top of the compartment to the butamd encompassing the width of

the plume was considered for the analysis. An gams shown in Figure 4.14
below.
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Figure 4.14 — Imagestream view of a time averadech@

The image is then analysed in Matlab accordingp¢ocbde shown in Appendix A

which is used to track the trajectory of the pluasenell as the spread and maximum
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centreline concentration The algorithm was providgdameron Oliver, University

of Canterbury, 2007. The function works by emplagyihe following steps:

Step 1

Determining the ridge of maximum values via dieterpolation

When the ‘scalartraverse’ function is called a éangimber of variables are
incorporated including the source position andsiierce angle. The algorithm uses
the Matlab function ‘fminbnd’ to find the anglewhich the input array
(concentration) at a distance sfépLengthaway from the source position is at a
maximum. The condition is that the angle must deveen the bounds of £ 10
degrees. So the algorithm ‘looks’ a small distaamay from the source and finds the
centreline (or maximum or ridge) of the concentmatand limits the result to within

10 degrees of the starting point.

The algorithm then repeats the process trackinghdbe array at distances of
stepLengthand calculating the angle at + 10 degrees fronstie previously
determined. Through this process a rough trajeaibtlge plume is able to be

determined.

Step 2

Taking Gaussian fits and using them to refine ridggnition

The algorithm steps through each point in the ¢tayy previously determined and
takes cross sections perpendicular to the angleedfajectory at that point. This
means it takes the value of the array at a set suwitpoints across the cross section
of the line. Everything below a certain percentafjthe absolute maximum value of
the cross section is discarded as not useful ®Ghussian fit.

The natural log of the remaining cross section eslis fed to the Matlab function
polyfit which fits a second order polynomial to tth@ta. The form of the polynomial
is: In(C) =ar?+ br + ¢, where C is the concentration value from the aamgr is the
radius (distance) from the trajectory point in dies The values od, b andc are

used to back-calculate the correct values fgrricand b for the best-fit Gaussian
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relationship: C/G, = exp-((r-g)/b%). The trajectory centrepoint is then refined bings

the p value just calculated.

Step 3

Making ‘n’ further Gaussian-fitting iterations

Using the above process the trajectory is reftheaugh ‘n’ further Gaussian fitting
operations. As the trajectory is refined the angleshich each cross section is taken
are refined and when the cross section is at a amnerate angle, more accurate

trajectory positions are obtained.

Step 4

Extracting final set of data to return to user

Data is interpolated at a higher density (and/eatgr width) than was used by the
program for finding the Gaussian fits.
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5. Results and Discussion

5.1. Introduction

This section describes the experimental observathimial results obtained for each of
the density differences (fire sizes) used and Hmniritegral model compared to the
experimental data. It also discusses how the iategodel was employed to obtain
exchange flow rates through the ceiling openingthedmajor issues encountered

throughout the course of this study.

5.2. Experimental Observations

The source flow was initiated and recording begaudescribed in the previous
chapter. The flow starts with an initial burst kfidl when the valve is opened and
quickly travels towards the ceiling as a resulthaef buoyancy flux generated from the
density difference but also due to the inherent ermomm that is present at the source
as discussed previously. The general structureeoplume is soon established with a
small jet to plume transition length observed. phane reaches the ceiling and
immediately begins to spread outwards radially @isd a short distance back down
towards the floor as the introduced fluid is deiéekcfrom the ceiling. Figure 5.1
shows two video stills from the three percent dgrdifference experiments using the
50 mm square opening highlighting this behaviohwtiite plume formation 2 seconds
after experiment start on the left and the plumi&isg the ceiling 6 seconds after
experiment start on the right.
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Figure 5.1 — Plume formation after 2 s (L) and ptumaching ceiling after 6 s (R)

The plume then travels further out from above th&ce in a radial pattern spreading
across the ceiling in what is known as a ceilindtjee direction of flow of the ceiling
jet is shown in the above figure). The plume saacthes the vent where it slowly
begins to exchange with the ambient fluid outsidledompatment. The initial
exchange appears to be very low as the ceiling lay@nly beginning to form and is
still very dilute, i.e. the density difference mall. The ceiling jet then reaches the far
end of the compartment where it is again defledman towards the floor and back
towards the plume because of the momentum aschesahe wall, as shown by the
arrow in the figure below. This flow continues baakoss the compartment and
means the interface between the two zones is nbtefned. Figure 5.2 shows the
plume reaching the ceiling opening and the far whthe compartment 15 seconds
after experiment start and also the flow back belwsvceiling layer 24 seconds after

starting.

Figure 5.2 — Ceiling jet reaching wall after 19.3 énd deflected off wall after 24 s
(R)
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As the experiment continues the interface betwkenupper and lower layer becomes
more settled and the upper layer becomes more angel concentrated as the dense
fluid builds up at the ceiling level. As the lay@is up and descends less and less
ambient fluid is able to be entrained into the pdueading to a more dense layer also.

It was observed during the experiments that theiwayhich the exchange flow
occurs is by the dense fluid leaving the compartrtteough the centre of the
opening while the ambient fluid from the outsidéees the compartment via the
edges and the corner of the vent. This is intargdiehaviour as it may indicate
difficulties when comparing the work of those whavk used circular vents with
those that have used square vents in their expetinas the corners of the square
vents in particular appear to play a big role ia flow structure. Figure 5.3 shows the

layer interface becoming more settled and descgrtdimards the floor of the

compartment after 45 and 90 seconds.

Figure 5.3 — Layer interface settling and descepditer 45 s (L) and 90 s (R)

70




5.3. Layer Height

Layer height is presented as distance from the fdbthe compartment. The layer
height for the three percent density differengeresented in Figure 5.4 and for the

six percent density difference in Figure 5.5.
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Figure 5.4 — Layer height for the 3 percent dengitigrence
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Layer Height - 6 percent
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Figure 5.5 — Layer height for the 6 percent denditigrence

The layer height for each opening size and deutsiitgrence follows the general

trend toward the floor of the compartment as iseexgd. The size of the opening
should not affect the rate of descent of the |agethe ambient air is exchanging only
with the fluid that is in the upper layer. Sincestis an exchange flow with a net mass
loss of close to zero, for each density differeaéeurves should match. In Figure 5.4
however there is a notable difference. With the @0 slot opening we find the layer
descends erratically and far faster than with ahgroopening.

During the experiments it was observed that wherbtlhmm square opening was
used the interface between layers was very welhddfand it steadily descended
towards the floor of the compartment in a consisteanner. As the opening size was
increased the interface was found to be more disthand not as well behaved. In the
case of the 100 mm slot the interface was so dtistlithat the layer actually entrained
additional fluid as it descended and this is whkatls to its peculiar behaviour. A
comparison is shown in Figure 5.6 with the well dedd layer of the 50 square
opening on the left, vs. the turbulent nature ef 100 slot opening on the right. Both
images were taken at the same relative time (58nskscfrom experiment start).

While this is an interesting result in itself, thehaviour when this opening was used

72




is erratic and makes it difficult to discern funtheeaningful data. For this reason the

use of the 100 mm slot opening was discontinuedisipoint.

Figure 5.6 — Comparison of layer height definitton50sq vs. 100sl|

The layer height determined experimentally can beveompared with the integral
model calculated earlier. This is shown below igufe 5.7 using the data from the

three percent density difference experiments.
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Figure 5.7 — Layer height in the compartment compavith that predicted in the

integral model
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As can be seen from the above figure, there igrafsiant discrepancy between the
model and what is seen experimentally. This coelde to any of the inherent
assumptions in the model discussed above and neddsinvestigated further to
improve on the model and give us a better undeisigrof what is really occurring in
the compartment. The following sections analysesthecture of the plume in detalil
in order to highlight where the discrepancies betwine predicted results and the

experimental results lie.
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5.4. Plume Analysis

There are a number of ways which can be used toideghe internal flow structure
of the plume in the compartment and the flow thiothge ceiling vent opening. This
section gives general details and trends regattiegoncentration and structure of
the flow leaving the vent and considers why thaljgted and experimental results
differ.

Free Plume Assumption

One of the preliminary assumptions made at thenmggg of this investigation was
that the plume was far enough away from the boueslaf the compartment that it
had free entrainment from all sides and could éatéd as if the compartment were

not there. This is an essential assumption foirtegral model.

In order to investigate this phenomenon comparisosesnade between the plume
structure within the compartment and a free pluna has no physical obstructions
of any kind. This is done by considering verticadidnorizontal contours of a free
plume and a confined plume to find out if there @vany inconsistencies between the
two. The 50 mm square ceiling vent with a threegetr density difference was used

because this was experimentally the most consiatahtvell behaved scenario.
Horizontal Profiles

A profile of the free plume was taken horizontallyross the plume 132 mm (13 port
diameters) down from the inlet source. This is agpnately halfway down where the

compartment would be and is at the same levelasttier horizontal profiles taken.

The profiles were sampled at 5 second intervalstlaese are shown in Figure 5.8.
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Horizontal Plume Profile at 132 mm - free plume
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Figure 5.8 — Horizontal profile of the free plume

As can be seen from the above figure the plumeleroés the expected shape, most
concentrated at the centre and trailing off to zdrthe edges, and is quite constant
over time. The concentration at the centre of tiodilp is approximately

1.7 to 2.3 x10 (m.kg/n).

The horizontal plume profile with the compartmerdggent is presented below in
Figure 5.9.
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Horizontal Plume Profile at 132 mm - 50square
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Figure 5.9 - Horizontal profile with compartmenepent

This profile again has the expected shape andais agiite constant over time but
there is an important difference. The centrelinecemtration seen in this case is
approximately 1.9 to 2.5 xT(m.kg/nT), which is higher than that seen in the
previous free plume scenario. The above figuresvghat while there are some
fluctuations, over time the structure of the pluseslatively steady. The comparison
between the free and confined plumes can be maiky saen with time averaged

data plotted on the same axes, as in Figure 5.10.

77




Horizontal Plume Profile at 132 mm
- time averaged comparison
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Figure 5.10 — Time averaged horizontal profile cangon of the free and confined

plumes

The above direct comparison shows that at a gieant g1 the plume, the confined
plume is more concentrated than the free plumes iBha very important result as it
indicates that in the free plume example, morehfigater is able to enter the plume
and thus it is more dilute. This is a key findinglaprovides some guidance as to
possible areas that might be important when it toenodel this scenario. This is
also important from a fire engineering standpositaneans that there will be less
smoke in the room which is more concentrated. fibsimplications in terms of
tenability and visibility within the room as welé éhe requirements needed to extract

this smoke.
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Vertical Profiles

In order to investigate and confirm this appareuiuction in entrainment, the vertical
profiles of the plume will be considered. Again bpeatream is used to generate the
data and does so by plotting the integrated coratgon of a one pixel strip taken
vertically down through the plume from the sourmesation at each time step. The
plume height is considered to a height of 150 mig as in the case of the confined
plume the layer begins to descend which would teaah artificial increase in
integrated concentration for the purposes of thg@asment. Figure 5.11 shows the

vertical plume profile for the free plume scenario.

Vertical Plume Profile - free plume
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Figure 5.11 - Vertical profile of the free plume

The above figure shows the centreline concentratfahe plume to have little
variance ranging from around 1.4 <1® 2.1 x10* m.kg/n? as well as remaining

fairly constant over time.

The vertical plume profile with the compartmentgmet is presented below in Figure
5.12.
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Vertical Plume Profile - 50square
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Figure 5.12 - Vertical profile with compartment peat

The above diagram shows that the integrated coratemt down the centre of the
plume is relatively steady and constant over timeio this case it has a higher
concentration of 1.5 xItto 2.5 x10* m.kg/n?, compared with that from the free
plume of 1.4 x1d to 2.1 x10* m.kg/nT.

As with the horizontal profile plots, we can averdge above data over time and

present them on the same set of axes for direcpadson. This is shown below in
Figure 5.13.
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Vertical Plume Profile
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Figure 5.13 — Time averaged horizontal profile cangon of the free and confined

plumes
This vertical profile of the plume provides us witlither evidence that the plume is

more concentrated when confined by the compartimecduse it is entraining less

ambient fluid due to the constrictions of the room.
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5.5. Spread Assumption

One of the assumptions made when proposing thalilayer height model was that
the spread constant;,kvas 0.15 (Kikkeret al 2007). The current model does not
appear to accurately predict the descent of ther lagight so the suitability of this
parameter was investigated using images in Imaggastand appropriate Matlab
algorithms. This was done by taking a time aveEdgeseconds long (100 frames)
from the time the plume hits the ceiling of the gartment, which was 2 seconds
from the beginning of the experiment. When considgthe free plume the averaging
was done at the equivalent time since the expetitmegan, i.e. from 2 seconds till 6
seconds after the beginning of the experiment. Taweraging was shown to be
appropriate in this case when considering conttats f the plumes shown in the

previous section which did not change significaother time.

The integrated maximum centreline concentration tnaacked using the Matlab
algorithm described in Section 4.9. The three g@rexperiments compared with the

free plume are presented below in Figure 5.14.
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2.5E-04
u) oo
2.0E-04 4.;713”Dnnnnnfufxxx‘jx”g;ﬂsgﬂ
LVE-U4 o XX 2 %00n
xX xxxxxi‘:ﬂnnn
X Xx
—~ axx X XX
T L5E-04 TTx X
> o Confined
~
E x Free plume
e 1.0E-04
(@]
5.0E-05 -
0.0E+00 ‘ : ;
0 5 10 15 20
x/d

Figure 5.14 — Integrated Maximum centreline coneiun for free and confined

plumes.
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These results determined using the Matlab algorithmbe seen to be consistent with
integrated concentrations seen in the previousosewathen the horizontal and vertical
plume profiles were considered. The above grapghslpports the trend that the
confined plume in the compartment results in a ncorecentrated plume than is seen

in the unobstructed case.

As previously mentioned, & kalue of 0.15 has in it the inherent assumptioa tafp
hat concentration distribution across the plumes algorithm is able to fit a Gaussian
profile to the integrated concentration cross secéind use this to obtain a more
accurate figure fork A Gaussian profile is matched to an equivaleptttat profile

by conserving the mass and momentum fluxes atengivoss-section.

Plume Concentration Profile - free plume

H
N

C/Cm

-2.5 2.5

r/b

Figure 5.15 — Gaussian fit of integrated conceiatngbrofile for the free plume
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Plume Concentration Profile - confined plume

C/Cm

2.5

Figure 5.16 — Gaussian fit of integrated conceiangprofile for the confined plume

Plume Spreading Rate
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Figure 5.17 — Plume spreading rate comparisorhconfined and free plumes

Considering the slope of the spreading rate abeeesee that it is significantly
different from the initial assumption of 0.15. Tipovides valuable insight into what
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is happening in the experiments, compared to whptadicted to occur in the model.
If a larger than appropriate value gfik used the plume is spreading faster in the
model than it is in reality and this means thatrtiegdel plume is entraining too much
ambient fluid. Thus the model underestimates tiierlaeight and plume

concentrations.

If the spreading rate constant is too for the mtedi model the ambient fluid is
entraining into the plume faster leading to morging and greater shear forces. This
means larger eddys are forming at the edges giltimee and it therefore spreads at a

greater rate.

We can compare this spreading rate result withipuswvork done in this area.
Kikkert (2006) carried out extensive work on chaeasing two and three
dimensional buoyant jets and plotted the spreaditegagainst position, both
non-dimensionalised by the port diameter, as abov®ver a far greater range of
data. This work is plotted in Figure 5.18 alonghutite data from the current study.

Concentration Spreading Rate
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Figure 5.18 — Plume spreading rate comparison Mikkert (2006)
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The above comparison shows that while the data thisnstudy is not many port
diameters from the source compared with that ok&iik(2006), it fits the trend well

and gives assurance to the accuracy of the spiggpaalie data that has been obtained.

The layer height model is reconsidered with theistgjd value forkof 0.102 and is

presented in Figure 5.19 below.

Layer Height

250

200

g o 50square
= 150 o  75square
% A 100square
; 100 | x 50slot

= —— Model

-

50

0 30 60 90 120 150 180

Figure 5.19 — Layer height in the compartment witbroved integral model

The above figure shows how well the improved maslaebw able to predict the layer
height within the compartment for the four ceiliogenings. This result gives
confidence in the integral model and allows usrtigpess to developing the model

further to help calculate the mass flow throughdpening.

The six percent density difference experiments tvleiguate to a full scale fire of 650
kW are combined with the data from the three pdregperiments and plotted on a
single graph. The layer height data from these rx@ats is shown in a
dimensionless manner as per equations 3-6. Thégesa presented below in Figure
5.20.
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Dimensionless Layer Height
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Figure 5.20 — Dimensionless layer height dataHozd and six percent experiments
As can be seen from the above figure, the data brotin experiments collapse well

onto an approximately single curve and is in gogik@ment with the new model

predictions.
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5.6. Concentration Leaving Vent

The integrated concentration exiting the ceilingtwgill now be considered in terms
of its shape and the maximum concentration. Imagast is used to time average 50
frame (two second) blocks of images every 16 sezandrder to remove any
fluctuations found in individual frames. Integrats@hcentration data was extracted
across the vent exit. A schematic drawing of tbevl which are present is shown in
Figure 5.21.
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went flowr
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strip measured

L

Figure 5.21 — Vent exit concentration schematic

Concentration Profile across Vent

The shape of the concentration profile as it leakiessent will now be considered.
Only the 50 mm square opening is presented hdatesasdicative of all the openings
which exhibited the same general behaviour. Conagon profiles for other

openings can be found in Appendix D. In this caseeapixel wide strip was taken at
the immediate exit to the vent and the concenmgtiofile across the vent was
extracted. A series of time averaged images was tasavoid excessive fluctuations.
The concentration profile across the extent ofvibrgt over time is presented in Figure

5.22 for the 50 mm square ceiling opening.
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Integrated Concentration Profile Across Vent -50square
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Figure 5.22 — Integrated concentration profile asreent for 50 mm square opening

Over time the profile is seen to become more anceraoncentrated while still

holding its general shape. The profile is seerettopsided, tending to one side away
from the inlet source. This is as to be expectexdbse as fluid flows towards the vent
from above the inlet, its momentum carries it t® tipposite side of the vent which
was observed in the experiments. Across the vemeftis only a gradual increase in
concentration which indicates that there is stnmixjng occurring before the fluid
exits the vent. If the mixing in the compartmentwat as significant there would be
a sharp increase in concentration along the vedttmiaecause the leading edge would
still be significantly more concentrated than tastrof the layer.

Maximum Concentration Leaving Vent

The maximum concentration is then determined aaddhults are plotted for all
opening configurations over time for the three pataensity difference in Figure

5.23 and the six percent density difference in fadgu24.
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Maximum Integrated Concentration at Vent - 3 percent expts
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Figure 5.23 — Maximum integrated concentrationemit\exit for the 3 percent density

difference

Maximum Integrated Concentration at Vent - 6 percent expts
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Figure 5.24 — Maximum integrated concentrationemit\exit for the 6 percent density

difference
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The above figures show a steady or slow increafigeimaximum concentration at

the vent exit.
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5.7. Box Filling Model (Baines & Turner 1978)

Previously a model was been developed for the lageyht in the compartment. It fits
with the experimental data and agrees well whenrade dimensionless. In order to
add credibility to the model, however, it must legifred from an independent source.
Such a source exists in the box filling model ofr@a and Turner (1969). This model
was developed from a theoretical point of view bguaning that the rate of
entrainment into the turbulent region is proporéioio the mean local upward
velocity and that the buoyant element spreads aloagop of the compartment and
becomes part of the non-turbulent environmentaitidvel. That is to say that a layer

is formed at the top of the compartment whose des@n be predicted.

The work of Baines and Turner was a forerunnehéowork of Zukoski (1978) who
applied it to fire specific purposes, and also obger (1994a) whose contribution has
already been discussed. The model works by preditiie time at which a particular
layer height is reached according to the followaogiation.

13 2/3
t:%(%j r2H —2/3F0—1/3|:(;j _1:| (5-1)

This equation uses an entrainment constgraf 0.1. The variable, r, in the above
equation is the radius of a circular tank assumeatder to develop the model. The
authors use an equivalent area for the top plate @irthe compartment to determine

their value of r for use in the equations.
There are differences in the way Baines and Tumrade their equations
dimensionless when compared to the integral moeletldped in Chapter 3. The

layer height is divided by the compartment heighinreequation 5-2 but the time scale

is calculated using equation 5-3.

_Z ]
<=4 (5-2)
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_ 4 sHY BP
r= 73 at 3(?) H04/3t (5-3)

When plotting the experimental data the heighteflayer and the time at which this
occurs are both known. These are made dimensiond#sg the equations above and
can be plotted along with the Turner and Bainesfiilmg model and the present

integral model for comparison. This is shown inufey5.25.

Turner & Baines Box Filling Model
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Figure 5.25 — Dimensionless layer height model canspn

The above figure clearly shows the agreement betwezbox filling model, the
integral model and the experimental data. Moddllipt®ns for each of the density
differences (fire sizes) investigated lie on togeath other, which indicates that they
have been non-dimensionalised correctly. The experial data is seen to match very
closely with both of the models. This result pr@gdan independent check of the

present integral model and its ability to prediet tescent of the layer height.
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5.8. Layer Concentration

Using Imagestream, the average concentration itaglex was able to be tracked over
time for each of the ceiling openings and for biot sizes. The layer height at each
time step (every eight seconds from formation efllyer) was previously obtained
when deriving the layer height model. This was usedetermine the concentration in
the layer by averaging the data at each pixel adfeswidth of the compartment and
between the layer interface and the ceiling ofct@partment at each time step.

The concentration in the layer for each densitfed#nce is normalised by the initial
concentration leaving the source in order to obéarasis for comparison. This was
obtained by closely examining Imagestream imagékeoplume exiting the source
jet and determining the maximum exit concentratmrthe dye. This was done for
each of the density differences and provides aerte point for the plume
concentrations. The maximum source concentratiothiothree percent experiments
was found to be 8.21E-5 m.kgimnd for the six percent experiments was 2.46E-4
m.kg/nt.,

As discussed in the ‘Experimental Observationstisagreviously, there was
significant mixing in the compartment as the layes established as a result of the
plume and then the ceiling jet impacting with tleenpartment. The source was
situated as far as possible from the ceiling verthat when the upper layer came to
exchange with the ambient fluid outside the compartt it was as well mixed as
possible. The assumption that the upper layerficmntly mixed is an important
consideration and while this was checked througtyars of the Imagestream outputs
some spatial variation was seen which was not densil when the integral model

was established.

Data recorded in the experiments and reduced uisiagestream is integrated data
over the entire depth of the compartment. Furtheentime concentration of fluid
leaving the source is integrated through the depthe source. Therefore the non-
dimensional layer concentration was multiplied lhg tatio of the source depth over
the compartment width so that true concentratidnesare obtained and data from
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using this experimental technique can be compartgdtiose that use non-integrated

data such as Cooper’s equations.

The time was non-dimensionalised byvhich has the following relationship:

(5-4)

wherel\; is the dimensionless density difference definexviously.

Thus the average concentration in the layer wagéhfor each of the ceiling

openings and this is presented in Figure 5.26.
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Figure 5.26 — Average layer concentration in thagartment

The above figure shows the average concentratitimeitayer increasing steadily over
time even as the volume in the layer increasebeasterface descends. This is
because as the layer descends towards the fl@ody#entering the layer is more
concentrated as it has not had the chance to emtsainuch ambient fluid. For all

openings the three percent experiments have atmigineentration than that of the
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six percent experiments. This behaviour is as drgdrecause the six percent
experiments will create higher buoyancy forces ute higher density differences
and this will lead to more mixing as the plume sibecause of the increased shear

and turbulence.

In preparation for calculating the exchange fldwg telative layer mass must be
calculated as its derivative is required for thehange flow calculation. The
derivative was found by fitting d"6order polynomial to the experimental results and

differentiating the resultant equation.

. _C. V.
m =—t "L (5-5)
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Figure 5.27 — Relative layer mass of 3 percent exy@nts
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Relative Layer Mass - 6 % expts
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Figure 5.28 — Relative layer mass of 6 percent exy@ants
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5.9. Exchange Flow

Making use of the initial flow rate from the jeliet exchange flow, £ can be

calculated according to equation 3-14 and thisiesw in Figure 5.29.
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Figure 5.29 — Exchange flow through the opening

Figure 5.29 shows the exchange flow for each ot#ikng openings investigated. In
the case of the three percent experiments, theaegehflow is quite steady and
fluctuates around 5 times the initial flow rate €T$ix percent experiments show more
variation but reach a steady flow rate as the exymart progresses. The exchange
flow rate in this case steadies to between 10 &nithies the initial flow rate for each
of the ceiling openings considered. As expecteceitohange flow is greater when a

larger ceiling opening is used.

Recall the equation defining the exchange flow tamts
Qe _ _
Ee - =const=E (3-15)

AlLIZAE
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The above relationship provides the basis for sgdhe exchange flows calculated
from the experimental data. The graph of this retethip over time is shown in
Figure 5.30.
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Figure 5.30— Exchange flow constant

Figure 5.30 shows reasonably consistent behavarulif of the ceiling openings,

except for the 50 square opening in the 6 perogrgranent which is very large.
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5.10. Cooper Comparison

Now that the exchange flow for the experimentsiiesen determined we can compare
these results with those obtained from employinggeo's step-by-step approach
outlined in Chapter 2 (Cooper 1994a, 1994b). Inwaé the approach used by Cooper
there are a number of things to consider which mvdke the exchange flow easier to
calculate. First of all we know from the small safehe fires and from experimental
observation that we are dealing with a bidirectiaahange flow. Therefore

anything regarding calculations of flooding conafits need not be considered.

Furthermore it has already been shown previouslittie effect of adding extra fluid
into the system is minimal as the exchange flo@sateasured are above that of the
initial flow rate provided by the source. This meadhat the pressure difference that is

being induced by the source is minimal.

The dimensionless density in the layer can be aled using the non-dimensional,
non-integrated average layer concentration datarartiplying this by the
dimensionless density difference of the introduibed which is 0.294 for the 3
percent experiments and 0.5886 for the 6 percgrgrenents. The input data is
essentially a ratio of the layer concentratiorhi® ¢oncentration of the source fluid.
This gives the dimensionless density differemcgyhich is used in Cooper’s
calculations. Following the steps used by Coopemtlaximum exchange flow rate is

calculated using equation 2-27.

. =005d 2)A, JoDid :
Vexmax—O-OSE{”jAE gDil¢| (2-27)

The results as calculated using Cooper’'s equatompresented below showing

comparison between each set of experiments.
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Exchange Flow Rate Comparison - Cooper
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Figure 5.31 - Exchange flow rates calculated u§logper’s equations

The above equation is very interesting as it shinsCooper’s algorithm calculates
only a minimal difference in exchange flow from B@ercent to the 6 percent
experiments. The exchange flow can be seen toistéactease as the opening size
increases which is what is expected intuitively amét was seen using the exchange

flow calculated using the integral model.

It is important to remember that Cooper uses ail@rozent assumption. Square and
rectangular vents were used experimentally so wlgeiation 2.26 was employed the
diameter of the vent was determined based on ke @fequivalent area as the real
vent. With square vents this approximation is eigx¢o be minor but that may not
necessarily the case with the slot ceiling openlgeh have a high aspect ratio. The
exchange flow rate comparison between the expetahdata and that found using

Cooper’s algorithm is shown in Figures 5.32 an®85.3
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Figure 5.32 - Exchange flow rate comparison witlo@a — 3 percent
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Figure 5.33 - Exchange flow rate comparison witlo@a — 6 percent

The above figures show that while the exchange fiaes in the 3 percent

experiments are comparable to those calculated) @Soper’s equations, the same

can not be said for the 6 percent experiments.dxbia integral model a large

difference is seen between the two series of exyaaris resulting in a large exchange

flow of 15 to 20 times the source flow. When thepsby-step approach of Cooper is
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used however there is very little difference betwte different densities that were
used which results in a marked difference when @ing the exchange flow rates of

the 6 percent experiments.

The exchange flow constants are now compared fir get of experiments and the

results are presented below in figures 5.34 an8l.5.3
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Figure 5.34 - Exchange flow constant comparisoin Wiboper — 3 percent
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Exchange Flow Constant - 6 percent

8.0

7.0
L —a— Cooper 50sq

6.0 \\\ —o— Cooper 75sq
5.0 —a— Cooper 100sq

\‘—"_'_-\M\- o Cooper 505|

w 4.0 i
—s— Experimental 50sq
3.0 1 —+— Experimental 75sq
20 —— Experimental 100sq
;w — —e— Experimental 50s|
1.0 e 2
008 : ‘ : : : r
0 30 60 90 120 150 180

t/to

Figure 5.35 - Exchange flow constant comparisoh @iboper — 6 percent

The above figures show that Cooper’s method predictexchange flow constant of
0.23 for all experiments. The fact that the numloatsulated are in fact a constant is
very encouraging. The experimental results, whiteas consistent generally compare
well to this figure. The exception to this howeisewhere the exchange flow constant

can be seen to be very large for the 50square ngexiperiment.
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5.11. Discussion

There have been a number of issues and questiges iia this work and this section
discusses these and provides further insight mtdechnical data already obtained.
The performance of the integral model is discusdedg with comparisons to the

work of Cooper (1994) that was cited in the litaratreview.

The layer height model was developed and it wasddbat the relationship for the

dimensionless layer height was as follows from équa3-6.

4 - L (3-6)

H , ) 1/3 3/2
1+[3 ,THHm Frok@ .

When dimensionless the layer height from each efvéimt openings and each
equivalent fire size were found to lie approximgieh the same curve. This is the
result which is to be expected and allows for comspa with data obtained from
others. This result is important because it melaatthat data obtained under different
initial conditions (provided they do not breach lin@itations of the model, such as
the plume impinging on the vent) can be compardtealata obtained in this series

of experiments.

The descent of the layer height should be indepdrafevent size because the
ambient fluid is only able to exchange with thedlin the upper layer and has a net
flow that is small compared to the exchange flow msnequal to the flow into the
system. This was true with the exception of the M0 slot opening which was the
largest vent and led to an unstable interfaciabregnd additional mixing that was
unaccounted for in any of the models. While thiangnteresting result the use of this
vent was discontinued as it did not allow us testigate the aims of these

experiments.
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The consistency of the layer height between expartswill not apply, however,
when the ceiling vent is so large or the rate @iftvg is so high (more common in
mechanically vented systems) that the upper layacweates around the rim of the
opening only and air is drawn through the centrithefvent from the outside directly
into the lower layer. This phenomenon is known lag4holing and was not observed

during the conduction of these experiments.

It was initially assumed when developing the in&égnodel that the plume acted in
such a way that it was as if the compartment wetgresent, that is, entrainment into
all sides of the plume is not hindered in any wag tb the presence of the
compartment. This assumption was analysed andauaslfto be too simplistic and in
fact a free plume with no restriction was founerain more free fluid and as a
result spread faster and was less concentratedpllihvee spreading rate that was
initially assumed was then adjusted for use intkegral model. This adjusted

spreading rate was found to be consistent witiwibi of Kikkert (2006).

Data obtained from these experiments was able tmbmpared with that of Turner
and Baines (1969) and also with the model develdyye@ooper (1994). It is
interesting to note that in terms of the layer dascthe models compare very well
with each other and with the experiments. It isumdil the exchange flows are

compared that Cooper’s work and the experimentsrdif

When the exchange flow rate was calculated it wasad that the flow rate was not
constant and showed considerable variation. Tipe$sibly because, for the three
percent experiments in particular, the densityedéhces across the ceiling vent are
relatively small and the exchange flow may be hgwome trouble establishing itself
ititially. For this reason the six percent expenntsewill be more fully representative
of a fully established exchange flow.

The exchange flow rate was found to be only appnaxely six times the introduced
flow rate in the case of the three percent experimand was larger for the six
percent experiments — around 15 to 20 times. Irs#itevater analogue that is
approximating the real life scenario, fluid is kgintroduced into the system, which

is not the case in a real fire. This additionaidlbas not been taken into account
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further when calculating exchange flows and wasragsl to be negligible at the

beginning of the project.

While the exchange flow would ideally be as larggassible compared to the inlet
flow, the figures seen for the six percent expenta@re high enough to support the
notion of considering the inlet flow to be negligibThe three percent experiments
however are not really large enough to make thearaption and is a limitation of the
model.

The exchange flow rate calculated was found todmeparable to, although higher
than, what Cooper’s equations predict for the tlp@eent experiments. The six
percent experiments however were much higher tloopé&’s. This is interesting
because we know that fire size (or density diffeegns the driving force when
considering flows of hot gases in a compartmentaadvould expect that for a fire
that is twice as large that the exchange flow wdnddignificantly higher. This is
what is seen when the integral model is used tdigiréne exchange flow but
Cooper’s algorithm does not reflect this. In fatten the Cooper method is used the
predicted exchange flow is almost identical regessllof the density difference. As
the opening size was increased the Cooper metlaaticped a steady increase in the
amount of fluid flow through the opening which ibat was expected and seenusing
the integral model. These findings appear to bepmnissue with the Cooper
algorithm as it shows that it does not adequatefgmensate for changes in density

difference.

The exchange flow constant was found be very lasgesome of the experiments but
when Cooper’s method was used it was seen to kmstent through time and
between experimental series. This number is esdlgrdi densimetric Froude number
for the system however the approximation is crddhes is because it fails to take into
account some of the more detailed geometric effécisexample this does not take
into account difference between the square andmgatar openings that were used in
the experiments and the fact that Cooper’s algoritvas based on data from
experiments using circular vents. It was obserwgthg the conduction of the
experiments that the corners of the openings wepeitant to the flow structure as

this is where much of the flow seemed to be foalis&e the experimental data was
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collected using concentrations that were integrate#dss the opening and the

compartment some of this detail was lost.

Further possible reasons for differences betweemtgthods are difficult to ascertain
as the techniques used to calculate the exchaogeafie different in each case. The
empirical approach of Cooper was based on a lindtdd set as this was all that was
available at the time but conversely this studyased on mathematical theory and
experiments conducted with a saltwater analoguesyBoth methods have inherent
advantages and disadvantages and the next lotggaissto conduct a series of scale

experiments of real fire scenarios to add furthsight to the problem.
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6. Conclusions

A number of key discoveries have been made thrautghe course of this work and

these findings are summarised here.

Firstly a technique was shown to relate the demsftgrence used in a saltwater
analogue system to its fire size in a ‘real lifieefscenario. It was found that a density
difference of three percent equates to a fire gi223 kW and a six percent density

difference equates to a fire size of 646 kW.

One of the first interesting discoveries that waade was the speed at which the
layer interface fell with the largest ceiling opeaui With this large opening there was
a significant amount of turbulence in the interéhcegion leading to additional
mixing that was not observed to any significaneexwith any of the other ceiling

vents.

The implications of this finding are that in a dgsscenario if a large ceiling vent is
present (in this case 40 % of the area of thenggilihen the descent of the layer will
not follow accepted conventions and in fact dr@siore rapidly and in an
unpredictable manner. This means that the avaitabkefor occupants to escape the

compartment will be far less than previously thaugh

Other than in the situation considered above wighvery large ceiling opening, the
descent of the layer was found to be independewmtiatf size. A theoretical model for
the layer height descent in a compartment was dpedlfrom first principles and
then improved by adjusting the spread constans Mais done on the basis of
comparison between the plumes generated in thedimgartment and those
generated without the compartment present. It wasd that the assumption on
which the original model was based, that the spngachte for a plume inside the
compartment was the same as if the compartmentnegrinere, was not accurate.
The new spread rate data obtained enabled thearristbe adjusted to more
accurately reflect the conditions inside the fioenpartment. Once

non-dimensionalised, the improved model was fownacturately predict the descent
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of the layer interface when compared with experitm@md another predictive model

developed by Turner and Baines (1969).

The rate of exchange was then able to be calculatei®veloping the integral model
further to include the exchange flow through thiirog opening. The amount of
exchange flow was found to steady at around fivesi the inlet flow rate for the
three percent experiments and around 15 time$&osik percent experiments when
non-dimensionalised. It is noted that a doublinghefdensity difference, or fire size
if considering the real life scenario, leads taramease of the exchange flow rate

through the opening that depends on a higher fomcti

When the saltwater system was used to replicataldire situation it was noted that
in order to create the turbulent fluid flow seeraifire, the flow rate of introduced
fluid required was on the order of 1.7 L/min. Alréee has no introduced fluid at all
and it was assumed that the amount of fluid geadray the source would not be
significant compared to the amount of flow throdlyé ceiling opening. While this
may be the case for the six percent experimentshwaved the exchange flow was
around 15 times the introduced flow, the three gatrexperiments indicated only a
five times exchange flow to introduced flow ratibieh indicates there is an inherent
error in the data of up to 20 %.

When compared to the work of Cooper, which has loe@rporated into the
BRANZFire model by Wade, the exchange flow rate Wasd to compare
favourably for the three percent series of expemgsnieut was significantly higher
using the integral model for the six percent experits. Using Cooper’s algorithm
resulted in very similar exchange flows for botmsliey differences studied for a
particular ceiling opening. This appears to befande limitation in the use of this
technique as it does not sufficiently take intocaot fire size which we know is a

definitive factor when considering smoke and heatlpction flows.

An exchange flow constant was considered usingntiegral model results as well as
those from using Cooper’s method. This was develdgyeconsidering that the
exchange flow should depend only on the densifemdihce being introduced to the

compartment and the size of the opening. The iategodel results were quite
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consistent, especially considering the three pémameriments but there were some
experimental runs that were clear outliers in thalysis. Over all opening sizes and
across both density differences studied the exeéh#iog constant calculated using

Cooper’'s method was consistent and constant aB0.23

Differences between the two techniques was notaggeénowever as the
approximation is necessarily crude and does ne&t itath account more detailed

effects such as differences in scale and differebeéween the square and rectangular
openings that were used experimentally and thetliattCooper’s algorithm was
developed based on circular vent openings. Inifachs observed during the
experiments that the corners of the vents may alsignificant role as the flow
seemed to focus there.
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7. FutureWork

There are a number of assumptions used throughisuivork which arise from the
way the saltwater analogue system is used to egple real fire scenario. Future
work could encompass using scale models of reakfienarios to examine the way
the analysis developed in this work performs irdmtng the conditions in the fire
compartment. This would be difficult due to thegaece of the smoke and the heat in
the fire compartment when it comes to taking measents and this issue would
have to be mitigated as far as possible. Usingke saltwater model of a real fire
scenario has advantages though, because a laggotimeasurements can be taken
instead of having to be calculated from theory saspressure differences across
openings and velocity through openings which wdade required the use of time
consuming particle tracking velocimetry in the walter analogue. A physical model
similar to that used by Harrison (2000) would besaidfor such a purpose.

As was discovered through the course of this waHen large openings are present
there is potential for the descent of the layegriisice to be poorly defined, entrain
smoke and descend very rapidly. There is potefaiahis phenomenon to be
investigated further in terms of the conditions emgthich it begins to occur to a
non-negligible extent, how much additional smokengained into the layer and the
time available for occupants in these to escapis. dduld be done using a saltwater

analogue system or a scale model of a real fireeste

As discussed previously in the literature reviewllsvcompared the work of Cooper
in the form of the BRANZFire zone model developgditade, with the CFD model
the Fire Dynamics Simulator. He found while eanlggictions of the layer height and
upper layer temperature were accurate, as the alimnilprogressed errors
compounded to give poor results further down the.liThere is potential for the layer
height and entrainment models developed hereie texpanded and compared with
the results obtained from a package such as FDS.

It was found when developing the integral modet tha spreading rate of the

saltwater plume in the compartment did not acclyabatch that of a free plume.
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There is potential for the extent of this behavitmube investigated further. For
example, providing guidance to the extent at wilhehspread constant is affected
depending on the distance of a plume, in port diaregto nearby obstructions. This
will allow the use of situation specific spread stamts which will give more accurate
results than simply using the free plume assumpirdhe figure developed in this
report as any source location will have a uniqueaqh constant depending how near

it is to walls etc.

It was noticed during observations of experimentgrogress that much of the flow
seemed to focus in the corners of the ceiling apgra detail that was lost in the data
as it was integrated across the width of the ogeairthe compartment. This
difference may have been responsible for someeofltbcrepancy between the
exchange flow constant found when using the twiediht methods and it would be a
very interesting phenomenon to investigate furtfiis extent of this effect would be
best studied using laser techniques that do negiate across the width of the
compartment and instead are able to take a ‘cexg®sa’ of the flow. It is likey that

the proximity of the corners to each other woukbalave an effect on the flow.
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9. Appendix A

9.1. Matlab Algorithm

Provided with thanks by Cameron Oliver, UniversifyCanterbury, Christchurch,

New Zealand 2007.

function[track,crossSectionData,crossSectionRadius, gaussianParameters
1=

scalartraverse(scalarMatrix,griddx,griddy,sourcex,s ourcey,sourceAngle
InDegrees,stepLength,initialCrossSectionWidth,numbe rOfMovements,numbe
rOfFitlterations)

%First cell in scalarMatrix is defined to be at coo rds x=0,y=0.
%sourceAnglelnDegrees is defined as angle from posi tive x axis,

towards

%positive y axis. Also, this is defined over a regu lar grid

%(griddx=griddy).

CROSS_SECTION_NUMBER_OF_INTERPOLATION_PTS=50; %wloin't want to go
too much below 20 cos you'll just be cutting out to o0 much data
DONT_FIT_DATA_BELOW_PERCENTAGE_OF_CROSS_SECTIONMUAX= 0.1;
%Parameters relating to first fit:

FIT_ACROSS _PERCENTAGE_OF OUTER_DATA=0.7; %Thati s, the percentage
distance from the centreline to end of data above m in cutoff point
(see above).

FIT_ACROSS_PERCENTAGE_OF_INNER_DATA =0.7;

%Parameters relating to subsequent fits:
FIT_ACROSS_OUTER_DATA_TO_MULTIPLE_OF_B_VALUE =0.9;
FIT_ACROSS_INNER_DATA_TO_MULTIPLE_OF_B_VALUE =0.9;

[n,m]=size(scalarMatrix);
crossSectionWidth = initialCrossSectionWidth;

maxScalar=max(scalarMatrix);
%== A. Determine trajectory ======
disp('Part 1/4: Determining ridge of maximum values via direct

interpolation.”);

Xnew = sourcex/griddx + 1;
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Ynew = sourcey/griddy + 1;

Thnew = sourceAnglelnDegrees*pi/180;
track=zeros(numberOfMovements+1,3);
track(1,1)=sourcex;

track(1,2)=sourcey;

for i=2:(numberOfMovements+1)

%== Evaluate concentration value at distance st
last position, at angles 10 degrees above and 10 de
angle.

Xold=Xnew; %new becomes old

Yold=Ynew;

Thold=Thnew;

Thnew = fminbnd(@interpheight,(Thold-
10*pi/180),(Thold+10*pi/180),[],scalarMatrix,Yold,X
ddx,griddy);

Xnew = Xold+stepLength*cos(Thnew)/griddx;

Ynew = Yold+stepLength*sin(Thnew)/griddy;

track(i,1)=(Xnew-1)*griddx;

track(i,2)=(Ynew-1)*griddy;

track(i,3)=Thnew;

if(Xnew=>n) | (Ynew>m) | (Xnew<0) | (Ynew<0))

disp(['Warning: Traverse left domain, so nu
reduced from ',int2str(numberOfMovements),’ to ',in
track(i:numberOfMovements+1,:) = [];
numberOfMovements=i-2;
break;
end

end

%PIlot trajectory

figure(1);

[Xcut,Ycut] = meshgrid(0:griddx:(m-1)*griddx,0:grid
surf(Xcut,Ycut,scalarMatrix);

axis equal;

hold on;

[a,b]=size(track);
plot3(track(:,2),track(:,1),ones(a,1)*maxScalar,’-g
view([0,0,1]);

shading flat; %interp;

%lighting phong;

epLength away from

grees below last

old,stepLength,gri

mberOfMovements

t2str(i-2),".")

dy:(n-1)*griddy);

''LineWidth',2);
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camroll(90);

title([num2str(sourceAnglelnDegrees),'degree interp olated-maximum
trajectory (Part 1/4));

clear a b;

hold off;

%== B. Take cross sections and fit to gaussian prof ile in order to

determine more accurately where centreline is ===== =

disp('Part 2/4: Taking first round of gaussian fits , using these to

refine ridge definition.");

crossSectionData =

zeros(humberOfMovements+1,CROSS_SECTION_NUMBER_OF_|I NTERPOLATION_PTS);
crossSectionRadius =

zeros(numberOfMovements+1,CROSS_SECTION_NUMBER_OF_| NTERPOLATION_PTS);
outerbtrack=zeros(numberOfMovements+1,2);

maxValues=zeros(numberOfMovements+1,2);

gaussianParameters=zeros(hnumberOfMovements+1,3);

for i=2:(numberOfMovements+1)

xC=track(i,1); %x at centre of cross section

yC=track(i,2); %y at centre of cross section

theta=track(i,3); %technically the theta betwee n the last
trajectory point and this trajectory point.

%==Go through and read off data

for j=1:CROSS_SECTION_NUMBER_OF_INTERPOLATION_P TS;

dn = -(crossSectionWidth/2) + (j-

1)*(crossSectionWidth/(CROSS_SECTION_NUMBER_OF_INTE RPOLATION_PTS-1));

%distance along cross section, between -crossSectio nWidth and
+crossSectionWidth.

xMesh = (xC + sin(theta)*dn)/griddx + 1; %c onverting here to
mesh terms, rather than true spatial dimension term S

yMesh = (yC - cos(theta)*dn)/griddy + 1;
%Make actual interpolation

crossSectionData(i,j) = interp2(scalarMatri x,yMesh,xMesh);
%Figure out which is max interpolated value for each cross-
section

if(crossSectionData(i,j) > maxValues(i,1))
maxValues(i,1)=crossSectionData(i,j); % value
maxValues(i,2)=dn; %location
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end

end

%==Now choose the data suitable for fitting ove r. We want
In(scalar) and radius.

%==First select the data with absolute value gr eater than the set
percentage of the cross-sectional (interpolated) ma xXimum

fitNumberPoints=0;

for j=1:CROSS_SECTION_NUMBER_OF_INTERPOLATION_P TS

if(crossSectionData(i,j))>DONT_FIT_DATA_BELOW_PERCEN TAGE_OF_CROSS_SECT
ION_MAXIMUM*maxValues(i,1))
dn = -(crossSectionWidth/2) + (j-
1)*(crossSectionWidth/(CROSS_SECTION_NUMBER_OF_INTE RPOLATION_PTS-1));
%as before
fitNumberPoints=fitNumberPoints+1;
fitdataA(fitNumberPoints,1)=crossSectio nData(i,));
%scalar value
fitdataA(fitNumberPoints,2)=dn; %radius
end
end
%==Next, select data with radius within set per centages of (non-
negligable) inner data and outer data.
clear fitdataB;
fitNumberPoints2=0;

if(~maxValues(i,1)==0) %If the maximum in the ¢ ross section was
actually above zero, then fitNumberPoints will be g reater than zero.
outerRadiusCutoff=maxValues(i,2)-(maxValues (i,2)-

fitdataA(1,2))*FIT_ACROSS_PERCENTAGE_OF_OUTER_DATA;

innerRadiusCutoff=maxValues(i,2)+(fitdataA(fitNumbe rPoints,2)-
maxValues(i,2))*FIT_ACROSS_PERCENTAGE_OF_INNER_DATA ;
else
outerRadiusCutoff=0;
innerRadiusCutoff=0;
end
for k=1:fitNumberPoints
if((fitdataA(k,2)>outerRadiusCutoff) &
(fitdataA(k,2)<innerRadiusCutoff))
fitNumberPoints2=fitNumberPoints2+1;
fitdataB(fitNumberPoints2,1)=fitdataA(k ,1); %scalar value
fitdataB(fitNumberPoints2,2)=fitdataA(k ,2); Y%radius
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fitdataB(fitNumberPoints2,3)=log(fitdat
log of scalar value (NB: log in matlab is the natur
notated as In)
end
end
%==Now we can actually fit that data.
if(fitNumberPoints2>2) %need at least 3 points
order polynomial :-)
p = polyfit(fitdataB(:,2) fitdataB(:,3),2);
else
p=[000];
end
%-==Extracting gaussian parameters:
gaussianParameters(i,1) = (1/abs(p(1)))"0.5; %
(b). Note this equation should technically be (-1/p
gaussianParameters(i,2) = (gaussianParameters(i
%True centre point (r0)
gaussianParameters(i,3) = exp(p(3) +
gaussianParameters(i,2)"2/gaussianParameters(i,1)"2
value (Cm)
%==Finally, overwrite track x and y with correc
track(i,1) = track(i,1) +
sin(track(i,3))*gaussianParameters(i,2); %ox
track(i,2) = track(i,2) -
cos(track(i,3))*gaussianParameters(i,2); %y

outerbtrack(i,1)= track(i,1) + sin(track(i,3))*
gaussianParameters(i,1)); %b_upper_x

outerbtrack(i,2)= track(i,2) - cos(track(i,3))*
gaussianParameters(i,1)); %b_upper_y

%Plot cross sections:

%figure(1);

% plot(fitdataA(:,2),fitdataA(:,1),'k.";
%figure(2);

% plot(fitdataB(:,2),fitdataB(;,3),'k.";

% hold on;

% if(~isnan(gaussianParameters(i,1)))

% fplot(@polynomial,[(-crossSectionWidth/2)
(crossSectionWidth/2) min(fitdataB(:,3)) OL,[1.[1.[
% end

aA(k,1)); Y%natural
al log, otherwise

to fita 2nd

Spread parameter
(1))"0.5.
1)"2*p(2))/2;

); %Scalar max

ted centre point.

1,p(2),p(2),p(3));
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% hold off;

%figure(3);
% plot(fitdataB(:,2),fitdataB(:,1),'k.";
% hold on;

% if(~isnan(gaussianParameters(i,1)))

% fplot(@gaussian,[(-crossSectionWidth/2)
(crossSectionWidth/2)],[1,[1.[].gaussianParameters( i,1),gaussianParam
eters(i,2),gaussianParameters(i,3));

% end

% title(i)

% hold off;

end

clear xMesh yMesh xC yC theta innerRadiusCutoff out erRadiusCutoff
maxValues fitdataA fitdataB fitNumberPoints fitNumb erPoints2 dn Xold
Xnew Yold Ynew Thold Thnew p;

%PIlot updated trajectory
figure(2);
surf(Xcut,Ycut,scalarMatrix);

axis equal;

hold on;

[a,b]=size(track);

plot3(track(:,2),track(:,1),ones(a,1)*maxScalar,’-g ''LineWidth',2);
plot3(outerbtrack(:,2),outerbtrack(;,1),ones(a,1)*m axScalar,'-

k','LineWidth',2);

view([0,0,1]);

camroll(90);

shading flat;

title([num2str(sourceAnglelinDegrees),'degree first gaussian-fitting
trajectory (Part 2/4)");

clear a b;

hold off;

%== C. Use new centreline definition to take cross sections in more
accurate directions, and of width=fn(b) =======

disp(['Part 3/4: Making ',int2str(numberOfFitlterat ions)," further
gaussian-fitting iterations.");
InData=zeros(1,CROSS_SECTION_NUMBER_OF_INTERPOLATIO N_PTS);

for itr=1:numberOfFitlterations
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%==First, update theta values, using central di fferencing where
we can
for i=2:(numberOfMovements+1)
if(i==(numberOfMovements+1))
track(i,3) = atan((track(i,2)-track(i-1 ,2))(track(i,1)-
track(i-1,1))); %last cross section, so has to use backward
differencing
else
if(isnan(track(i-1,2)))
if(isnan(track(i+1,2)))
track(i,3) = NaN; %surrounded by NaN
coordinates, so can't calculate theta.

else
track(i,3) = atan((track(i+1,2) -
track(i,2))/(track(i+1,1)-track(i,1))); %previous coordinate is NaN
so have to use forward differencing
end
else
if(isnan(track(i+1,2)))
track(i,3) = atan((track(i,2)-t rack(i-
1,2))/(track(i,1)-track(i-1,1))); %next coordinate is NaN so have to
use backward differencing
else
track(i,3) = atan((track(i+1,2) -track(i-
1,2))/(track(i+1,1)-track(i-1,1))); %all ok, so us e central
differencing
end
end
end
end
%==Now go through and interpolate-+fit cross sec tions, based on

previous fit information.
for i=2:(numberOfMovements+1)
xC=track(i,1);
yC=track(i,2);
theta=track(i,3);
crossSectionWidth =
gaussianParameters(i,1)*(FIT_ACROSS_OUTER_DATA TO_M ULTIPLE_OF B _VALUE
+ FIT_ACROSS_INNER_DATA _TO_MULTIPLE_OF_B_VALUE);
outerLimit = -
gaussianParameters(i,1)*FIT_ACROSS OUTER_DATA TO MU LTIPLE_OF_B_VALUE;
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%==Interpolate off data
for j=1:CROSS_SECTION_NUMBER_OF_INTERPOLATI
dn = outerLimit + (j-
1)*(crossSectionWidth/(CROSS_SECTION_NUMBER_OF_INTE
%distance along cross section, between -crossSectio
+crossSectionWidth.
XxMesh = (xC + sin(theta)*dn)/griddx + 1
to mesh terms, rather than true spatial dimension t
yMesh = (yC - cos(theta)*dn)/griddy + 1
%==Make actual interpolation
if((isnan(xMesh)) | (isnan(yMesh)))
crossSectionData(i,j) = NaN;
crossSectionRadius(i,j) = NaN;
InData(1,j)=NaN;
else
crossSectionData(i,j) =
interp2(scalarMatrix,yMesh,xMesh);
crossSectionRadius(i,j) = dn;
InData(1,j)=log(crossSectionData(i,
end
end
%==Fit this data
p = polyfit(crossSectionRadius(i,:),InData(
%==Extract gaussian parameters
gaussianParameters(i,1) = (-1/p(1))"0.5; %
(b)
gaussianParameters(i,2) = (gaussianParamete
%True centre point (r0)
gaussianParameters(i,3) = exp(p(3) +
gaussianParameters(i,2)"2/gaussianParameters(i,1)"2
value (Cm)
%==Finally, overwrite track x and y with co
point.
track(i,1) = track(i,1) +
sin(track(i,3))*gaussianParameters(i,2); %x
track(i,2) = track(i,2) -
cos(track(i,3))*gaussianParameters(i,2); %y

outerbtrack(i,1)= track(i,1) + sin(track(i,
gaussianParameters(i,1)); %b_upper

ON_PTS;

RPOLATION_PTS-1));

nWidth and

; %oconverting here

erms

0

1,),2);

Spread parameter

rs(i,1)"2*p(2))/2;

); %Scalar max

rrected centre

(-
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outerbtrack(i,2)= track(i,2) - cos(track(i, 3))*(-

gaussianParameters(i,1)); %b_lower

end

disp(['lteration ",int2str(itr)," complete.");
end
%PIlot updated trajectory
figure(3);
surf(Xcut,Ycut,scalarMatrix);
axis equal;
hold on;
[a,b]=size(track);
plot3(track(:,2),track(;,1),ones(a,1)*maxScalar,’-g ''LineWidth',2);
plot3(outerbtrack(:,2),outerbtrack(:,1),ones(a,1)*m axScalar,'-
k','LineWidth',2);
view([0,0,1]);
camroll(90);
shading flat; %interp;
titte([num2str(sourceAnglelnDegrees),'degree final trajectory (Part
3/4)7);
clear a b;
hold off;

%== D. Go through and take cross sections on *both* sides, to a width

disp('Part 4/4: Extracting final set of data to ret urn to user.");

%Make the number of interpolation points proportion al to the what

we've

%been taking before (w.r.t. width b):

finaINumberInterpolationPoints =
ceil(4*CROSS_SECTION_NUMBER_OF_INTERPOLATION_PTS/(FIT_ACROSS_OUTER_DA
TA_TO_MULTIPLE_OF_B_VALUE +
FIT_ACROSS_INNER_DATA_TO_MULTIPLE_OF_B_VALUE));

clear crossSectionData crossSectionRadius;

crossSectionRadius =

zeros(numberOfMovements+1,finalNumberinterpolationP oints);
crossSectionData =
zeros(numberOfMovements+1,finalNumberinterpolationP oints);

%Now go for it...

for i=2:(humberOfMovements+1)
xC=track(i,1);
yC=track(i,2);
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theta=track(i,3);
crossSectionWidth = gaussianParameters(i,1)*4;
outerLimit = -gaussianParameters(i,1)*2;
%==Interpolate off data
for j=1:finaINumberinterpolationPoints;
dn = outerLimit + (j-
1)*(crossSectionWidth/(finaINumberinterpolationPoin

%distance along cross section, between -crossSectio

+crossSectionWidth.
xMesh = (xC + sin(theta)*dn)/griddx + 1; %c
mesh terms, rather than true spatial dimension term
yMesh = (yC - cos(theta)*dn)/griddy + 1;
%==Make actual interpolation
if((isnan(xMesh)) | (isnan(yMesh)))
crossSectionData(i,j) = NaN;
crossSectionRadius(i,j) = NaN;
else

crossSectionData(i,j) =

interp2(scalarMatrix,yMesh,xMesh)/gaussianParameter

crossSectionRadius(i,j) = dn/gaussianPa
%r/b
end
end

end

disp('Finished.");

%== Appendix: Internal functions ======

function z = interpheight(Theta,Z,Yold,Xold,stepLen
Xnew = Xold+stepLength*cos(Theta)/griddx;
Ynew = Yold+stepLength*sin(Theta)/griddy;
Z = -interp2(Z,Ynew,Xnew);

function C = gaussian(r,b,r0,Cm)
C = Cm*exp(-((r-r0)/b)"2);

function C = polynomial(r,c3,c2,c1)

C =cl + c2*r + c3*r"2;

ts-1));
nWidth and

onverting here to
s

s(i,3); %C/Cm
rameters(i,1);

gth,griddx,griddy)
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10. Appendix B

10.1. Dimensionless Layer Height Equation

Recall equation 3-5.

3/2

Divide by H and substitut®, = %dZAO

r 13/2

z_1

H _H 1/3
ST T P PP
H?3® 2DW 0T

r 13/2

_ 1
1 3H23[ 7P He
H?3H 25 ' 2 DW {34B°k¢ t
_ —13/2 )
_ 1
3 2 H? e
1{234m/v330kf} g
—13/2
_ 1
372 H2 7
_“Luwﬂo"zﬂok@ g

1/2
Let t* =1 wheret, = {i}
AO

0

(3-5)

129




1/3
Z 3* ()’ H%d? . d
o1+ g S| U A | tr|—
H {23 [4) DW? 7T A,

=1+

1+

3¢ () H%d*
?"(Zj D3W?

34 njz H 242
D3wW?

22" 4

1/3

d 3/2
U.A k“(—] t*
0=0" T Ao ]

Letﬂzgdz, y = DW

4 2 1/3
LR 3—377ii £ Frok? | t*
H 2 " DwWly

1

U 13 -3/2
ki | t*
T
A]g2d1/2 } ]

-3/2

1{

22 DL

4 2 1/3
2t (8] Frok;] .
4

3/2

1/2

1-3/2

-3/2

130




11. Appendix C

11.1. Light Attenuation Equation Derivation

Light is attenuated as it passes through a dyed dilad can be described by the
absorption theory developed by Lambert-Beer (Cesedad Dalziel 1998).

a_
op

where | light intensity

p path of light ray
n rate of light absorption

For a fluid with a uniform dye concentration c, andiidth h, the above equation can
be integrated along the light path from p = 0 tolp. This gives the attenuation ratio
shown below where light intensity is a functiortleé concentration in the fluid and

the distance along the path of the light.

I(hf ’C) _ nhg
I (O,c) -°

where I(k,c) intensity of light leaving fluid
[(0,c) intensity of light entering fluid

For low concentrations of dye the relationship lestwthe rate of attenuation and the

dye concentration is linear (Cenedese and Dalg@8)land this is represented in the

following equation.
n=1f()= 1c +b
a

where a empirical attenuation rate constant

b rate of attenuation in fluid with no dye
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Using this expression the attenuation ratio can hewxpressed as shown below.

| (hf ’C) — T — e—((l/a)c+b)hf - e—(l/a)chf e—lohf
I (O,c)

When there is no dye present in the fluid ¢ = thsoattenuation ratio can be

simplified as follows.

I(h, 0) _.. )
(h )zef()hfzebhf
1 (00)

where I(k,0) light intensity leaving un-dyed fluid
1(0,0) light intensity entering un-dyed fluid

The above equations may now be divided to elimittegedependence on b, the rate
of attenuation in the fluid with no dye.

I(h;,c) /1(h;,0) I(h;,c) W/ a)ch,
1 (0,¢) |@m'umm'e

This equation means that only the light intensi@ing the fluid are important and
there is no longer any dependence on the lightiegtéhe fluid. In experimental
terms this means that light intensity readings ra@y be taken at a single location
rather than multiple sites. The above equation reders to the integrated
concentration, i.e. the thickness of the fluid nplikd by the dye concentration. In
light attenuation experiments it is the integratedcentration that is actually
measured. The above equation can be presenteans ¢ the integrated dye
concentration and;dthe optical thickness of the fluid as shown beldhis equation
predicts that the amount of light passing throughdyed fluid will decay
exponentially as integrated dye concentration mses.
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ch, = aln(ll—oj =ad, (3-2)

d, = m('l_oj (3-3)

where light intensity leaving un-dyed fluid
I light intensity leaving dyed fluid
k optical thickness of fluid
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12. Appendix D

12.1. Concentration Profiles Across Vent
Three Percent Experiments
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Concentration Profile Across Vent - 100square
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Integrated Concentration

(m.kg/m %)
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