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CHAFTER 1

INTRODUCTION

1.1  THE PROBLEM

The Christchurch City Counedl is wpgrodding thedir
—ordinated troffic sigrnl  contirol  system to allow o mors
flexible mathod of controlldng wurbon troffde flows. | Essenhiolly

the upgrade consists of replaocing the existing mastsr controllasr
Wwith a minicomputer doto concentrotor, ond | the Hdntroduction of
microprocessor  bhased devices to o dnterfoace  betwesn the data
concentrator and the ewisting signoal  ins :llatlnn hordware,
Figures 1.1 shows the sxisting traffic control sysism.

This project deols with one specific ospect of the upgrads,
narmsly  the design of  ths protocol for the commundcotion links
hetwsen the daote concentrotor and the network of microprocessor
baosed devices., In assisting with this upgrade I was responsibla
for the desiogn of the protocol, while Council Enginesrs nonagsd
the hordware design and sslection far the nsw systenm.

1.2 WHAT IS5 A PROTOCZOL 7

o,

A& protocel dis o set of rules which specify the formot ond
relative  timing of mes stuzen Lwo compundicoting processes.
A protocol is alzo o Control Pregedure o o Line
ODiscipline. ¢ L a1l

McMamara ( L71 pp 171-1792 ) defines the feollowing as the
madn communication  system  problem  areas which the rulss of o
protocol should solve.

he protocol should have o policy for dealing
= thaot have srrors detected in them and with
e correct.

1. Error Control - T
both with msssage
messages which ar

2. Sequence Control - Messages *huuld be marked in such 4 waoy
that they ean be properly identified. This helps to avoid
duplicots messages and can be used to avodid sequencing
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prollems between stotions.

Z.  Transporency - The tranemission of informotion, contadning
bit pottarns  resemhling control  characters. it such o way
thot the receiver of the information does not. identify the
hit pattern as a control choracter,

g, Timeoul Contral - When a recsiving stotion doss not  respond
ﬁm o message From o transmiti=2r stotion within o cerhtadin time

gricd the receiver is soid to  have “timed-out”. Timeout
;vnt‘n] iz the oction to be taken hy the transmitter in this
situation. '

3. Etoritup Control - Storting the transmissdion of messages in o

commundicotion system that haos hesn didle.

The design of ths preotocol  for this network invelwed
considering  sach of the above problems and the methods agvoilahls
for solving them.

1.3 OVERVIEW OF THE PROPOSED SYSTEM

To odid with the undevstanding of the progect,  this section
gives  an  ovarview of  the proposed system.,  Figurs 1.2 zhows o
hlock disgrom of the new traffic conbrol system while figure 1,3
shows  the moin  hardware componsnts of  the new system A
description of eoch moior component follaws -

1 HOST COMPUTER - @& PRP1L/40 mindcomputer which is  the master
computer (HOST)Y for the new system,
Feoturesz -
~- 124K words of memory
- 27.5 megobytes of on-line disk storages
- magnetic tape undit
- 7 NIUS and 4 printers
- IAS Operoting system V3.0
The HOST 4is responsible for running the " entire traffic
signal control system and is also used for system development
work ond dato procezsing for the City Engineer’s deportmant.
2. DATA CONCEMTRATOR (DC) - A FDP11/04 minicomputer which dis
sed o concentrate data from the varicus signal



Host
Computer
(PDP 11/40)

Commarnd's

Status

Ag. 1.2

Data
Concentrator

(POP 11/04)

Commands
(7x loop)

(Rx foop)
Status

Local
Controller

. Supervisor

(Microprocessor;)

Commonds

Status

Local Vehicle

COntro/ ler Detector;

Local Controller Cabinet

L
-/

Block diagram of the New Traffic Contro/ Systerm

Traffic surveillance
s/te

Jov¥d



PAGE 5

Floppy
Drsk
Unit

]

7é/etype

rmn,_.;‘,———'—*w, e T— - 1

Host
Computer
(PDP I1/40)

N

l

L
K/

Dato
Corncerrtrator

(PDP 11/04)

1%

e

LCS O

__l/ - Display

7

Mimic

Hardware
Clock

(Upto 16 DZ115)

{} Unibus. v '
N N\

fig. 1.3

LCS 127 (Up to 128 LCSs)

Block diagram of the Centrol Centre Hardware



]

INTRODUCTION PA

[y
m
o

installations around the city. In oddition, should the HOST
ke non-operational. the dato concentrotor will bes capable of
running  the troffic signal control system temporarily.

according to simplified wversions of algorithms used in the
HOST. :

Features -
- Z8K words of memory
- 0.8 M bytes of on-line floppy disk storage

= R5X11-5 Operating system V2. 2

LOCAL CONTROLLER SUPERVISOR (LC5Y - A Motorolao M&agon
microprocessor based device which supervises the operotion of
n local controller ot a  porticular  dintersection. The LCZ
resides in the locol controller cobinet.

LC5s receive messages from  the  dato concentrator. A
message coan dnstruct the LCS to perform one of severol tosks.
Thess dinclude reading the traffic countsrs and  sending  the
dato bhack to the dotn concentrator, issuing a signal to ths
local cantroller o change o phass ot an intersection: ar

reporting  the hardwore stotus of the local controller and/or
LCS.

{

Each LCS contadins 4K buytes  of  RAM ond 1K buytes of
UV-EPROM. The RAM must he looded from the dote concentrator
with troffic control programs which can bs run by the control
centre ot the opevator’s reguest. The EPROM will contain o
hasic communicotion pockage and a collection of commonly used
subroytinss,

LOCAL COMTROLLER ~ The local controller iz the electronic
device which changes the yphases at on intersection, whan
requested by the LCS.

If the LCS foils, esither through o hardware or softwors
fault or a power failurs, the locol coniroller cutomaticolly
takes control of phase changing ot the dintersection, hosing
i+’~ decisions on o simple system of time delays and vehicls
detection. The local controller is zoid to have gone into
Vs fIﬁdeppnden+ Yghicle A"*untionﬁ mode, In this mode, the
operotion of the signal instolletion is  independent of any
ather installotion.

0711 MULTIPLEXORS — The DZ11 is on  asynchronous multiplexar
that provides an  interface betwsen o FOP-11 procsssor and
sgight osynchronous communicotion links., In this network sach
DZ11 will dinterfoce =ight LCE s to the dote concentrator.

nt
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Communication links - The communicotion lines between o DZil

and  an  LCS will be 20 milliamp twizted pair cables. The Tx
loop coarrdies the signol from the DT to an LCS while the Rz
loop warrdies  the signal from the LCE to the DC. ALl links

Will opesrate ot 1200 boud,

MIMIC DISPLAY - A& wall mounted map of Christchurch City
SPONNLTY all Lhose intersections which ore computer
controllad.

The mimic will disploy visunlly., via LEDs, the stotus of
each of  ths dinterssctions  curvently  linked tc computer.
Status  dinformation will be owvodiloble for ntarsection

nardwars as well oz the esstimoted speeds and valumes of
traffic possing through on intersection.
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IMUESTIGQTIDNS INTO THE PRESENT SYSTEM

This chopter outlines the study mode of the existing system.
to  esstimate the duta message flows din the planned network., Flow
informotion defined the messoge hondling regquirements which  the

protocol had to r-et.

+ thot the most
grned with setting
2 mMEssoges wers
scription  of how
ypes follows.

I+ become obvious:, early in  the "siudy
nly  izsusd messages  would be those conc
and  reading  troffic  counters, Thes
re more  closely dinvestigated. Aroode
cy dotn wos obtoined for these message L

SO

phase
Ltherafn
fragusn

—r\ 15 1 i

2.1 ‘SET PHASE’ MESSAGES

‘Sat phase’ messages are presently issued by the HOS5T to the
oMio. Under normal opsrating conditions the flow of ‘s2t phase’
messages will he from the HOST to the DC to LCSs.

A odiagnostic task, .SIGDMP, was availabkle which recorded  the
issuiny of “‘set phase’ messages by  the HOST. The number of
massages in any given time intervol vardies with the time of daow
ond  prevoiling city troffic conditiens. Generally speaking: as
traffic intensity 4increases, the time between phass  changes
bzcome=s  long=r and during slack periods the phases are changed
moaye fe uipn+1u

A worst cose figure for the number of phose set messsoages on
Lhe DO-LCS links was therefore obtaodined by runnding SIGDHMP, during
the traffic plon OFFPEAKL. During OFFPEAKL the full cycle of
phozes ot all computer controlled intersections is completed in
the shortest possible time.

Tha pressnt  system conbtodins  dinefficiencies which were
revealed by this  studys name 1y thgt local controllers in IVS
mode receive o phase set command every second durding o cycle. If
thiz dinefficency were ryemoved then the number of ‘s=2t phase’
messnges on the DC-LCS links would be approximotely holved.

‘ Figure 2.1 =zhows the distribution of ‘set phase’ messnges
far traffic plans of different -cycle length. In the upper
diagram the cycle length is 45 seconds and 5 sites are in  IVA

el
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le din the lower diogrom the cycle length is &
es are in IVA mods.

Status return’ messzages from the LCS to the DOC would be
exuoected  to  have o similor distribution to phass set messages
zince there will bes approximotely o one-to-one correspondence
batuween “set phase’ and “stotus return’ massages

2.2 COUNTER SITE SERVICING

In the present system the HOST reods the triple-loop
survelllance . site  counters directly wvia hardwoars.  In the nsw
suysten an odditional set of counters will have to be read. These
ars  commected to the 30-metre  detectors, which  lie  on the
‘approaches to oll controlled intersections. It is intendsd that
in the new system the HOST will iss ‘rwpod counter’ mess ages Lo
the DD which will pass the messoge to an LCS.  The LECE will  read
the  counters and send o message bock to the DO, which will poss
the messages to the HOEBT, :

Counter service messogss  arve  dissued ot certodn fiwed
positions  within o traffic plan cycle. Mneoe agadn: the plan
which oycles in the shortest time wos considered, to give o worst

coss figur

I t

It wos necessory o look ot o all  counting sites and,  for
Snch. to  work out whers in bthe cycls sompling would ocoour. Thuz

distribution of counter service messages over the cuycle could

then bhe obtained.

In the nnw zystem o limit will be imposed on the number of
‘rend counte messnges issusd, since otherwise there will bes too
much doto to be processed by the HOST. ﬁ renlistic estimote of
the maximum  nunber of  counter service messages iz thought by

Councdl Troffic Enginszers to be 11 messoges per second.
The vesponss to ‘read counter’ messages in the new systen is

=t
expected  to  hawve o simdilar distribution since the LtwDd messages
are directly rslated,

2.3 COMBINED MESEAGE FLOWS

Figure 2.2 shows the sstimated averocge messoge rotes in | the
nebwork. It must bes vemembered thot the numbesrs shown in this
figure are only estimotes of the averoge nuwmbers of messoges
izsued per  second.  durding  the troffic plan of shortest cyclse
length. The octuol messoge flows which will occeour on the links
Wwill only hes known with certainty  when the  sustem  is

operation. This dis because of the unknown but presumably comp
intgractions which exist betwsen the DG, the HOST and the LC
and  also  the dinobility to  predict  thes degree to
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asynchronous operations will overlap in time.
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relioble in the usual communicotion environments. For these
reasons, it dis the type aof error control  system adoptsd  in
this protocol. :

In racent ti

wire has  hesn much  study of efficisnt
inn troansmitited information.

Some of the bettar known methods deseribed in the literaturs
Cid pp 3-8 and 3~% ) ars as follows -

Valid and involid stntes -
cambinations then 4if 1=
represent informotion, the
detect an dinvalid state.

S8ince n bits con  represent  Z¥En
z= than 2%kn states are nesded to
remoining stoates can  be used to

Character pority (Verticol Redundoncy Check) - By conwvention
n-1 bits are uzed to convey dnformation ond another bitb
colled the pority hit is oppmnded ta these n-1 bits. The

number  of 1 hits in every group of n bits must be eithsr odd
or even and the pority bit is used to madintodin Lthis property.
If o character iz received with wrong parity, it is in error

The parity check system 4is not 100% relicble sinc
double srrors con occur in o character which will concel soch
other, Pordity con only detect errors which offect on  od
numbayr  of  hits  but it dis o simple method and is oft
implementad by haordwore.

I lD

217

I

Column pordity \Lanqi+ud nol Redundoncy Chechk) Similar
choracter parity except thaot this time thes por Lt& chechk 4
performed on bits in the same column of o messnge tn
troansmitted. #4111 comments made about character par
agoin except that this form of pordity is  not communl
hordwars implemented,

Checksums - The dotn to be tronsmitied is treoted as unsigned
integers and dis  summed to producs what  is known as thas
cheacksum The checksum 4is transmitted, oleng with the
messags, to the receiving stotion.  The receiver receives bhe
message ond computes its own checksum which it compores with
the tronsmitted checksum. If hoth are identical then thas
message is ossumed Lo have been recedived correchtly.

The method iz 0ot foolproof oz double-bit  errors in a4

column  caon  go  undetected. but it dis still o very procticol
mathod,
Polynominl Cyclic Codes - & cyclic code messoge consists of o
specific vumbher of dotoc  bits and o block check character
(ECC). The BLCC is generated by taking the remainder, aoftagp
dividing 0ll the serialized bits in the hlock of dotoa by o
predetermined binavy number (the generotor polynomiol).

The receiving station divides the cyclic code message by
the some gensvrator polynomiol and if there is no error the
division will vroduce the same number as the BCC.
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The BCC is usunlly computed and cccumuloted in o special
shift register 4.8, spR llﬂl hardware is neaded. although
slower softwore algorithms ewdst.

Jo2 CHQICE OF ERROR COMTROL METHOD -

, The decision as to which method to use 4in  this network
inwolved considering the folleowing two design constraints

(ALY the 14
arror fraes,

nks hetwsen the DL ond the LCSs must be eseentiolly

g

44} an afficient rate of doto trangmission must he maintained
hetwsan the OC and the LCSs.

To determine which schemne would  he best suited +to  this
ISR AR TSl o it wos necessor teo kyow  the  eryror rate of  the

commundcntion links

A proorom wos therefore writtsn which could monditor the flow
o f meszagea over o link: and record ony evror conditions which
arose [see appenddx BI1.,  This progrom made use  of o sesrdes of
subroutines  developesd hy Me Tim Slack.  Thess subroutines wsye
TEE: by Me Slatk in the fisld testing of o prototyps LCS  and
imolemented o simple protocol by which the HOST computer oand the

LEs could communicots.

The hordware configuration din  which  the arror mondtor
pragran ron consdsted of the prototype LCS connscted by 7.4 km of
ﬁﬂhle to the HOST., LLCSs will normally be connscted o the NG but
ot the time this work wos done ths DO had not been deliversd.

The heort of monditor  orogromn Wwas ) repetiti

the tive

‘write-pread-compare’ cycle On sach cycles, o portion of the LCSs

memary wos looaded vio the communication link from the HOST. Mewt

. WBEE-JP to read  back thot doto wos dlssued and the data pead

wns compored, agoinst the dota originally sent, for evrors.

“lmple protocol checked for parity and framing srrors on tha

ns wWwa2ll os unexpected messoge responses from the LCS or o

of responss,. All srrors detected were logged and an dintsrim

report on the stotus of the link was  printed. at  predetermined

message  intervals.  The interim reports summorised the numbsr of

errors recorded. and the total number of messages sent so far, in
ook link direction

The dotno used in eoch message wos 40 characters  from  the

A5011 choracter zet. The complete set of ASCII characters was
stored in o “circulor’ arroy and each time a message wos to  be
zent. the next 40 characters were obtained. This technigus
ﬁvﬁdeﬁd voriotion in the message doto  tronsmitied yet ensured

all ASCII  characters wers used pquullu often, The full

character set wos used because many messages in the network
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will carry  binary datn which moy represent infrequently used
SCIT charocteprs, :

The error monitor progrom Wos Pun on several occasions, over
ceriods of up  to five doays and no errors wers sver detected on
the link. The 2rror raote on the link wos found to be less than 1
bit in 100 million which is very low. The high qUnl ity of the
link is supported by the ewxperisnces of remots terminol users who
nave - had simdlar  links connescting them to the HOST for several
years now with no noticsoble problems,

From this quantitative result it does nob seem neccessary o
use ‘o polynomial cyclic code on  these links., The sxpactad
fraquency of =rrors does not  Justify  the exitvae hordwars or
software needed Lo implement it

A simple choracter parity check would be aceeptable in  mos
COses and it is availoble outomotically from  the DZL
multiplexors, but it would not he wvery secure 4f o burst o
artors occurred on o link.

I therefore decided to use o combination of chorocter pority
and checksum methods.  Little exira  code i3 necessary  to
implement the checksum method yet the odded protection thot it
would give to messoges would be exiremely wvalunbls. )
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This chapter looks ot the different clos

582 aof  protocols
available and presents the yeoszondng behind the se x

lection of the
protocol cloass Yor this network., The following chopters describe

the protocol in detadil.

Thare ore three modn cotegovdss  of @ protocol in nse
throughout the world at present. the differences be2ing in how the
massages are fromed. )

4.1 CHARSCTER. ORIENTED PROTOCOLS

This Fﬁ+egorg of protocol uwses  speciol  chaorocters to
delineate various fislds of the messoage. For sxample STX iz used
to indicate the start of o message and ETE d1s used +to dindicots
the end of o block of tewt,

When o stotinn is recedving o messoage 4t must  conbinuaelly
test  incaming  choaracters  for the end of transmission character
(EOTY or the end of troansmission block crmrocte (ETEBY so it
krmows  when o messzags iz findshed. There is, of course, o
possibility thaot doato in the messoge Lronsmitted will have the
zams  hit  pattern as these control charocters and =0 ‘character
stuffing’ technigues ars necessary on these dato to moke  them
tronsparant

A gonod example of this class of protoco
C ¥

i ol
ol {Biviory  Synchronous communicotion — L[77 203 ) of

17
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4.2 BYTE COUNT ORIENTED PROTOCOLS

A typicnl byte count oriented protocol uses a special  hloch

of characters called o header which precedes the repoindsr of the

FEA The first byte of the header contoins o  speciaol

chornocter which is used to dindicote the start of o message.

Successdive bytes in the header contailn such  informotion as  the

rumber  of  bhytes in the data portion of the messoge, the type of
message, and control information.

The dota portion of the messoge follows the header and is of
length specified 4in the header. A block check character
completes the message.

DEC’s DOCMP (Digital Dota Communications Messoage Protocol -
C423, 73 pp207-213) 4is 0o good sxample of o byte count oriented
protocol.

£

1.3 BIT ORIENTED PROTOCOLS

In o bit oriented protocol the start ond finish of messoges
are marked by o special sequence of bits colled the floyg
charocter, The +flog choracter d4is  the hinary bit pottern
01111110, When a staetion receives this sequence of bhiitz it knows
thot the previous 14 hits were part of the block check choracter

arrd that the bits betwesn those 14 and the previous flag were the
age. 0OFf course the receiving stotion must  continuolly test

incaming bit, aleong with the preceding 7 bits. to sees if ik
hos received the flag choracter yet,

7’

ecial technigues., called ‘hit stuffing’, must he used 4if
to zend a charocter which hos the some bit potiern as the

W 1

Flog.

A typical bit ordiented protocol is IBMYs  SOLC  (Synchronous
Link Control - L[73 ppZl3-220) or CCITT Recommendotion X.23.

Bit oriented protocols are designed for efficient. use of
high  speed s=evrdial. synchronous. full duplex Facilitiesz., As such
it iz not o suitable protocol cless for this  network since  the
hordware  waorks  in asynchronous fashion and is byte rather thon
bit oriented.

4.4 THE SELECTIOM

For this network there were only two possible protocol typ
wiich could  he  implemented.  Inditially, neither of these +np
=ezmed to offer an advantage over the other but it socon becam

]

n
muwm
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claar. thot there were advunt ages 4n using o byte count ordiented
}’j‘f“utl:\ 1__1:11

Firstly, o large pr

oportion of the MeSSages on the link will
contadln hinary  dato. iF

a choracter orisnted protocol was used

than “choaracter stuffing’ would be ﬂeedui. Thizs would moke ”mne
meesages  longsr bhan  necessary and hence  incur higher ik
averheads. & byte count protocel. on the other  haoand, has  no

transparency prablems.

Secondly, o byte count ordented protocol wyields informotion

in  ths heooder about the size af the MmEszage. This informaotion
could be very useful, for exomuple, when ollocating buffer snoce
far o messags A charo r+ﬁr orignted protocol has no meszage sizs
informotion in the messoge ond hance a moxdimum sized buffer must
he allocated for sach megs.ge.

Thirdly, +the compunicotions link hetwesn the doto
concentrator  and  the HOST  computer usss o byte count oriented
protocol.  Any meszsoge which has to be szent to the HHDT from on
LCS could therefore be sendt Wwith velatively few chom i.2. the

!x

RETRE
masange formots in the two systems would be CDﬁanul't

the conclusion of this chopter ds  that o byte count
2d protocol would be the most suitable for this nstwork.
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MESSAGE FORMATS

The first two sections of this chopter describe the types of
mEssages  nes eded  in the nstwork ond the final section presents a
‘ o+

he messoge formot odoplted.

There are two logically different types of messoges used  in
this y«otoLml

—t
-

i. Contro NERG OIS

1l
i

2. Doto messagse

1

o

The distinction between thes two messoge types is  that doto
&

me2ssages contadn informotion which is used to operate the traffic
siyysten, while control messcges ore used to support the operation
of the protocel.

S5.1.1 CONTROL MESBABES

Control messoges are used to btransmit informotion concernding
the  control  and  transmissdon status of the link hetwsen the DO
and an LCS.  There are two such messoages -

i HCHHDMiFEBE (4CK) - Used by an LCS when a messags from the OO
is  received corvectly and doessz not require o doto response,

The DC, upon receiving an ACK knows thot the lost messoge it
trnn:m¢+tei wos recocedved correctly by the LCS,

2. NEGATIVE ACKNOWLEDGE (MNAH!) - The MAK messoge is :
LECS  to tell the data concentrotor that the 1L--
sent wos recedived with on  2rror. 40 informao
noture of the error is returned.
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25 contain informotion which is rwelevant to  the
r& Traffic Control Sustem. Thes most freguently
SOOE5 areg -

1 SET PHASE —~ A message  specifuying  the phose  chonge  which
should be performed ot oy doterssotion

The usual flow of this messoage will be
HOST ---2» Dnta Concentrator ~—-2 LLCS
or, 4if the HO3T is out of order

Data Concentrator ~-~2> LCS

directly.

o STATUS RETURN - & mesioge dssued whenaver the internoal state
of an LCS or local controller changes.  This choangs may Lake
nlace for several reoasons dAncluding o phose being chonged ot
an dinterzection, an LS fault or o vehicls destactor fault.

The usuanl flow for thiz messoges will be
LECS ~---2 Data Concentrator ---2 HOGT
ar, if the HOBT is out of order
LCE -=—-2 Dot Concentrotor
In oddition, the DC widll wmake o copy of the status
raturn message and send it o bthe mimdc disploy.
A, SEMD  SYSTEM STATUS - A message  dissued by the doto

concentrotor to find  out more  about the status of the
hoardwors ot o particular interssction.

The flow of this message is

Oota Concentraotor —-—--2 LCS

4, SURVEILLAMNCE SITE DISPLAY - A message issued to  the mimic
displaoy, by the doto concentrotor, which contoins the volume
and eccupancy figures for the intersection over the last tims
period.
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This message will flow os -

HOST -~--2 Data Concentroator ——-2 Mimic

I¥ the HOST is aut of order then this messoge will he
abzent from the system.

COUNTER SERVICING - A messoge sent from

HO5T —---2 Data Co anﬁtrntDr -—-=> LU
or, 4f the HOST is out of order
Oaoto Concentrator —--2 LCS

to read the wvolume ond occuponcy  counters of  the local
controller supervissd by that LCS.

RESPONSE TO COUMTER SERVICING - the messoge sent from
LCS ~--2 Dota Concentrator ~—--23 HOST
ar, it the HOST is out of order
LES ---3 Data Concentrato

mhich contaoilns the rendings of the locol controller’s  volume
and occupancy countaErs,

Several other types of messoge will also he dissued din
the n=twork but only infreguently ond they will moke up only
o smoll, os

dota messnges izsued. Theszs dota m STages are -

3
[{m]

TIME CHECK - Dotn messages for synchronising one or mony LCSs
to  the time of  the Control Centre. Two doto messages ars
necessary to ensure this _vchr niszotion and they are iszsusd
when - an  off-line LCS mus be suynchronissed with the time of
the on-line LCSs in the network.

SET MEMORY - A mezsoge used Lo writs inte an LCS s RAM.
moinly  when o backup troaffic plan must be downline looded to
an LCS.  The hackup plans are used by the LCSs  to  run the

traftfic system, should +the doto concentrotor he out of
actian, and each iz ten 8-hit bytes long.

SET MEMORY me

3300 also se=ssential +o loaod
operational code int

gqes are
o LCS RaM, so th|t the LCS can do ussf

-t unknown, percentagse of the total number  of
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work after o power recovery. The memory dota is ssnt  to an
LCS  din o serdies of messages. gach contoaining up to 42 bytes

of doto.

READ MEMORY - & mesznge
LCS, regquesting o copy
of mamnory.

RESPONSE TO READ MEMORY
memory contents  dnto
sends these to the dota

zent from the dota concentrotor to an
f the contents of o specified portion

~ The LCS pockages o copy of the
messages up to 42 bytes in lsngth and
concentroator,
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3.2 MESSAGE FORMAT

The message formot decided upon is presented below. Sevarol
ooints should he noted about the design.

Firstly it was decided to use o stondord message formaet  for
both  control and date messages =0 that the action of the
receiving stotion will be Lﬁdﬂpﬁ‘jﬁﬁt of the message  tLype, Mot
2ll protocols have this standard format: DOCHMP in particular hos
jLFFering formats for it's control ond doto messoges ond even has
different sychronising characters, S0H for doto messages oand EMNG
for control messages.

Secondly the message format iz relotively simple so assembly
and disasssmhly overhsads by the DO and LCS will be low.

Figure 5.1 Messoge formot,

Fom——— tomm————- Fomm e Fommm P +

F80OH V COUMT ! FLAGS/TYPE ) DATA | CHECKSUM |

fo——— o Frmm e foom e from k
wheare -

S0H = Start OF Heoder, o speciol chorocter  used +to  denote
the heginnivg of a new message The S0H choracter comss first in
o message since. it is o sychronising chorocter. If the first
character of o new message is not o S0H then it and suhsequent
charocters are ignoyed until o SOH is recedved. Thiszs scheme is
Aot foolproof bt it does offer  some protection if Lthe daotn
concentrator ond an LOCS sver get out of synchronisotion, '

: A count of the numbesy of 8-bit bhytes in the messags,
from S50H to the lost doto byte inclusive. The COUNT bute follows
logically in the mezssage since, once  the valid stort of  new
message occurs  the recediving stoetion must know how mony bytes
Will follow

The incoming bytes of o messoge are counted by the recesiver
s it knows when the message iz Ffindished and o new one 4=
expected ' ‘ ‘ '

‘

The information in the COUMT field is olso used to determine
the sizse of the buffer which must he allocated from the butffsor
gnal to contoin the incoming messoge.
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FLAGS/TYPE = the follo
FLAGSSTYPE  bhuts, Bits n

significant,

Bit Funchion
7 I meszage direc
0 = Tw imap to
1 = Tw loop Lo
If messoge dirsc
0 = Message i3
{RACK -
1 = Massoge is
S Reservad for fut
0-4 Specify a unigue
ACK. SET MEMORY.
DATA = Up to 42 b
meszaoe  Luype. Ths
messoge biypes, e, o. c
can be omitted.

Thers
in tha~w
totally

ﬁPP no TEEt
ytes sin
trunspareni.

1. HMemory buffer rest

2. The Foct that dot
formatted on disk
CHECKSUM = the by

sum  of all ths pre

bytes from S0H to the
buyts  count  ordented

¢D computed as o 1da—hit

-hit chschkasum is uz
per?orm single, rather
Another reason o

that the length of the
convenient size when 4

of the RSX-1
this size.

routines
hlocks nof

ey

2
i

I

owing table 415 o bit map of  the
re yumbered  with O beding the lsast
tion is LCE -2 TG then

LESR iz working
LCS not working

tion is DC -~ LS then

a response to o RELOAD messags.

Feload Acknowladgs)

'..}

ot o response Lo o RELOAD

messqgae

urs use

mesgsoage bype, for example
ytes of informetion, specific Lo the
daoto field moy not bes needed for soms
ontrol messoges or READ MEMORY, ond so
rictions on the hit potterns  allowed
ce, unldike some protocols, the data is
The limit of 42 bytes is imposed by -
rictions in the LCE
o for looding dinto LCS memory 4is
in blocks of this size
te contoining the unsigned orithmetic
ceding bytss in this messoge i.e.  all
lost byte of doto, inclusive. In zome
protocols (e.g DOCHMP [41) the checksum
total hut in this protocol. only  an
2d since it is sosdiesr for the LCEz2 to
thon double byte odditions,
v limditing the checlksum to :~bltc iz
control messoge becomes four bytes. o
t is realiszed that the core allocation

15 operoting sustem allocote memory 4in
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CHAPTER &

PROTOCOL DEFINITION

This chopnter presents the definition of the protocol for the
Troaffic Control netwark.

4.1 QUEUEING 0OF MESSAGE

U3

A message transmitted from the OC to an LCE  moy  have
ariginated 4in  the HOST:, which will ke the rase under normol
circumstonces, or in the DL 4if the HOST is out of action.

gs woiting to bhe tronsmitited to sach LLCS is
. The queueses are orgonised oocording to
priority being determined by the meszags
for more detoils of the implementation.

fAogusus of mes
mointodined 4in th
mEssnge priority.

sourae. See Phnpt

SQg

Daadi v 1 B

~J Ul !‘:J’L:'

hi
r

When o message 415 to be added to o transmizsion gusue in ths
O, =zeveral checks are mode of the link,

i

- The Rx current loop carries the dato signal from
the DC. If this loop is broken then the IC cannot
sages from the LCS.

- -
o
T~
-

[N ]
1 e
o O

=i
1]
r
]
-
<

i1} Tw loop - The Tx current loop carvies the dota signal
ram the DL to the LCE,  If this loop is broken then the LCS
will not receive any messoge sent by the DC. The DL  cannot
check  the status directly, but  instead 4t vrelies on ths
information contained in bit 7 of the FLAGS/TYPE buyte, of
messoages from the LCS.

e

(ddd) Linr -lased link closed flaog ,is set  (ze
;ot es can be sent from the ODC to th

=
=

:3’ 8
s
0~
3
n

l‘_»l In]

If the link foils any of these checks then the messoge ot
the head of the appropriaote transmission queus is discarded oand
the message source notified. The next messoge to be oadded is
then dnserted 4in  the gueus according to its pricority. This
degueueing-gusueing machonism prevents the gueues from  growing
unhoundedly and consuming precious memory  under  link  foanlk
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Start
Rx loop N
broker 7 2 !
3 yes Tx Joop
brokern
3
res link closed 7
2
ls the imess ' Y
he message ? oI5 the .
SET MENMORY with —————

the RACK bt set

3

Dequeue message
at the head of the
queve and discard

Return link down
status to the source
of the message
Just degueued

“Insert message 1nto
gueve according to

its  priority

#g.6./

gureve empty

Yes

s there a messqge Insert messqge  into

. . Ve
eing transmtted —=>

ot this ink

= gqueyz according to

ts priority

Q

<

Set }r/essoge 7
progress’ Flag

Transmit  message

Start the tinzr

Handling by LCS driver of a message  From

‘the 1/O Pocket gueue
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conditions.

I the link posses the checks then the messoge is  inserted
=

in the gueus according to dts priority.
Figure 4.1 shows the decisions made fe? o message  iE  to
2 added to a transmission gusus.

&. 2 PRE-TRAMSMISSION LINK CHECKS

Once the preceding message has been processsd. the messags
ot the heod of the guesue is reody for troansmission. Before the
0C begins the transmission of o message., it once adain checks tha
ik, If the link fodilzs ony of these checks then the messoge is
not trunamitted and the mezsage sourcs iz alerited with a ’1Ln¥
down’ stotus, The checks are -

(i) Ry loop - IFf this leoop iz broken then the DC would hawve
little chance  of receiving ony responseg which the LCS might
make, so it would not  be advisoblse to o send  the messags,
Instead +the Ty losp dis broken by the DC, forcing the LTS into
bockup maode (Lf it still hos oowerd, o

(iid Tw loop - A breakoge on this loop meons the LCS  cannoth
receive nnw messnge se2nt from the DG, =o the DC does not send
it. Since the Tw loop is hroken, the LCS is alreody operating
in hackun mode

(iii) Linl rlosed If the link is closed then o mojor 1link
s s =] =3

messoge is no

o

Figure 4.2 zhows the decisions made before o messoge is
degueued and transmission of it’s contents started If the link
fonils, then o short time delay will bhe mode before transmission
af  the next messags is ttemptﬁd This nllows time for the link
ztotus to chonge, otherwise on entire series of messoges could be
discardsd in gudichk succession, ‘

4.3 MESSAGES INITIATED BY THE DaTa CONCEMTRATOR
Once the DC has tronsmitted o message to an LCS. 4t wndts

Messnges whose function is to ‘write’ dato to an LCS, e. q.

SET  MEMOGRY or BET PHASE, require sither an ACH or o NAK replu.
An ACK message from the LCS signifies thot the messoge sent by
tha IOC was corrsctly recedived.  MAK meszoge indicatezs that ths=
message was received  with  errors. An  LES  moy  dissue o MAK
response  to o message  from the OC for any of the Faliowing
TEOS0ONS -
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Start
IL\)/‘( / o C:),D ‘ ) No
broker 2
9]
N
Break <the
7x loop
! ) Ves L m-.;_w__,_,,_mw_‘m‘ 7} / OO/D
l brokern 7
Return link down
stotus to the S Link closed ?
258092 SOUrce. ‘ |
32
/
Weart a short : Traornsmit
while mZ25599e
Y Y
Iry to send - Start the
next messqge - tumer

Communication link testing before

Fig. 6.2 | message transmission
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i Checksum Error - The checksum computad by the LGS, which
received the messags, did not match the checksum which the OC
computed and transmitted,

o Buffer Upavailable - A buffer was not avoilobles in the LCS to
store the incoming me 5§0ge

A Overrun - The receiving hordwore in the line driver ond/o
LCS. or the LCS software. was not able to respond fast ennunh
to incoming bytes ond so one ar more  bytes of +the wmessoge

were lost,

4. Headsr Error -~ The heoder section of o message contadined
illegol  waolues, For examples, an involid function code or o
messoge length which excesded the ollowable  limit. This
provides protechtion  against errors such as the 0C or an LCS

writing the wrong wvolue in o heoder field.

whoze function iz to ‘read’ dato from an LCS. &, 9.

Messoges
COUNTER  SERVICIMG or READ MEMORY, reguire slightly different
responses. If the messags iz recedved correctly by the LCE then
the response messoge contains the doto reqguested. IFf the message

iz received incorrectly then o MAK message is issued by the LCS.

To detect o lack of response from the  LCE, o timer iz
ztarted  din the OC immedictely ofter the last byte of the messogs
hos been tronsmitted. UOne timer will exdist for eoch messoge
currantly o dn progress. When o response is received from the LOS
the timer is reset I, however, the timer iz not reset before
it eweopeds o cpitical walue  then the message is said to havse

timed out’ I hove defined the criticol vaolue to bhe 3 seconds
Mhis will give amnls times for o response to he received.

If the DC receives o HAK rpfponse. an incorrect doto

messags, oy himes oui.  then it will reironsmit the messogs.
There is o defined limit of 3 on the number of times o message
can be traoansmitted and when this limit is sxceeded ths message iz
aborted and the message source is  alerited. It di= uwup +to  the
source to decide whot nction to take 4if, say. o SET FHASE command
has to be obhorted. An otiempt is then mode to send  the newxt

szzage gususd to this LCE,

If 5 consecutive messoges to on LLCS  are oborted then the
link to  thot  LCS  will he closed, by setting the ‘link closed”
tlag: since o serdious problem must exist.  The closure means thot
no messages will be ssnt from the DC to the LCS though the LCS is
still free to tronsmit to the DG, A diognostic messoge  is  sent
Lo the system log ond the link can anly be reopensd by operator
intervention or o RELOAD messoge  from the LCS  (see  stortup

notes)

If o message recedv
meszage  then thes sour

s reply, on ACK or o corresct dato
= e
the success and an ohtern

s, 0
g of the ordiginnl messoge 45 notified ofF
t is mode to send the next message.

1

1§

!
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1 EXAMPLES OF MESSAGES INITIATED BY THE DC

The message ewchanges ewamples on the Ffollowing pog
betuwesn the 0OC and an LCS, use the nototion below.

By arbitrary convention the DC is the left hand side of ths
dingram while an LOCS is on the right.

S 1 ’ ” J

mmmmmmm Heond ng
““““““““““““““““““““““ 2 Message zent, received correctly
“““““““““““““““““““ 2 Message sent, received with 2rrors.
““““““““““““““““““ £ == Messags sent. not received,
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.32 NORMAL ‘READ”
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5.3.3  MNORMAL ‘WRITE”

fw]

‘write’ messoge
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.4 READY OF YWRITES WITH ERRORE
o LCE
“raad {ny ‘Wwrite’?
mEssange
———————————————— Jm———T
NaK
(: uuuuuuuuuuuuuuuuuuuuuuuuuuu
RETRY 1 ‘rend’ (or ‘write’)

ME S0
........................ ’_"I
dota (or ACKD
{—"—"",f' ________________

RETRYZ ‘raogd’ {or ‘write’)

e
]
=
m
i
5y}
I
[ry)
m
I
sl
[
A
.—.{
M
i

-]
i
i
1
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RETHY MAX messags
————————————————— S
message received
in error.
MNAK
{: ____________________
HMezsage has failed

Mé&x times so the

mzzsage is aborted,

(MAX is defined to he 30

m
G
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A2 04 TIMEQUT OF ‘YREADY OR ‘WRITE’ MESSAGE

tmeout may he cou

%, zed in  the DT by anuy of the following
situations and will bhe trented the sams os o NAK rece

gived from an

™ uw Ir
P
1

I

2. 46,1 LCS does not recedive messags -

gk LGS

““““““““““““““““ ff”““’
LES does nob r@&eiue
s s0oge é.g hecouse of
Tw loop foultr, LCE
powesr fFailurs, hardwors
o softwors foult,

A 34,2 Message received in error, NAK received in error -
MaEsE00s

_________________ j~d~}

message received

irvr =rrar,
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H.2.48.3  ACK or dota recedived in error -

il LCS

i1

et b iy o o et ey e b e et bt b

ACE or daoto

recelved in srrore.

4. .2,6. 4  NAK not recedived -

messQ

En]
b}
el
]
X
i
[..x..
<
o
Ty

in error.

MAK

T A e e e e s e e e
MoK not receivad
2. becouse of Ry

Toon faoult
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4. 3.4.9 ACK oar dato not received -

i~
I
15

i
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&.3.7  LINK CLOSED

e e e S e ot ot e Bt A At s ot it e F ik e e G

mEssoge retrisd

MAX times.

]
]

I

14

zs0gs retried

i
L

MAX times.
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m
L
m
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&4 MESSAGES INITIATED BY THE LCSs

Most of the messoges inditioted by  the LCSs will he sent
spontaneosusly, +to  report o change in the stotus of either the
LCZ. or the local controller it is  monditoring. These massoagas

contaoin  information which 4is  wseful hbut not criticoal to the
oweration of the troffic system.

If the message iz recedived correctly by the DC then +th

L he
information in  the messoge will be pozssd to the HOST, which is
monitoring the status of all the LCS’s ond the locol controllsrs

The message will also be copied and sent to the mimic display.

If the DT vreceives the message with eavrors or hos  no
availahle buffer zpoce then the messoge iz dignored entirely.

55 never expect a reply of ony description from the DOC
z2 o messages which they indtiate. One sxception to
5 the RELOAD messaoge. which is illustrated beslow.

in  respon

The LC
nes
this rule 4

S.5  RESTARTING A LINK

Loss of power to on LCS couses the random acoess  memory o
e corrupted and the locol controller to go into IVA modes. It 4
i

important to be able to relond the RAM. ond get the LIC
reconnected  to the network as soon as possikle oncs the powsr i=

restored. This is the startup process.
It makez sense to let the LCS rather than the DC  inditiathe
and control the startup process on o link since -

Onee the DC knows the LCS is ‘down’ it does not hove to woste
time repsotedly trying to restart the link., It waits instead
until the LCS is functioning ond sends o RELOAD message.

&

2. Only those LCS’z which reguire restorting ot any  one  Lime
Wwill get ottention. IFf the DC indtioted the stortup it would
have to poll all the LCS‘s to find those nseding a  reload.
This NrOCEss could become very time cansuming  and
complicaoted,

The following is a description of the stortup process

1 The LCS has its . powsr restored ond code in the ROM  i=
activated causing, among other things, o RBELOAD message to he
zent to the DL At this stage the DT moy or moay  nobt he
powered up but the LER sends its messages regordless

= The RELOAD message tells the OC thot thes LLCE  has  recoversd
from o power fodlure Oﬂd wonts its RAM reloaded If this

gived incorrectly by he DG then

unsonlicited messags is rec Y
the DC  dignores  it. If Jhe messsoge 1s received correctly
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then the U2 will send the first of o series of messages Lo
reload  the LES‘s memory - the only tims an unsolicited

age s acknowledged by the OO, The LCS will repeot  the
#LUHD message at 15 second intervals until a successful SET

htMGHY nmassoge is receivad.

The high priority SET MEMORY meszage sent to the LCE will
howve the RALK (Relood Acknowlsdge)