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ABSTRACT

Frequency domain models for power electronic circuits are either based on iterative techniques

such as Newton’s method or linearised around an operating point. Iterative frequency domain

models provide great accuracy as they are capable of calculating the exact switching instants

of the device. On the other hand, the accuracy of a linearised frequency domain model relies

on the magnitude of input waveform to be small so that the circuit’s operating point does

not vary or varies very little. However, an important advantage of a linearised model is its

ability to provide insight into waveform distortion interaction, more specifically, the frequency

cross-coupling around a power electronic circuit.

In general, a linearised model for harmonic analysis would not normally include the description

of feedback control. Likewise a linearised model for control analysis would usually disregard

frequency interactions above the fundamental (or the most significant component); that is as-

suming the cross-coupling between harmonic frequencies does not affect the dynamics of control.

However, this thesis proposes that a linearised model for control analysis shall also include the

complete description of frequency cross-coupling between harmonics to produce the correct dy-

namic response.

This thesis presents a harmonic state-space (HSS) model of an HVdc converter that incorpo-

rates the full effect of varying switching instants, both through control and commutation period

dynamics, while remaining within the constraints of a linear time-invariant (LTI) system. An

example is given using the HSS model to explain how a close to 5th harmonic resonance con-

tributes to the dominant system response through the frequency cross-coupling of the converter

and the controller feedback loop. The response of the system is validated against a time domain

model built in PSCAD/EMTDC, and more importantly, the correct response cannot be produced

without including the harmonic interactions beyond the fundamental frequency component.
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Chapter 1

INTRODUCTION

1.1 GENERAL OVERVIEW

Electricity is without question an essential element of modern society, and with the ever increas-

ing use of electricity, new possibilities for generation are constantly being explored. Due to the

current focus on reducing carbon emissions around the world, the use of renewable energy has

been a popular topic amongst policy makers. The biggest challenge with renewable energy is

perhaps the fact that its sources are often located in remote areas that are far away from the

load centres. Hence, the transmission of electricity is an important aspect of renewable energy.

Ever since the introduction of flexible ac transmission system (FACTS) controllers and high volt-

age direct current (HVdc) links, the transmission of electricity has greatly evolved. These power

electronic technologies bring great benefits to a power system due to their ability to improve the

flexibility (controllable and bi-directional power flow), the capability (increase of active power

flow), and the security (voltage and transient stability) of the electricity transmission network.

Furthermore, as the technology of power semiconductor devices matures and as the concepts

of FACTS continue to advance, the proliferation of power electronic controllers in the power

system is guaranteed [Hingorani and Gyugyi 2000].

Despite the fact that the transmission of electric power can be facilitated by the use of power

electronic controllers, they also contribute to some problems that may occur within the power

system; one example of which is waveform distortion leading to instability due to harmonics.

This is often referred to as harmonic instability, and some of the various incidents recorded

around the world are listed as follows:� In the early days of the HVdc technology, the use of individual firing control often led to

harmonic instability. Ainsworth concluded that the majority of the incidents reported were

due to a positive feedback loop in the conventional firing control scheme. The distortion in

the supply voltage causes the firing pulses to occur irregularly which in turn magnifies the

original distortion [Ainsworth 1967]. This research was the catalyst for his design of the



2 CHAPTER 1 INTRODUCTION

phase-locked oscillator (PLO) which became an integral part of the firing control today

[Ainsworth 1968].� In 1992, Hammad reported a second harmonic instability that occurred in the Chateauguay

HVdc installation [Hammad 1992]. It was concluded that the instability was due to a

combination of several factors, namely, the ac side and the dc side impedances, converter

transformer saturation, and the control. Using frequency domain techniques, Hammad

presented a thorough analysis of the system and proposed the installation of auxiliary dc

stabilising controls and second harmonic filters.� In 1977, Mathur and Sharaf conducted an investigation into the malfunctioning of the

Nelson River HVdc scheme [Mathur and Sharaf 1977]. It was concluded that the non-

characteristic harmonics which occurred on the dc side following a disturbance in the

supply caused the dc side filters to overload and trip out of service. They acknowledged

that their steady-state harmonic analysis was limited to transient distortion in the ac bus

voltage.� In 1992, Thallam presented a review of existing HVdc installations that are connected to

relatively weak ac systems compared to the rating of their dc systems [Thallam 1992]. It

was reported that these systems often suffer from low order harmonic resonances, transient

overvoltages, voltage fluctuations, or control system instability.

In order to produce efficient controller designs and prevent system failures, there is a strong

need for modelling techniques to provide better understanding of power electronic systems, and

to predict the interaction between multiple power electronic controllers in the same network

[Mohan et al. 1994].

1.2 THESIS OBJECTIVES

In 1954, the first commercial HVdc link was commissioned between mainland Sweden and Got-

land island. Since then, many more have been installed around the world with a total transmis-

sion capacity exceeding 50 GW, and it will continue to grow in the foreseeable future1. Due to

their large power ratings, HVdc links are perhaps the biggest contributors of waveform distor-

tion in the high-voltage power system. Therefore, there is value in developing detailed models of

the HVdc converter to study the waveform modulation aspect of an HVdc system. There have

been a number of frequency domain based models published in the past, but due to the con-

straint of traditional frequency domain formulation, they have been confined to the steady-state

description of the system.

1See Appendix A for a map of ABB HVdc classic installations around the world.
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This thesis aims to take advantage of a new modelling approach known as the harmonic state-

space (HSS) in order to develop a linearised model of an HVdc converter. The goal of this

HSS model is to capture full system dynamics, including harmonic/frequency coupling effects,

during both the transient and steady-state, and be suitable for small-signal stability analysis.

A model of a power electronic circuit is never complete without the description of control as

feedback controllers are known to have a significant effect on the dynamics of the system. Thus

this model must accommodate converter control. Furthermore, as the model is to be linearised

around an operating point, the effects of switching instant variation have to be incorporated.

Lastly, this HSS model will be posed in the form of a linearised time-invariant (LTI) system,

therefore it will be usable by classic control analysis methods such as pole-zero analysis for

stability studies.

1.3 THESIS OUTLINE

Chapter 2 presents a review of existing modelling techniques for power electronic circuits. They

are categorised into time domain, frequency domain, and hybrid time and frequency domain. In

particular, linearised frequency domain models are further divided into subcategories according

to their application, namely, models for harmonic analysis or models for control analysis. The

merits of each modelling technique are identified, and possible improvements are discussed. The

kernel of this chapter is to highlight that the clear distinction between models for analysing

harmonic interactions and models for analysing controller stability is diminishing. A complete

model of a power electronic system has to incorporate both aspects which is the motivation

behind this research of HSS modelling.

Chapter 3 begins with a brief description of linearised small-signal modelling and the linear

time-periodic (LTP) system class. It is then followed by theories of frequency separation and

harmonic balance which are essential to the formulation of the HSS framework. Practical aspects

of applying the HSS to the modelling of a three-phase power electronic circuit are discussed; they

include system reduction through harmonic truncation, and the modelling of switching instant

variation in an LTI environment.

Chapter 4 presents an HSS model of an uncontrolled HVdc converter system. The waveform

modulation nature of the converter is captured by a set of switching functions that describe

the connection of the thyristor bridge. Procedures for modelling switching instant variation

at the end of commutation using voltage impulses are detailed. Validation of this open-loop

model is achieved by comparing transient waveform shapes against a time domain simulation;

comparisons between steady-state harmonics are also presented.

Chapter 5 extends the HSS model to a closed-loop model by incorporating a constant current

controller on the dc side. The converter control system consists of three components, a current



4 CHAPTER 1 INTRODUCTION

transducer, a proportional-integral (PI) controller, and an actuator. In addition, a simple ac

side system including a harmonic filter is incorporated into the closed-loop model. The model

is validated against a time domain based model by comparing waveform shapes. S-domain pole

plots are used to explain a low frequency resonance resulting from the frequency cross-coupling

characteristic of the converter and the interaction between system impedances. The result from

this chapter validates the HSS approach of including control and harmonic interactions beyond

the fundamental frequency.

Chapter 6 closes this thesis by summarising the major achievements of this research, and iden-

tifies possible future improvements and extensions to the HSS model developed.



Chapter 2

LITERATURE REVIEW

2.1 INTRODUCTION

There is a long history behind the modelling of HVdc converters and FACTS devices. Broadly

speaking, the modelling techniques available can be classified as time domain (TD), frequency

domain (FD), or hybrid TD-FD techniques. According to the dictionary published by the Insti-

tute of Electrical and Electronics Engineers [IEEE 2000], the terms time domain and frequency

domain are defined as follows:� Time Domain: A function in which the signals are represented as a function of time.� Frequency Domain: A function in which frequency is the independent variable.

These two modelling domains are widely used, and each has its own merits and disadvantages.

In general, time domain modelling naturally accommodates nonlinear circuit equations, but its

simulation time can be slow due to the existence of very long and very short time constants in

a typical system. On the other hand, frequency domain modelling provides fast steady-state

solutions, and explicitly represents the frequency coupling nature of power electronic circuits.

However, it cannot be used to capture the dynamics of a system. In 2010, an IEEE Task Force

identified some existing techniques that provide an interface between the two domains [Chavez

et al. 2010]. Their intention was to develop a hybrid method to combine the merits of both

domains for the modelling of power system networks with nonlinear and switching elements.

This chapter presents an overview of existing techniques for modelling power electronic circuits,

and identifies their strengths and weaknesses. The aim of this process is to reveal the motivations

behind this research in the harmonic state-space (HSS). The subsequent sections describe the

techniques used in each modelling domain. In particular, linearised frequency domain models

are further divided into different categories according to their application, namely, models for

harmonic analysis, models for control analysis, and models suitable for both harmonic and

control analysis as described in [Wood et al. 2000].
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2.2 TIME DOMAIN MODELLING

Time domain modelling is the most mature power system simulation approach, and it is widely

used in popular software packages such as ATP-EMTP, EMTP-RV and PSCAD/EMTDC [Wood-

ford et al. 1983]. These programs rely on various mathematical methods to solve differential

equations for both electromagnetic and electromechanical systems in the time domain. One of

the most popular methods in use was developed by Dommel in 1969, and is often referred as

Dommel’s method [Dommel 1969, Dommel and Meyer 1974, Dommel 1997]. It was a combination

of the trapezoidal rule and Bergeron’s method [Frey and Althammer 1961], capable of solving

transients in both single and multiphase networks. Although at the time of its introduction, the

algorithm was not particularly time efficient in handling nonlinear differential equations, it was

later improved by the use of the compensation method which confines the time consuming pro-

cess (iterative calculation through Newton-Raphson) for nonlinear or time-varying elements to

the incident branches or nodes only [Dommel 1971]. However, the method requires the network

to be separated into subsystems, each containing only one nonlinear or time-varying element.

More recently, Noda et al. proposed a predictor-corrector method that solved this limitation

[Noda et al. 1997].

In general, time domain methods are capable of modelling linear and nonlinear elements in both

the steady and transient state, but they can suffer from numerical oscillation and long simulation

initialisation. The error introduced by numerical oscillation is cumulative due to the fixed time-

step (∆t) used in trapezoidal integrations. Furthermore, the time-step determines the maximum

frequency that can be captured, and if it is not properly chosen, it could lead to an inaccurate

solution for a switching network [Power Electronics Modeling Task Force & Digital Simula-

tion Working Group 1997]. However, this issue can be mitigated using interpolation methods

[Kulicke 1981, Kuffel et al. 1997] or multiple time-step sizes [Maguire and Gole 1991, Semlyen

and de León 1993]. The simulation initialisation refers to the time required to simulate the

entire transient process before arriving at the steady-state. If a small time-step is used for high

solution accuracy, the simulation can be computationally expensive and time consuming, espe-

cially in poorly damped networks [Dommel et al. 1986]. Several techniques have been proposed

to accelerate the transient calculation process, namely, the shooting method [Aprille Jr. and

Trick 1972, Perkins et al. 1995], extrapolation to the limit cycle [Segundo and Medina 2008],

and the waveform relaxation technique [Wang and Marti 1996]. There also have been some at-

tempts to obtain the steady-state initial condition through frequency domain [Perkins et al. 1995]

and hybrid TD-FD techniques [Murere et al. 1995].

Although time domain modelling methods are well established, they do not provide explicit

information about the harmonic and interharmonic interaction around a power electronic cir-

cuit. However, despite its limited contribution for harmonic analysis, time domain simulations

can be used to provide validations for a new modelling technique [Ino et al. 1985]. Hence,
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PSCAD/EMTDC simulations are used in this thesis to not only provide conditions of operating

points, but also serves as a benchmark for the modelling technique developed.

2.3 FREQUENCY DOMAIN MODELLING

It is without question that thyristor based power electronic circuits are time-variant and exhibit

nonlinearity. For an HVdc converter, the time-variance is associated with the switching operation

of the thyristor bridge while the nonlinearity is due to the dependence of thyristor switching

instants on system conditions. This means that the converter generates a range of output

frequencies for any single frequency input (frequency coupling), and the resulting spectrum

varies in a nonlinear manner with respect to the variation in the input. In order to capture these

characteristics, models built in the frequency domain or its subset, the harmonic domain, are

either iterative or linearised around an operating point1. The following subsections describe a

number of frequency domain models related to the work presented in this thesis.

2.3.1 Iterative Models

Harmonic domain models often employ iterative algorithms, such as Newton-Raphson, to solve

system mismatch equations. They produce accurate results due to their ability to determine the

exact switching instants. One of the most detailed iterative model of the HVdc converter was

developed by Smith [Smith et al. 1996a, Smith et al. 1996b]; his model is powered by a multi-

variable Newton’s method, and it produced results that were validated against a time domain

model. In addition, Smith developed a method to accelerate the iterative process by taking

advantage of the sparsity in the system Jacobian matrix. Later, this work was continued by

Bathurst who extended the model to a full HVdc link [Bathurst et al. 1999, Bathurst et al. 2000,

Bathurst 1999]. An excellent review of iterative harmonic domain models of ac-dc converter

systems can be found in [Smith et al. 1998].

Interestingly, both Smith and Bathurst reported that their respective models often produce a

solution after a single iteration. This means that the initial Jacobian matrix, which is a lineari-

sation of the system mismatch equations, does not require updating in the iterative process to

reach a convergence. This was an early acknowledgement that the HVdc converter could be rea-

sonably linear in the frequency domain. Using a similar iterative frequency domain model, Hume

investigated the linearity of the converter by injecting various types of distortion [Hume 2002].

He concluded that the converter was linearisable for small-signal analysis, and outlined the ef-

fects of switching instant variation on the converter waveforms due to a change in the operating

1Frequency domain models that are linearised around an operating point are also often referred to as small-
signal models to highlight the fact that linearity may be assumed when the deviation from the operating point
which the linearisation is based on is small.
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point. Similarly, these effects were proven to be linearisable for small distortion levels. More

recently, Collins presented a number of iterative harmonic domain models of FACTS devices in-

cluding a static synchronous series compensator (SSSC), a unified power flow controller (UPFC),

and a STATCOM [Collins 2006].

2.3.2 Linearised Models for Control Analysis

One of the earliest linearised complex frequency domain model of the HVdc converter was

presented in [Persson 1970]. Persson adopted the transfer function technique (also known as

switching or describing functions) to model the switching operation of the thyristor bridge.

His model fully described the frequency transfers around the 6-pulse converter with a constant

current controller (individual phase firing), and in particular, the effect of the commutation

period was also included. In addition, the 6-pulse transfer functions were expanded to model

a complete mono-polar HVdc link, and control analysis was conducted through the use of the

Nyquist diagrams generated from the model. Later, this model was harmonically truncated,

and only preserved the fundamental frequency components in the transfers [Sucena Paiva and

Freris 1974]. Similarly, Nyquist plots were used to determine the stability of the converter

system. This was an early indication that high-order harmonics were believed to be insignificant

for control analysis. This thesis offers an alternative perspective.

In 1993, Wood presented a linearised HVdc converter model including both firing angle control

and commutation period variation in his transfer functions [Wood 1993]. He also reduced his

transfers to a three-port model (three coupled frequencies around the converter, namely, the

positive sequence fundamental frequency, the negative sequence fundamental frequency, and the

dc frequency), and used it to describe the frequency dependent impedance of an HVdc converter.

In addition, the concept of composite resonance (the overall resonance of the converter system

taking into account of the frequency transfers of the thyristor bridge; this approach is also used

in this thesis) was introduced. From a different approach, Todd systematically fitted poles and

zeros to form an s-domain model matching the results generated from Wood’s model [Todd and

Wood 1997]. This model was used for frequency domain based control design.

2.3.2.1 Generalised State-Space Averaging and Dynamic Phasor

Recently, there have been a number attempts at extending the description of harmonics to the

transient state through techniques such as generalised state-space averaging and dynamic phasor.

These are described in the following paragraphs.

State-space averaging has been perceived as a suitable and powerful method for the mod-

elling and control design of pulse width modulation (PWM) dc-dc converters [Middlebrook
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and Cuk 1976]. However, this method can only be applied to switching circuits that satisfy

the small ripple assumption. More specifically, the method assumes that the dominant Fourier

coefficient of a circuit waveform is its dc frequency component, and that the circuit waveforms

are linear functions of time during each switching stage. In order to make state-space aver-

aging applicable for resonant type converters, Sanders et al. modified the original method by

using time dependent Fourier series expansion with a sliding window along the circuit waveforms

[Sanders et al. 1991]. The new method was referred to as generalised state-space averaging. Sim-

ilarly, their new approach retains only the dc frequency component, though it was acknowledged

that higher order coefficients could also be included; they recommended that the fundamental

frequency component should be included for a resonant converter model.

On the other hand, the term dynamic phasor was introduced by Mattavelli, Verghese, and

Stanković in 1997 to emphasize the time-varying nature of the Fourier coefficients in their ap-

proach [Mattavelli et al. 1997]. However, the dynamic phasor method essentially shares the same

formulation as the generalised state-space averaging method. Since then, they have published a

number of dynamic phasor models for power electronic circuits including FACTS devices [Mat-

tavelli et al. 1999, Stanković et al. 2000, Stefanov and Stanković 2002]. More recently, Gomes

et al. proposed an improved controller design for Static VAr Compensator (SVC) using their

dynamic phasor model of the device, and again, they acknowledged the fact that higher frequen-

cies need to be modelled if their interaction with the ac network or other nearby FACTS devices

is of interest. Similarly, He and Cai and Dang et al. have also reported that higher frequency

components need to be incorporated for a more accurate representation of the system, and they

have included the third and fifth harmonic components in their respective models of a thyristor

controlled series capacitor (TCSC) [He and Cai 2005, Dang et al. 2007]. However, both models

lack the presence of active control.

Although it was not explicitly stated as such, Wood et al. published two small-signal models

of the HVdc converter through a similar approach as dynamic phasor in 2003. The first small-

signal model presented in [Osauskas and Wood 2003] fully describes a mono-polar HVdc link,

and did not assume the presence of an ideal equidistant firing angle control system. Thus, a

phase-locked loop (PLL) system consisting of an error signal calculator, a PI controller, and

a voltage-controlled oscillator (VCO) was incorporated in the model. This model was used to

study the dynamics of an HVdc system in the frequency range between 2 and 200 Hz on the dc

side, and it was acknowledged that this model needs to be expanded for the analysis of different

specialised phenomena. For example, the frequency coupling between the zero frequency and

the positive sequence second harmonic components of the transformer magnetising current has

to be modelled if the interest is in the instability associated with transformer core saturation.

The second paper describes a small-signal dynamic model of a controlled HVdc converter, and

it was used to optimise the control design for the converter connecting to a weak ac network

[O’Reilly et al. 2003]. Both of these models adopted a modular approach by breaking the overall
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system up into smaller subsystems, and connecting them up systematically. A similar approach

is used in this thesis to form the harmonic state-space model of an HVdc converter.

2.3.3 Linearised Models for Harmonic Analysis

In 1985, Sakui and Fujita presented a linearised frequency domain model of a controlled thyristor

rectifier for their study of harmonic problems [Sakui et al. 1985]. In particular, they included

the commutation period in their switching functions, and the effects of dc side current ripple was

also incorporated. Later, this work was extended to model a diode rectifier [Sakui et al. 1989],

and an uncontrolled thyristor rectifier for unbalanced power supply by allowing different length

of commutation period in each phase [Sakui and Fujita 1992]. The highlight of this work,

though it was not heavily emphasised at the time, is the significant effect of the variation in

the commutation period on the converter frequency transfer functions. Around the same time,

Hu and Yacamini also presented a switching function based frequency domain model of the

HVdc converter [Hu and Yacamini 1992, Hu and Yacamini 1993]. However, despite generating

accurate results, their model did not have an exact representation of the ac side currents during

the commutation period. The ac side currents were modelled by a linear ramping function during

the commutation period to simplify the analysis.

In 1998, Osauskas and Wood presented a frequency domain model of a thyristor controlled

reactor (TCR) [Osauskas and Wood 1998]. They linearised the frequency transfers between

the thyristor currents, terminal voltages, and thyristor firing angle. In addition, the frequency

transfers were used to develop an admittance matrix for the TCR valid for both harmonics and

interharmonics. A similar model was developed by Orillaza and Wood, and a brief preview was

given on extending their steady-state model to a dynamic representation through the use of

harmonic state-space [Orillaza and Wood 2008]. In 2001, Osauskas et al. published a linearised

model of a 6-pulse HVdc converter. The effects of switching instant variation (at both the

beginning and the end of commutation period) were linearised, however, feedback control was

absent in the model. This model was extended to a full HVdc link including ac side impedances

in the following year by Hume et al., and it was used to analyse the effects of ac system impedance

variation on the transfers of distortion through the HVdc link [Hume et al. 2002]. Later, the same

model was modified to account for interharmonic distortions [Hume et al. 2003]. Continuing

with their modelling approach, Wood and Osauskas presented a very complete small-signal

model of a STATCOM including a PLL system and a constant reactive power controller, and

achieved excellent agreement with time domain simulations for realistic levels of ac system

voltage unbalance [Wood and Osauskas 2004].
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2.3.3.1 Extended Harmonic Domain and Dynamic Harmonic Domain

Traditionally, frequency domain models of power electronic circuits have been confined to a

steady-state description of frequency coupling. However, their frequency coupling characteristic

also exists during the transient state. Hence, it is apparent that frequency domain based models

could be extended to allow a dynamic description of system signals. More recently, this has been

achieved through techniques such as extended harmonic domain (EHD) and dynamic harmonic

domain (DHD). Models based on these techniques generally have been applied for analysing the

interaction between harmonics, and due to this reason, they have incorporated harmonics up to

a relatively high order. However, most of them have not included any form of feedback control.

The extended harmonic domain was first introduced in 2003 by Rico et al., and it was applied for

the modelling of a PWM based STATCOM [Rico et al. 2003]. The EHD technique models the

system using standard state-space equations for time-periodic systems, and the transient vari-

ation of state-variables and input signals are described using exponentially modulated periodic

(EMP) signals. In 2010, Vyakaranam et al. applied the EHD technique to model a wide range

of FACTS devices including a TCSC, an SVC, an SSSC, and a UPFC [Vyakaranam et al. 2010].

Despite its broad coverage, these models did not incorporate the effects of switching instant

variation (SIV), i.e. the switching instants were not allowed to vary with system distortion.

In 2008, Chavez and Ramirez were the first to use the term dynamic harmonic domain to

describe their approach to model a three-phase transmission line; their method shares an identical

formulation with the EHD models [Chavez and Ramirez 2008]. The model was used to analyse

the travelling waves in the transmission line with a nonlinear load, and coincidentally, non-

harmonic resonant frequencies were observed in a system with long transmission lines. They

acknowledged that the DHD method can be extended to separately study this phenomenon.

Later, Garcia and Madrigal presented a DHD model of a TCR, and in particular, their model uses

numerical integration substitution (NIS) to solve for the exact thyristor switching instants, thus

this model remains time-variant and cannot be used to perform classical linear time-invariant

(LTI) system analysis [Garcia and Madrigal 2009]. However, they have closed the loop in their

model with a proportional-integral (PI) controller. In 2011, Garcia et al. extended the paper

to highlight the use of companion harmonic circuit models for the modelling of power electronic

devices [Garcia et al. 2011].

The DHD technique has also been extended to model interharmonics where the time domain

inputs are transformed into the modified dynamic harmonic domain (MDHD) through the use

of discrete Fourier transform (DFT), and the ordinary differential equations (ODEs) describing

the system are solved by numerical integration [Chavez 2010, Ramirez 2011].



12 CHAPTER 2 LITERATURE REVIEW

2.3.4 Harmonic State-Space Models for both Harmonic and Control Analysis

The dynamic modelling methods developed to date are very good, though the majority of these

models either omit the representation of frequency coupling beyond the fundamental frequency

component or neglect any form of feedback control. In general, power electronic converters rely

on active controllers to ensure satisfactory operation, and it is without question that their dy-

namics depend heavily on the controls. Therefore, for the approach to be useful, the associated

controllers must be modelled. In addition, numerous authors have acknowledged that the fre-

quency coupling between higher order harmonics must be included if their interaction with the

ac network or other power electronic devices is of primary interest. In order to address these

two concerns, the harmonic state-space has been applied to the development of models where

both control and the frequency coupling between higher order harmonics are included.

The harmonic state-space (HSS) is an extension to the conventional frequency domain in the

sense that it preserves the explicit description of the frequency coupling nature of power electronic

circuits, but more importantly, it extends the description of frequency coupling to the transient

state. It was first developed by Werely in 1991 for his study in periodic time-varying systems

[Wereley 1991]. Werely presented a thorough formulation of the HSS through classical theories,

namely Floquet theory and Hill theory, and applied the framework for the study of helicopter

vibration control. Although useful for power electronic systems which are also time-periodic, the

HSS was left unnoticed by power engineers for many years. In 2000, Möllerstedt was the first to

apply the HSS in the analysis of a power electronic system [Mollerstedt 2000a]. In particular,

he presented a closed-loop HSS model of an inverter locomotive for the study of an harmonic

instability that occurred in Zürich [Mollerstedt 2000b]. His model was linearised, and Nyquist

plots were used to determine the stable boundary of the controller gains.

In 2008, Love and Wood published an HSS model of a Buck-Boost converter operating in dis-

continuous conduction mode [Love and Wood 2008]. They analytically described the different

switching stages of the converter, and how they evolve from one to the other. In addition, the

contribution of switching instant variation to the state-variables and outputs is also derived.

Love also presented an HSS model of an uncontrolled Graetz bridge in his thesis [Love 2007].

Later, Orillaza et al. published a conference paper describing the use of voltage impulses to

model the effects associated with switching instant variation in an HSS environment [Orillaza

et al. 2010]. More recently, Orillaza and Wood presented a closed-loop model of a TCR with

voltage control [Orillaza and Wood 2013]. This work showed that the controller responded to

a system resonance around the fifth harmonic which is usually not expected to be within the

bandwidth of the controller, but due to the strong coupling between the fifth harmonic and

fundamental frequency, the system resonance also exists as a low frequency variation. In addi-

tion, standard root-locus technique was applied for control design. The highlight of this work is

confirming the need to include higher order frequency coupling to observe potential system res-
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onances. This background has led up to the closed-loop model of an HVdc converter presented

in this thesis.

2.4 HYBRID TIME AND FREQUENCY DOMAIN MODELS

On a different track, Semlyen and Medina developed a hybrid method that combines both time

and frequency domain techniques [Semlyen and Medina 1995]. In general, the linear compo-

nents of the system including transmission lines and some part of the loads are modelled in the

frequency domain while the nonlinear components such as power electronic converters or time-

varying loads are modelled in the time domain. This hybrid process is iterative, and for every

iteration a mismatch equation is solved for each harmonic current at each bus; its solution is

used to update the voltages until a convergence is reached. The procedure is relatively straight

forward for the linear parts where an admittance matrix is formed. However, a time domain

simulation is required for the nonlinear components to determine the periodic steady-state har-

monic currents, and the results are converted into the frequency domain by Fourier transforms.

It was reported that time domain simulations can be accelerated by the extrapolation to the

limit cycle technique [Guckenheimer and Holmes 2002]. The hybrid method is considered to be

suitable when great accuracy is required in modelling large networks.

In 2010, Chavez et al. presented a review of the available techniques for interfacing time and fre-

quency domain [Chavez et al. 2010]. They broadly summarised the techniques into the following

approaches:� solving the network in the frequency domain, and post-process the converged results back

to time domain.� allowing the model to go back and forth from frequency domain to time domain in an

iterative process.� computing the solution in both time domain and frequency domain simultaneously.

Although these hybrid methods achieve the objective of obtaining accurate steady-state and

transient state of a network containing linear and nonlinear elements, they can be complicated

due to the need to post-process the results through transformations or separating the network

elements into time domain and frequency domain. They acknowledged that both modelling

in the dynamic harmonic domain or the wavelet transform technique are direct approaches to

capture the dynamics of harmonic signals.
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2.5 CONCLUSIONS

In this chapter, a review of power system modelling techniques was given. They were divided

into time domain, frequency domain, and hybrid time and frequency domain techniques. Tradi-

tionally, time domain is the only available modelling approach for transient type analysis while

frequency domain techniques are often applied to explicitly represent the frequency interaction

around a power electronic circuit or the modelling of frequency dependent impedances. As the

number of switching devices and nonlinear elements increases in the power system, and for the

fact that their associated effects do not only exist during the steady-state but are also present in

the transient state, the clear distinction between the traditional use of time or frequency domain

diminishes. There is a demand for modelling techniques that are capable of describing nonlinear

time-variant components throughout the transient state before arriving at the steady-state.

In addition, active controls are always employed in power electronic systems, and they have

significant contribution to the overall system dynamics. Thus, it is of great importance to

incorporate them into the system model to properly represent the dynamics of the system. Fur-

thermore, it has become apparent from Orillaza’s work that the frequency coupling beyond the

fundamental component needs to be modelled [Orillaza 2012]. This is because a high frequency

system resonance may fall within the bandwidth of the controller due to frequency coupling and

affect the stability of the system. The only way to observe this is if the frequency couplings

around the system resonance are represented in the model.



Chapter 3

HARMONIC STATE-SPACE MODELLING FOR POWER

ELECTRONIC CIRCUITS

3.1 BACKGROUND

The Harmonic State-Space (HSS) was first introduced in [Wereley 1991]. The primary objective

of Wereley’s research was to develop a modelling framework to accommodate linear time-periodic

(LTP) systems, and to gain more insight to the design of feedback control for this class of system.

His new modelling framework, the HSS, provides a frequency domain environment that not only

describes the harmonics of signals in the steady-state, but also captures the time evolution of

each individual harmonic during transient conditions. Furthermore, the HSS explicitly models

the frequency coupling nature of LTP systems, and as it is analogous to linear time-invariant

(LTI) systems it benefits from the well established theories for LTI systems, and to a certain

extent some of the existing techniques for analysing LTI systems can be applied.

Wereley’s thesis was highly generalised in terms of classical control theory and was not noticed

by power engineers till the publication of the papers included in [Mollerstedt 2000a]. Moller-

stedt built on Wereley’s work and applied the HSS framework to model a number of electrical

systems, more specifically a small distribution network with light dimmers, a diode converter

based locomotive, and a power converter with reactive power control. This was the first time

the HSS was applied in the context of power electronics.

Following Mollerstedt’s work, Love generalised the procedures and developed a systematic ap-

proach to modelling power electronic circuits using the HSS framework [Love 2007]. Love’s

HSS models include the Buck-Boost converter, the Graetz Bridge, and the capacitor commu-

tated converter. A noteworthy contribution is the mathematics developed for implementing the

effects of switching instant variation (SIV) in HSS models of power electronic circuits. More

recently, Orillaza built an HSS model of a three-phase thyristor-controlled reactor (TCR) with a

voltage controller [Orillaza 2012], and illustrated that the interaction between the fundamental

frequency and the characteristic harmonic frequency that is closest to the natural frequency of

the system needs to be modelled carefully to show the system resonance.
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The objective of this chapter is to present the pivotal mathematics required to formulate the basic

HSS framework, and extend it to accommodate the modelling of three-phase power electronic

circuits. Firstly, a brief introduction to LTP systems is presented, followed by the theories of

frequency separation and harmonic balance leading up to the formulation of the HSS. The second

part of this chapter focuses on the extension of the HSS framework in order to model power

electronic circuits efficiently and accurately, this includes system reduction and the modelling of

switching instant variation in the linear environment.

3.2 LINEARISATION AROUND AN OPERATING POINT

Power electronic circuits often exhibit nonlinearity in addition to their time-variant nature. The

switching instants of a power electronic circuit, specifically the switch-on instants and the switch-

off instants, may vary due to disturbances in its electrical or control inputs. Regardless whether

fully controlled switches or semi-controlled switches are used, a power electronic circuit is only

linear time-periodic if its switching instants are fixed. In small-signal modelling, a nonlinear

power electronic circuit can be linearised around an operating point, that is the relationships

between small-signal waveforms around the power electronic circuit are linear with any small

deviation from this operating point. An operating point defines the switching instants of a

power electronic circuit, and it must remain unchanged or change very little when subjected to

distortion for the linearisation to be accurate.

In [Hume 2002], an iterative frequency domain model of the HVdc converter was used to in-

vestigate its nonlinear behaviour associated with waveform distortion. It was found that the

converter is nonlinear as its operating point varies with waveform distortion, but the variation

in its operating point is small. This shows that the HVdc converter can be linearised around an

operating point, which is referred to as the base case operating point for the rest of this thesis.

The base case operating point approximates the true converter operating point with small-signal

waveform distortion.

The operating point of the HVdc converter is defined by the following base case quantities:

the fundamental ac voltage, the dc side current, the converter commutation reactance, and the

thyristor firing angle1. If the three-phase base case fundamental ac voltage is defined as

vφ,1 = V1 cos (ω0t− φ) (3.1)

where V1 is the peak ac side voltage magnitude, ω0 is the fundamental frequency, and φ is 0, 2π
3 ,

and 4π
3 radians for phase a, b, and c respectively, then the commutation period, µ0 is calculated

1The thyristor firing angle is measured from the zero crossings of the ac side line-to-line voltage waveforms to
the switch-on instants.
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as

µ0 = cos−1
(

cosα0 −
2XcomIdc√

3V1

)

− α0 (3.2)

Thus the base case thyristor switch-off instant is given by,

β0 = α0 + µ0 (3.3)

These switching instants fully defines the base case operating point of an HVdc converter.

3.3 LINEAR TIME-PERIODIC SYSTEM

Large rotating machines are used in power systems to generate electric power. This means

that the voltage waveforms generated from these machines are sinusoidal in steady-state, and

hence the switching pattern of power electronic converters derived from these waveforms are

periodic. Thus a typical power system with connected power electronic circuits fall under the

class of linear time periodic (LTP) systems in small-signal modelling. The LTP system class

traces its origin back to the French mathematician Floquet and the American physicist Hill with

their publications in [Floquet 1883] and [Hill 1886] respectively. Traditionally LTP systems have

been associated with the study of astronomical phenomena, and since then, the study of LTP

systems has extended to more modern applications such as the rotation of helicopter blades

[Wereley 1991], and power electronic circuits [Mollerstedt 2000a]. The LTP system class in the

time domain is formally described in definition 1.

Definition 1 (Linear Time Periodic). Any linear time periodic system can be represented by a

set of first order linear state-space equations. The first equation is known as the state dynamic

equation,

ẋ(t) = A(t)x(t) +B(t)u(t) (3.4)

and the second equation is known as the measurement equation,

y(t) = C(t)x(t) +D(t)u(t) (3.5)

where the state matrix, A(t), the control matrix, B(t), the measurement matrix, C(t), and the

feed-forward matrix, D(t) are time periodic matrices, i.e. A(t + T ) = A(t) and similarly for

B(t), C(t), and D(t).

The frequency domain has been commonly used for studying linear time-invariant (LTI) systems

because of its frequency separation property. In the steady-state, a complex exponential input

signal at any given frequency can be mapped to a complex exponential output signal of the same

frequency through the LTI system transfer function, but possibly with a different magnitude and

phase angle.
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On the contrary, applying a complex exponential input signal at a given frequency to an LTP

system does not result in a complex exponential output signal of the same frequency, but instead

a sum of complex exponential signals. Suppose the LTP system has a pumping frequency of ωp,

then the steady-state response resulting from a complex exponential input signal, u(t) = est,

can be written in general as

y(t) = Aest +Be(s+jωp)t +Be(s−jωp)t (3.6)

Thus, to allow the frequency separation property to be applicable to LTP systems, a different

basis signal must be used.

3.4 EXPONENTIALLY MODULATED PERIODIC SIGNAL

The Exponentially Modulated Periodic (EMP) signal class was first introduced by Hill over a

hundred years ago, it represents all realisable signals in an LTP system under both steady and

transient conditions [Hill 1878]. The EMP signal class is formally described in definition 2, and

serves as the basis signal class for the rest of this thesis.

Definition 2 (Exponentially Modulated Periodic Signal). An Exponentially Modulated Periodic

(EMP) signal is the product of a complex Fourier series and a complex exponential written as

u(t) = est
∞
∑

n=−∞

une
jnω0t (3.7)

where ω0 is the fundamental frequency of the periodic signal, and s is a complex number.

The first component of an EMP signal, est, modulates each harmonic represented in the complex

Fourier series, allowing the harmonics to vary with time, and hence describing the dynamics of

harmonics under transient conditions. With est tending towards zero over time, the harmonics

tend towards steady-state, thus in steady-state an EMP signal becomes an exponential Fourier

series.

3.5 FREQUENCY SEPARATION

With the EMP signal class serving as the basis for all realisable signals, the frequency separation

property of an LTI system is applicable to an LTP system. Suppose the input signal to an LTP

system is written as

u(t) = up(t)e
st (3.8)
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where up(t) is a time-periodic signal. The LTP system transfer function H(s) must map the

input signal to an output signal in the form given in (3.9),

y(t) = H(s)up(t)e
st (3.9)

and therefore,

y(t− T ) = H(s)u(t− T )

= H(s)up(t− T )es(t−T )

= H(s)up(t)e
ste−sT

= y(t)e−sT (3.10)

But the desired output signal from the LTP system can be written in the form,

y(t) = yp(t)e
st (3.11)

where yp(t) is a time-periodic signal. Thus, rearranging (3.11) to make yp(t) the subject, and

substituting both t = t− T and (3.10) into the equation, this yields

yp(t− T ) = y(t− T )e−s(t−T )

= y(t)e−sT e−stesT

= y(t)e−st

= yp(t) (3.12)

This confirms that yp(t) is a time-periodic function which can be replaced with a complex Fourier

series, such that the output signal is written as

y(t) = est
∞
∑

n=−∞

yne
jnω0t (3.13)

Hence the LTP system transfer function maps an input EMP signal to an output EMP signal,

but more importantly LTP systems exhibit frequency coupling, that is any input frequency is

coupled to a set of output frequencies separated by n times the fundamental frequency of the

LTP system. Thus a correct model of an LTP system must be able to accurately capture the

coupling between frequencies.
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3.6 HARMONIC BALANCE

Since its original introduction in [Hill 1886], the method of harmonic balance has been used in a

large number of studies for finding the steady-state solution to nonlinear systems, for example in

[Nakhla 1976] and [Arrillaga et al. 1995]. The harmonic balance terminology essentially refers to

the linear independence of each harmonic of the steady-state solution to an LTP system, i.e. each

element is not a linear combination of the other elements. The harmonic balance method involves

a Fourier series expansion of the input signal into a set of complex exponentials at harmonic

frequencies, and more importantly the set of complex exponentials form an orthonormal basis

over the fundamental period [0, 2π]. The series expansion of the input signal suggests that the

system transfer function should also be expanded to the same set of complex exponentials.

Given that both of the series expansions of the input signal and the system transfer function

form an orthonormal basis, the resulting output must also be an orthonormal set of complex

exponentials. The mapping from a harmonic of the input signal through a particular harmonic of

the transfer function is unique to a single harmonic of the output signal, therefore every element

of the output vector is linearly independent of each other.

Consider a system described by a set of state-space equations introduced in definition 1, and its

A(t), B(t), C(t), and D(t) matrices are time-periodic. If the input signal, u(t), is in the form of

an EMP signal such that,

u(t) =

∞
∑

m=−∞

ume(jmω0+s)t (3.14)

then from the principal of frequency separation, its steady-state solution must also be in the

form of an EMP signal at the same set of harmonic frequencies, and hence its gradient takes the

form of (3.16).

x(t) =

∞
∑

m=−∞

xme(jmω0+s)t (3.15)

ẋ(t) =
∞
∑

m=−∞

(jmω0 + s)xme(jmω0+s)t (3.16)

Following the harmonic balance method, the time-periodic A(t), B(t), C(t), and D(t) matrices

are expanded using complex Fourier series, i.e.

A(t) =

∞
∑

n=−∞

Ane
jnω0t (3.17)

and similarly for B(t), C(t), and D(t). Substituting the complex Fourier series above into the

state dynamic equation in (3.4), and let m denote the set of harmonic frequencies of the state
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variable to allow frequency cross-coupling, a new state dynamic equation can be written as

∞
∑

n=−∞

(jnω0 + s)xne
(jnω0+s)t =

∞
∑

n=−∞

Ane
jnω0t

∞
∑

m=−∞

xme(jmω0+s)t

+

∞
∑

n=−∞

Bne
jnω0t

∞
∑

m=−∞

ume(jmω0+s)t

=

∞
∑

n,m=−∞

Anxmej(n+m)ω0test +

∞
∑

n,m=−∞

Bnumej(n+m)ω0test

=

∞
∑

n,m=−∞

An−mxmejnω0test +

∞
∑

n,m=−∞

Bn−mumejnω0test (3.18)

The principle of harmonic balance states that every harmonic of the steady-state solution to

a system is linearly independent, therefore every harmonic of the gradient of the steady-state

solution must also be linearly independent. Noting cancellation, (3.18) can be rewritten for each

harmonic of the gradient of the steady-state solution as

(jnω0 + s)xne
(jnω0+s)t =

∞
∑

m=−∞

An−mxmejnω0test +

∞
∑

m=−∞

Bn−mumejnω0test

∴ sxn =
∞
∑

m=−∞

An−mxm +
∞
∑

m=−∞

Bn−mum − jnω0xn (3.19)

Similarly, the measurement equation in (3.5) is rewritten as

yne
(jnω0+s)t =

∞
∑

m=−∞

Cn−mxmejnω0test +

∞
∑

m=−∞

Dn−mumejnω0test

∴ yn =

∞
∑

m=−∞

Cn−mxm +

∞
∑

m=−∞

Dn−mum (3.20)

Equations in (3.19) and (3.20) form a new set of state-space equations and fully describe the

dynamics of an LTP system in time domain. In order to take advantage of standard LTI

techniques to analyse an LTP system, the LTP system must be converted to an equivalent LTI

system.

3.7 HARMONIC STATE-SPACE

The time-periodic nature of an LTP system means that in the frequency domain it can be

described by a set of steady-state harmonics, and becomes a time-invariant system (i.e. no longer

a function of time). The process of multiplying each single harmonic of the state variable x(t) or

the control input u(t) by the complex Fourier series of A(t), B(t), C(t), or D(t) is cumbersome.
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The same process can be implemented by a single matrix multiplication, given that A(t), B(t),

C(t), or D(t) are constructed in the form of a Toeplitz matrix filled with appropriate Fourier

coefficients while x(t) and u(t) are decomposed into column vectors with their respective Fourier

coefficients. The formal definition of a Toeplitz matrix is given in definition 3.

Definition 3 (Toeplitz Matrix). Given a sequence {an}∞n=−∞, the Toeplitz transform operation

on the sequence maps the elements of the sequence to a doubly infinite Toeplitz matrix of the

form,

T {an} =





















. . .
...

...
...

· · · a+0 a−1 a−2 · · ·
· · · a+1 a+0 a−1 · · ·
· · · a+2 a+1 a+0 · · ·

...
...

...
. . .





















(3.21)

As previously mentioned, any LTP system exhibits a frequency coupling property. The use of

Toeplitz matrices allows the input frequency to be stepped up or stepped down to the set of

appropriate output frequencies, fully representing the frequency coupling nature of LTP systems.

This type of matrix that provides coupling of frequencies around the power electronic circuit

model is referred to as frequency transfer matrix (FTM).

Representing the set of first-order differential equations for each state variable harmonic as

Toeplitz matrices means that the −jnω0 component of (3.19) also has to be expanded into an

appropriate matrix form, and it is achieved by using a diagonal matrix defined in definition 4.

This leads to the formal description of the harmonic state-space (HSS) framework defined in

definition 5.

Definition 4 (Diagonal Matrix). The diagonal matrix transform converts a sequence, {an}∞n=−∞
into a diagonal matrix of the form,

D{an} =





















. . .

a−1

a+0

a+1

. . .





















(3.22)
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Definition 5 (Harmonic State-Space). Given an LTP system written in the form described in

definition 1. Posing its state variable, input control signal, and output signal as EMP signals,

through the method of harmonic balance the LTP system can be rewritten as

sX = (A−N )X + BU (3.23)

Y = CX +DU (3.24)

where A, B, C, and D denote the Fourier coefficients of A(t), B(t), C(t), and D(t) constructed

in the form of Toeplitz matrices respectively, and N is the diagonal matrix of the sequence

{jnω0}∞n=−∞ such that,

N =





















. . .

−jω0

0

+jω0

. . .





















(3.25)

The state variable, x(t), system input signal, u(t), and the system output signal, y(t) are in

the form of infinite dimensioned vectors of the Fourier coefficients of the steady-state harmonics

from their respective complex Fourier series expansion such that,

X =





















...

X−1

X+0

X+1

...





















U =





















...

U−1

U+0

U+1

...





















Y =





















...

Y−1

Y+0

Y+1

...





















(3.26)

The equation in (3.23) describes the transient evolution of each harmonic of the state variable,

and it is equivalent to the first-order differential equation describing an LTI system. The s

operator is a complex phasor varying with time; during transient conditions it describes the

variation of each harmonic frequency with respect to time, and it vanishes as the harmonics

reach steady-state, i.e. no further variation in the harmonics. Note, sX does not represent the

gradient of the state variable’s time domain waveform, it strictly represents the variation of the

harmonics over time.

A harmonic vector used to represent a signal in the HSS is filled with complex Fourier coefficients,

and it comprises of both positive and negative frequency components, but they must be complex

conjugate pairs for the signal to be real. Strictly speaking, the dc component in the harmonic

vector should be a scalar, but for a uniform representation in this modelling, it is treated as a

complex number with zero imaginary component.
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A constant harmonic vector can be reconstructed as a time-periodic waveform in the time domain

through a multiplication with a modulation vector, Γ(t). The process modulates each complex

number in the harmonic vector by its associated frequency and summed to result in a time

domain equivalent; it can be mathematically described as

x(t) = Γ(t)X (3.27)

where

Γ(t) =
[

· · · e−j2ω0t e−jω0t 1 e+jω0t e+j2ω0t · · ·
]

In the case of a time-varying harmonic vector, a time domain representation can still be recon-

structed as long as the modulation is done at each time step.

3.7.1 Series RL Circuit

Figure 3.1: A series RL circuit.

A series RL circuit as shown in Fig. 3.1 can be described a first-order differential equation, and

choosing the inductor current as the state variable as well as the output, the differential equation

can be rewritten in the state-space format as

[

˙i(t)
]

=
[

−R
L

] [

i(t)
]

+
[

1
L

−1
L

]

[

v1(t)

v2(t)

]

[

i(t)
]

=
[

1
] [

i(t)
]

+
[

0 0
]

[

v1(t)

v2(t)

]

(3.28)

Applying the HSS formulation described in Sec. 3.7, the state-space matrices in (3.28) can be

converted into constant matrices without any frequency cross-coupling such as

A−N =





















. . .
−R
L

−R
L

−R
L

. . .





















−





















. . .

−jω0

0

+jω0

. . .





















(3.29)
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B =





















. . .
. . .

1
L

−1
L

1
L

−1
L

1
L

−1
L

. . .
. . .





















(3.30)

C =





















. . .

1

1

1
. . .





















(3.31)

D =





















. . .
. . .

0 0

0 0

0 0
. . .

. . .





















(3.32)

3.8 FREQUENCY TRANSFER MATRIX

Performing a mathematical operation on a system signal in the HSS framework is achieved by

multiplying its associated vector of frequency components to an appropriate frequency transfer

matrix (FTM). Depending on the type of operation, an FTM is either in the form of a Toeplitz

matrix or in the form of a diagonal matrix. More specifically, if the operation results in an

output vector of harmonics, and each element of the output vector is solely coupled to an input

harmonic of the same frequency, that is the operation does not exhibit frequency cross-coupling

between the input and output signals, then the FTM associated with this particular operation

is in the form of a diagonal matrix, otherwise the FTM is in the form of a Toeplitz matrix.

The mathematical operations that do not exhibit frequency cross-coupling include differentiation,

integration, and time shifting while the mathematical operation that does exhibit frequency

cross-coupling is typically a multiplication between two time-periodic waveforms. The FTMs

associated with the aforementioned mathematical operations are described as follows:

Differentiation FTM

Given a steady-state time-periodic signal x(t) with a fundamental frequency of ω0. The process

of differentiating this signal can be described in the time domain as

y(t) =
dx(t)

dt
(3.33)
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or in the frequency domain for each harmonic as

Yn = jnω0Xn (3.34)

where n ∈ [−∞,∞], and hence the FTM associated with this operation is written in the form,

ΛD =





















. . .

−jω0

0

+jω0

. . .





















(3.35)

Integration FTM

Given a steady-state time-periodic signal x(t) with a fundamental frequency of ω0. The process

of integrating this signal can be described in the time domain as

y(t) =

∫

x(t)dt (3.36)

or in the frequency domain for each harmonic as

Yn =
1

jnω0
Xn (3.37)

where n ∈ [−∞,∞], and hence the FTM associated with this operation is written in the form,

Λ∫ =





















. . .

1
−jω0

0
1

+jω0

. . .





















(3.38)

and the integration of the dc frequency component has to be treated separately.

Phase Shifting FTM

Given a steady-state time-periodic signal x(t) with a fundamental frequency of ω0. Phase shifting

this signal by θ radians in the time domain is equivalent to shifting every nth harmonic by nθ

in the frequency domain and this can be described as

Yn = ejnθXn (3.39)



3.9 HARMONIC TRANSFER FUNCTION 27

where n ∈ [−∞,∞], and hence the FTM associated with this operation is written in the form,

ΛΦ(θ) =





















. . .

e−jθ

0

e+jθ

. . .





















(3.40)

Multiplication FTM

The product of two time-periodic signal h(t) and u(t) is equivalent to the element-wise convolu-

tion of their associated Fourier coefficients structured as infinite dimensioned vectors H and U .

This operation can be implemented as an FTM multiplication, and the process is described as

y(t) = h(t)u(t)
∞
∑

n=−∞

Yne
jnω0t =

∞
∑

n=−∞

Hne
jnω0t

∞
∑

m=−∞

Umejmω0t

=

∞
∑

n−m=−∞

Hn−m

∞
∑

m=−∞

Umejmω0t (3.41)

which can be rewritten as a matrix multiplication where H is posed in the form of a Toeplitz

matrix,

T {H} =





















. . .
...

...
...

· · · H+0 H−1 H−2 · · ·
· · · H+1 H+0 H−1 · · ·
· · · H+2 H+1 H+0 · · ·

...
...

...
. . .





















(3.42)

This operation is often used in the sampling of a system signal with a switching function. In

the context of an HSS model, the constant Fourier coefficients of a switching function populates

the diagonals of an FTM, and the resulting FTM is posed as the D matrix of a subsystem with

its A, B, and C matrices fixed at zero.

3.9 HARMONIC TRANSFER FUNCTION

The HSS framework is analogous to the LTI state-space framework, thus its set of first-order

differential equations can be used in the same way to derive a linear system transfer function,
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H(s), that describes the relationship between the input signals and the output signals, i.e.

Y = H(s)U (3.43)

This linear system transfer function is known as the harmonic transfer function (HTF), and it

is given in definition 6.

Definition 6 (Harmonic Transfer Function). The harmonic transfer function is a doubly infinite

matrix, and it describes the linear mapping from the harmonics of the input signals to the

harmonics of the output signals. The HTF can be derived from the set of first-order differential

equations describing an HSS system such that,

H(s) = C [sI − (A−N )]−1 B +D (3.44)

where I is an infinite dimensioned identity matrix. Hence the harmonic transfer function is in

the form,

H(s) =





















. . .
...

...
...

· · · H+0(s) H−1(s) H−2(s) · · ·
· · · H+1(s) H+0(s) H−1(s) · · ·
· · · H+2(s) H+1(s) H+0(s) · · ·

...
...

...
. . .





















(3.45)

where the subscripts of H(s) represents the step in harmonic order required to establish the

cross-coupling between the harmonics of the input signal and the harmonics of the output signal.

The derivation of the HTF requires the doubly infinite matrix, H(s), to be invertible. That is

each linearly independent first-order differential equation of the system must be unique, this is

discussed more in detail in the next chapter. This concludes the preliminary discussion of the

HSS, the remaining of this chapter focuses on the application of the HSS to the modelling of

power electronic circuits.

3.10 REFERENCE FRAMES

From the previous sections, it is clear that an LTP system exhibits cross-coupling between

harmonics of the input signal and the harmonics of the output signal through its specific HTF.

In reality, the harmonic coupling is really frequency coupling. That is, any frequency contained

in the input signal is coupled in the same way as harmonic frequencies to a set of frequencies in

the output signal.
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Due to the fact that any frequency experiences the same frequency modulation through the

HTF, and that an EMP signal is the sum of an infinite number of harmonics each modulated

with a complex exponential that is varying over time, any frequency can be posed as a frequency

modulated version of a harmonic. This implies that the HSS framework features the ability

to observe the same frequency from an infinite number of reference frames and still correctly

represent the frequency coupling nature of LTP systems.

For example, an interharmonic with a frequency that is k times the fundamental frequency can

be observed from the reference frame of the nth harmonic if the reference harmonic is modulated

by a complex exponential at (k − n) frequency such that,

xk(t) = Xke
stej(k−n)ω0tejnω0t (3.46)

Therefore any interharmonic or frequency in the HSS framework can be fully modelled under

both steady-state and transient conditions as a harmonic frequency from the Fourier series

expansion modulated by a complex exponential at an appropriate frequency.

3.11 SYSTEM REDUCTION

Previous sections in this chapter have assumed an untruncated expansion of periodic signals

using complex Fourier series, thus the associated vectors and matrices have infinite dimensions.

However, this is not possible to implement in practice; all vectors and matrices must have a finite

dimension in a digital model. Furthermore, each harmonic frequency of a state variable is posed

as an additional state variable, hence the size of the state-space model is directly proportional

to the number of harmonic frequencies represented. Therefore, to have an efficient HSS model,

the minimum set of harmonic frequencies required to fully represent a power electronic circuit

while still providing an acceptable accuracy must be determined.

There are two steps for system reduction for an HSS model of a power electronic circuit; the first

is a truncation of all harmonic frequencies above a predetermined harmonic order, such that a

periodic signal x(t) is represented by a finite dimensioned vector of its Fourier coefficients with a

length of 2h+1, where h is the highest order of harmonic. The second step is to further reduce

the system size by only keeping the harmonics required to fully represent the frequency cross-

coupling characteristic of the power electronic circuit. Given that most time-periodic signals

exhibit the property of high frequency roll-off and power electronic circuits are often set up with

filters to reduce high frequencies, any time-periodic signals can be approximated by a Fourier

series truncated to a relatively high harmonic order.

The harmonic truncation introduces errors in the waveforms, which is particularly significant

at discontinuities of piecewise functions; this error is known as the Gibbs phenomenon. It is



30 CHAPTER 3 HARMONIC STATE-SPACE MODELLING FOR POWER ELECTRONIC CIRCUITS

important to note that the absence of higher harmonic orders due to truncation does not only

affect the high frequency transfers but also low frequency transfers due to matrix inversion. This

was discussed extensively in [Love 2007] and is not repeated here.

The truncated set of harmonics can be further refined to keep the minimum set of harmonic

frequencies required to fully represent a power electronic circuit, more specifically, the minimum

set of harmonics must fully represent the frequency modulating nature of power electronic cir-

cuits. In general, a p-pulse converter modulates the fundamental frequency to generate pn ± 1

harmonics on the ac side known as the characteristic harmonics, and they are coupled to pn

harmonics on the dc side. Thus, it is sufficient to fully capture the frequency modulation of

a power electronic circuit with its characteristic harmonics or with any set of harmonics that

are p harmonics apart on both sides of the converter. For example, an HSS model of a 6-pulse

converter requires [1, 5, 7, 11, 13, ...] harmonics and [0, 6, 12, 18, 24, ...] harmonics to be modelled

on the ac side and the dc side respectively.

3.12 SWITCHING INSTANT VARIATION

Traditionally, thyristors have been commonly used in power electronic applications due to their

high current ratings. A thyristor is a semi-controlled switch, i.e. its switch-on instant is deter-

mined by a control algorithm, but its switch-off instant cannot be predefined; it continues to

conduct until its current stops flowing. Insulated-gate bipolar transistors (IGBTs) have become

increasingly popular in modern power electronic applications due to their ability to define their

switch-off instant through control, thus an IGBT is a fully controlled switch. Regardless the type

of switch used in the power electronic circuit, variation in their switching instants is a common

phenomenon and must be modelled correctly. As this thesis is focused on a conventional HVdc

configuration, only thyristors are considered for the rest of the thesis.

Switching instant variation (SIV) was first described in [Wood 1993] as the commutation period

variability of an HVdc converter. Wood discussed the effect of current distortion on the dc

side, voltage distortion on the ac side, and firing angle variation on the commutation period

of the converter. He concluded that the related effects were nonlinear in frequency domain,

but linearisable in small-signal analysis. Hume then investigated the contribution of SIV to

the nonlinearity of the HVdc converter [Hume 2002]. He examined the convergence of the end

of commutation period using Newton’s method with a single iteration and confirmed that the

switching instants of the converter can be solved accurately using direct linearised analytic

equations. Later, Love identified two types of SIV, the autonomous switching instant variation

and the controlled switching instant variation [Love 2007], and more recently, Orillaza et al.

published the first set of HSS models of power electronic circuits (a three-phase TCR and an

HVdc converter) incorporating the effects from both types of SIV [Orillaza et al. 2010]. SIV is a
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result of variations in the base case quantities, and its effects are nonlinear in frequency domain.

Therefore to incorporate the phenomenon into the linear context of HSS, the relationships must

be linearised around the base case operating point.

Autonomous SIV is the product of a variation in a system electrical input. For example, in a

linearised small-signal model, the current through the thyristor beyond the base case switch-

off instant is expected to be zero. Any residual current beyond this point is evidence of an

incorrect model; the thyristor current must be set to zero at the base case switch-off instant.

Similarly, controlled SIV occurs in the presence of disturbance in the control signal at the base

case switch-on instant of the thyristor. To implement a model of SIV in the HSS framework,

amplitude modulated impulse trains (AMITs) are used to reset or modify signal waveforms, and

because the impulses are introduced at the base case switching instants, this method is linear

time-periodic. The exact procedure is discussed in the following chapters in the context of an

HVdc converter.

3.13 SYMMETRICAL COMPONENTS

The method of symmetrical components was first introduced in [Fortescue 1918], and it was

developed during an investigation to the operation of an induction motor under unbalanced

conditions. Since then, the method of symmetrical components has been extensively used in

fault analysis. Any unbalanced three-phase system can be expressed as the sum of a set of

three balanced components, specifically, positive sequence, negative sequence, and zero sequence

as defined in definition 7.

Definition 7 (Symmetrical Components). Consider a set of three-phase signals, xa, xb, and xc

written as a vector,

xabc =









xa

xb

xc









(3.47)

There exists a linear transformation which maps the three-phase signals to a set of three balanced

components, the relationship is written as









xp

xn

xz









=









1 α α2

1 α2 α

1 1 1
















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xc









(3.48)

where α is ej
2π
3 , and α2 is ej

4π
3 . The subscript p denotes for positive sequence components, a sum

of three phasors equal in magnitude but 2π
3 apart with a phase sequence abc as illustrated in Fig.

3.2a. The subscript n denotes for negative sequence components, a sum of three phasors equal

in magnitude but 2π
3 apart with a phase sequence acb as illustrated in Fig. 3.2b. The subscript



32 CHAPTER 3 HARMONIC STATE-SPACE MODELLING FOR POWER ELECTRONIC CIRCUITS

z denotes for zero sequence, a sum of three phasors equal in both magnitude and phase angle as

illustrated in Fig. 3.2c.

(a) (b) (c)

Figure 3.2: Symmetrical components of three-phase phasors: (a) Positive sequence components.
(b) Negative sequence components. (c) Zero sequence components.

The same transformation can be applied to each individual harmonic of the three-phase signals.

It is shown in [Acha and Madrigal 2001] that the harmonics of orders, 3n+1, where n is a positive

integer, exhibit identical characteristic to a positive sequence fundamental frequency. Similarly,

the harmonics of orders, 3n − 1 and 3n, behave the same as a negative sequence fundamental

frequency and a zero sequence fundamental frequency respectively. However, it is important to

note that the switching of a 6-pulse converter does not generate even harmonics on the ac side.

Assuming that each harmonic in the truncated list of the ac side characteristic harmonics men-

tioned in Sec. 3.11 is represented by the sum of two identical complex exponentials (phasors) ro-

tating in the opposite direction on the complex plane, these phasors can be regrouped as symmet-

rical components. The positive sequence components contain phasors at [...,−11,−5, 1, 7, 13, ...]
harmonics, and the negative sequence components contain phasors at [...,−13,−7,−1, 5, 11, ...]
harmonics. Although phasors at [...,−11,−5] harmonics technically belong to negative sequence

components, but since they are of negative frequency, they behave as positive sequence com-

ponents; similarly for phasors at [...,−13,−7] harmonics behaving as negative sequence compo-

nents. Note that for an HVdc system, there is no neutral connection, hence there is no path for

zero sequence currents to flow, and thus zero sequence components of such system do not need

to be implemented in the model.

For example, a typical transfer on the ac side described using the three-phase representation is

written in the form








a

b

c









=









a← a a← b a← c

b← a b← b b← c

c← a c← b c← c
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
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c


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(3.49)
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whereas the same transfer written in symmetrical components is in the form

[

p

n

]

=

[

p← p p← n

n← p n← n

][

p

n

]

(3.50)

This allows a systematic way to further reduce the size of a three-phase system model. Under the

three-phase representation, the same set of harmonic orders on the ac side has to be modelled

three times for the three separate phases, but using symmetrical components, the same set

of harmonic orders only has to be modelled once to fully represent an equivalent three-phase

system. Furthermore, the modulation through the HTF is similar for each harmonic in the

same symmetrical component, for example, all positive sequence components modulate in the

same way to couple with the dc side harmonics, and likewise all negative sequence components

modulate in the same way to couple onto the harmonics that exist on the dc side.

3.14 CONCLUSIONS

In this chapter, the formulation of the HSS framework has been described through the use of

frequency separation and harmonic balance techniques. The HSS is an ideal framework for the

modelling of LTP systems which is also applicable for a power electronic converter model that

is linearised around an operating point.

The HSS has the ability to track harmonics of an LTP system in the steady-state and under

transient conditions with its EMP basis signal. By posing the LTP system as an LTI equivalent

using s-domain state-space equations, the dynamic behaviour of the system can be analysed

through techniques such as pole-zero maps and root-locus. Furthermore, each harmonic of the

state variable is explicitly represented as an additional state variable, this grants the opportunity

to fully capture the frequency cross-coupling nature of power electronic circuits across a wide

range of frequencies as opposed to a dynamic phasor or a generalised state-space averaging

model where only the fundamental frequency is modelled. In addition, incorporating a range

of harmonics in the model allows the ability to observe the effect of a system resonance from a

number of reference frames; an example is presented in a succeeding chapter.

The effects of SIV in a linearised model of a power electronic circuit has been described, and a

modelling approach through the use of AMIT is briefly introduced. This is an important step

to the correct representation of the system. System reduction through frequency truncation and

only including the characteristic harmonics of the power electronic circuit ensures an efficient

digital model. In the next chapter, a linearised small-signal model of an uncontrolled HVdc

converter is developed using the HSS formulation.





Chapter 4

HARMONIC STATE-SPACE MODEL OF AN UNCONTROLLED

HVDC CONVERTER

4.1 INTRODUCTION

The HVdc converter is known to be a nonlinear and time-variant circuit because its associated

thyristor switching instants (both switch-on and switch-off instants) are subjected to change

upon a signal variation at its electrical or control input. A nonlinear and time-variant power

electronic circuit can be linearised and posed as a time-invariant system model in complex fre-

quency domain around a predetermined operating point if the perturbations to the system inputs

are assumed to be relatively small. This leads to the objective of this chapter, to analytically

develop a linearised uncontrolled HVdc converter model.

Linearisation in the frequency domain through small-signal modelling has been adopted by many

researchers to produce a linearised model of the HVdc converter but most of them are limited to

the steady-state. Persson was perhaps the first to publish a linearised s-domain HVdc converter

model which incorporates firing angle variation due to the dc side current control, but lacked

a description of the commutation period variation [Persson 1970]. Later, Sakui published a

number of analytical models of an uncontrolled bridge rectifier based on switching functions in

[Sakui et al. 1985], [Sakui et al. 1989], and [Sakui and Fujita 1992]. Similarly, Hu and Yacamini

published a model of the HVdc converter with fixed firing angle and commutation period in [Hu

and Yacamini 1992]. Then in 1995, Wood and Arrillaga published a frequency domain model of

a controlled HVdc converter that incorporated commutation period variation into the converter

switching function [Wood and Arrillaga 1995b]. This was the first model that fully captured the

effects associated with switching instant variation (SIV).

Since then, frequency domain analysis of the converter has been extended to capture its dynamic

behaviour under transient conditions. In 2003, Osauskas and Wood published a controlled HVdc

converter model based on the popular dynamic phasor technique which describes the transient

evolution of the fundamental component [Osauskas and Wood 2003]. More recently, Vyakaranam

published a number of dynamic models of FACTS devices in [Vyakaranam et al. 2010] using
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the extended harmonic domain (EHD) which is equivalent to the harmonic state-space (HSS).

This work was a great contribution in terms of its extensive coverage, but none of the models

presented incorporated control dynamics. In 2007, Love published the first HSS model of the

HVdc converter [Love 2007], but again this model did not incorporate any form of feedback

control. This leads to the work presented in this chapter.

This chapter presents a small-signal HVdc converter model with fixed and equidistant firing

pulses accommodated by the HSS framework that was introduced in Chapter 3. This model

accurately describes the frequency coupling of the converter in the steady-state and also under

transient conditions. The model has to manage some state variables, the current through the

commutation circuits and the dc side current, so that they maintain the correct values in the

presence of switching instant variation. The discussion begins with the derivation of the transfers

required to generate the base case waveforms, more specifically, the ac side current spectrum

and the dc side voltage spectrum resulting from the base case three-phase ac side voltage. The

focus then shifts to the derivation of the small-signal transfers required to generate the variation

in the ac side current spectrum and the dc side voltage spectrum resulting from perturbations

to the electrical inputs of the converter. The small-signal analysis assumes piecewise linearity,

therefore summing up all the effects from the transfers describes the overall converter operation.

Figure 4.1: Circuit diagram of the HVdc converter model.

The circuit of interest to this study is a heavily simplified version of the widely used Cigre

Benchmark Model for HVDC Controls. In this HSS HVdc converter model, the usual 12-pulse

converter bridge is reduced down to a 6-pulse converter bridge, and limited to the rectifier side

of the HVdc link. The nonlinearity of the converter transformer such as core saturation and

hysteresis is not included in this model, the converter transformer is simply modelled as its

leakage reactance referred to its secondary side, and together with the resistance of the thyristor

during its conduction state referred to the ac side of the converter, they form the commutation

circuit in this model. The dc side of the converter circuit is modelled as a series impedance

consisting of a current smoothing reactor and a resistor which draws the rated current of the
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converter. The converter model circuit diagram is shown in Fig. 4.1 while its base case quantities

and values of the its components are summarised in Table 4.1.

Table 4.1: Uncontrolled 6-Pulse HVdc Converter Model Specifications

Parameter Value Unit

Base Case AC Side Line-to-Line Voltage (vll) 213.4557 kV
Fundamental Frequency (f0) 50 Hz
Base Case DC Side Voltage (vdc) 250 kV
Base Case DC Side Current (idc) 2 kA
Base Case Firing Angle (α0) 15 deg
Base Case Commutation Period (µ0) 22 deg
Commutation Circuit Resistance (Rcom) 1 mΩ
Commutation Circuit Inductance (Lcom) 432 mH
DC Side Resistance (Rdc) 125 Ω
DC Side Inductance (Ldc) 1 H

4.2 BASE CASE WAVEFORMS

This section details the formulation of the transfer functions required to generate the base case

spectra for the ac side current and the dc side voltage. The HSS model of the HVdc converter

is linearised around a base case operating point and represented as a time-invariant system in

the frequency domain. The ac side current, iac and the dc side voltage, vdc are generated using

transfer functions with fixed frequency spectra. That is, the switching instants of the model are

fixed at the base case switch-on instants and the base case switch-off instants which are defined

by the base case firing angle, α0 and the base case commutation period, µ0.

4.2.1 Base Case AC Side Current Spectrum

Each phase of the base case ac current waveform is a piecewise function of time; it is the sum of

three periodic subfunctions each describing a distinct portion of the ac current waveform during

a certain interval of time. These time intervals are referred as the direct conduction period,

the commutation period, and the non-conduction period. The converter circuit configuration is

different for each of these periods based on the switching of its thyristors. Figure 4.2 shows an

example of a typical set of converter circuit configurations during these periods.

During the direct conduction period, the current flows from one of the three phases on the ac side

through a thyristor to the dc side, and returns to a different phase through another thyristor.

Given that the current flows in a direct path, the ac side current must equal the dc side current

during the direct conduction period. During the non-conduction period, the associated phase
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(a) (b)

Figure 4.2: Typical HVdc converter circuit configurations: (a) During the direct conduction
period and the non-conduction period. (b) During the commutation period.

on the ac side is disconnected from the dc side terminal as its thyristor is fully switched off. A

typical converter circuit configuration during these two intervals of time is shown in Fig. 4.2a.

During the commutation period, two phases on the ac side are joined together at the dc side

terminal, each carrying a varying portion of the dc side current i.e. the currents in these two

phases are varying with time, but they should always sum to the dc side current. This is due to

the leakage reactance of the converter transformer (also referred as the commutation reactance)

on the ac side limiting the rate of change of ac side current, and thus requiring a finite time (the

commutation period) for a phase to be disconnected from the dc side circuit. The current in

the phase that is commutating to a non-conduction state is approaching zero while the current

in the phase that is commutating to a direct conduction state is approaching the dc current. A

typical converter circuit configuration during the commutation period is shown in Fig. 4.2b.

With no variation to the base case quantities i.e. steady fundamental ac side voltage, dc side

current, and the thyristor firing angle, the voltage across the commutation reactance is the

only variable that has a contribution towards the rate of change of ac side current during the

commutation period. The commutation process is governed a first-order ordinary differential

equation (ODE) written as

diacφ(t)

dt
=
−R
L

iacφ(t) +
1

L
vcomφ

(t) (4.1)

where vcomφ
is the voltage drop across the commutation reactance (L) in a commutating phase,

inducing a rate of change of the ac current (iacφ) flowing in the same phase. R is the relatively

small forward resistance of the thyristors referred to the ac side commutation circuit.

Equation in (4.1) can be transformed to the state dynamic equation describing the ac side

commutation circuit with its current posed as the state variable. Applying the HSS formulation,

and selecting the state variable as the output, the HSS equations to the commutation circuit is
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written as

sIacφ =

(−R
L
I − N

)

Iacφ +
1

L
IVcomφ

(4.2)

Y = IIacφ +DVcomφ
(4.3)

where in this case, the feed-forward matrix (D) is a zero matrix.

The voltage applied across the commutation circuit in any single phase is strictly confined

within the commutation period, and sampling of the ac side voltage waveforms during the

commutation period is required to generate this voltage spectrum. The describing function

technique (also referred as switching function in this thesis) has been adopted for this purpose.

A switching function describes the switching pattern of the thyristor bridge where values of ±1,
±1

2 , and 0 represents the connection during the direct conduction, the commutation, and the

non-conduction periods respectively. In this case, generating the voltage across the commutation

circuit requires sampling the three-phase fundamental ac voltages, vac,1, during the base case

commutation period. This is written as

vcomφ
(t) = Ψvcom←vac

φ←φ (t) · vac,1φ(t)
+Ψvcom←vac

φ←φ+ 2π
3

(t) · vac,1
φ+2π

3

(t)

+Ψvcom←vac
φ←φ+ 4π

3

(t) · vac,1
φ+4π

3

(t) (4.4)

where Ψvcom←vac are the switching functions required to sample the three-phase ac side voltages

during the commutation period.

The commutation process occurs six times during a fundamental interval across the three phases,

with four commutations occurring in each phase. Thus the switching functions required to

generate the voltage across the commutation circuit in any one phase consist of four pulses in

each fundamental cycle with heights of 1
2 to acquire half of the ac side voltages, and hence half of

the ac side line-to-line voltages after summation. The switching functions are written in terms

of the base case thyristor switch-on instant, α0, and the base case commutation period, µ0, as

Ψvcom←vac
φ←φ (t) =

2µ0

π
+

∞
∑

m=−∞

1

mπ
sin

(mµ0

2

) [

e−jm(ω0t+
π
3
+α0+

µ0
2
+φ)

+e−jm(ω0t+
2π
3
+α0+

µ0
2
+φ)

]

(4.5a)

Ψvcom←vac
φ←φ+ 2π

3

(t) =
−µ0

π
−

∞
∑

m=−∞

1

mπ
sin

(mµ0

2

)

e−jm(ω0t+
π
3
+α0+

µ0
2
+φ) (4.5b)

Ψvcom←vac
φ←φ+ 4π

3

(t) =
−µ0

π
−

∞
∑

m=−∞

1

mπ
sin

(mµ0

2

)

e−jm(ω0t+
2π
3
+α0+

µ0
2
+φ) (4.5c)
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where m is all integers excluding zero while φ = 0, 2π
3 , 4π

3 for phase a, b, c respectively, and

µ0 = β0 − α0 which is the duration of the base case commutation period. For illustration, these

switching functions are plotted in Fig. 4.3.

Rewriting the equations in (4.5) in symmetrical components (positive and negative sequences)

yields

Ψvcom←vac
p,n←p,n (t) =

µ0

2π
+

∑

m

1

mπ
sin

(mµ0

2

) [

e−jm(ω0t+
π
3
+α0+

µ0
2 ) + e−jm(ω0t+

2π
3
+α0+

µ0
2 )

−e−jm(ω0t+
π
3
+α0+

µ0
2 )−s

2π
3 − e−jm(ω0t+

2π
3
+α0+

µ0
2 )−s

4π
3

]

(4.6)

where m is [...,−12,−6, 0, 6, 12, ...] for the transfers from and to the same sequence. For trans-

fers from the positive sequence to the negative sequence and the other way around, m is

[...,−14,−8,−2, 4, 10, ...] and [...,−10,−4, 2, 8, 14, ...] respectively. s = +1 for transferring ac

side voltages in positive sequence, and s = −1 for transferring ac side voltages in negative

sequence.

Figure 4.4a is a plot of the voltages across the commutation reactance in each phase, gener-

ated by multiplying the ac side voltage at fundamental frequency with the switching functions,

Ψvcom←vac, and Fig. 4.4b plots the base case waveforms of the three-phase ac currents. The ac

side waveforms are truncated to the 49th harmonic while its associated transfers from the ac side

are truncated to the 98th harmonic.

4.2.2 Base Case DC Side Voltage Spectrum

In this section, the derivation of the switching function required to generate the base case dc

side voltage spectrum from the base case quantities is discussed. The dc side voltage is defined

as the potential difference between the dc side terminals of the converter, and it is coupled to

the ac side voltage through the converter. Thus the dc side voltage waveform is a summation

of the sampled three-phase ac side voltage waveforms. Much like the ac side current waveforms,

the dc side voltage waveform is also a piecewise function of time. In this case, the dc side voltage

waveforms consists of two periodic subfunctions each describing its waveform during a particular

interval of time, more specifically, the direct conduction period and the commutation period.

During the direct conduction period, the dc side terminals are connected to two ac side phases

through the converter. Therefore the dc side voltage is equal to the ac side line-to-line voltage

during this interval. During the commutation period, the two commutating phases on the ac side

are connected together at the dc side terminal, and assuming the commutation reactances on

the ac side are balanced in all three phases, the voltage at this common node is exactly halfway

between the two corresponding line-to-ground voltages of the two commutating phases.
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(a) Switching functions for generating the voltage across the commutation circuit in phase a.
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(c) Switching functions for generating the voltage across the commutation circuit in phase c.

Figure 4.3: Switching functions for transferring the three-phase ac side voltage, vac,1, to the
voltage across the commutation circuit, vcom.
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Figure 4.4: Base case ac side waveforms: (a) The voltage across the commutation circuit in each
phase. (b) The base case ac side current waveforms.

Thus, the overall switching pattern can be described by the sum of two switching functions

where one switching function represents the ac side to dc side thyristor bridge connection during

the direct conduction period while the other switching function represents the ac side to dc

side thyristor bridge connection during the commutation period. Finally, the base case dc side

voltage waveform can be generated by multiplying the base case fundamental ac side voltage by

the overall switching function and summed over the three phases, this can be written as

vdc(t) =
∑

φ

(

Ψvdc←vac
directφ

(t) + Ψvdc←vac
commutationφ

(t)
)

vac,1φ(t) (4.7)

where φ = 0, 2π
3 , 4π

3 for phase a, b, c respectively.

The two switching functions in (4.7) are dependent on the base case switch-on instants and
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the base case switch-off instants. During the direct conduction period, the associated switching

function has rectangular sampling pulses of height 1 for the positive half of the fundamental

cycle, and -1 for the negative half of the fundamental cycle. This switching function can be

written as

Ψvdc←vac
φ,direct (t) =

∞
∑

m=−∞

2

mπ
sin

(mπ

3

)

e−jm(ω0t+α0+φ) (4.8)

where m is all integers excluding zero. During the commutation period, the associated switching

function has rectangular sampling pulses of height 1
2 for the positive half of the fundamental

cycle, and −1
2 for the negative half of the fundamental cycle. This can be written as

Ψvdc←vac
φ,commutation(t) =

∞
∑

m=−∞

2

mπ
sin

(mµ0

2

)

sin
(mπ

3

)

e−jm(ω0t+α0+
µ0
2
+φ)−j π

2 (4.9)

where m is all integers excluding zero, and µ0 = β0 − α0. Rewriting (4.8) and (4.9) using

symmetrical components yields

Ψvdc←vac
d←p,ndirect

(t) =
∑

m

2

mπ
sin

(mπ

3

)

e−jm(ω0t+α0) (4.10)

Ψvdc←vac
d←p,ncommutation

(t) =
∑

m

2

mπ
sin

(mµ0

2

)

sin
(mπ

3

)

e−jm(ω0t+α0+
µ0
2 )−j

π
2 (4.11)

where m = [...,−13,−7,−1, 5, 11, ...] for the transfer from positive sequence ac side voltage to

the dc side voltage, and m = [...,−11,−5, 1, 7, 13, ...] for the transfer from negative sequence

ac side voltage to the dc side voltage. Figure 4.5a is a plot of both switching functions for the

direct conduction period and the commutation period summed together while Fig. 4.5b shows

the base case dc side voltage waveform resulting from the equation in (4.7). The dc side voltage

waveform is truncated to the 48th harmonic while its corresponding switching function from the

ac side voltage is truncated to the 97th harmonic.

4.3 TRANSFERS AROUND THE BASE CASE OPERATING POINT

In a small-signal analysis, small-signal variations are introduced at the system inputs, causing the

operating point to vary about its base case operating point, and induces changes to its associated

waveforms. The variation in the operating point has to be kept small, and more importantly

its trajectory from the base case operating point to the new conditions has to be linear. This

is the key feature of a linearised model, and allows the use of the base case operating point to

approximate the behaviour of the system upon small-signal variations. The effects of the ac side

voltage and the dc side current perturbations are described separately, and the overall converter

model is simply the sum of all the effects resulting from every perturbation at the system inputs.

In this section, the small-signal linearised transfers for an uncontrolled HVdc converter are
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Figure 4.5: Base case dc side waveforms: (a) The switching functions required to sample the
ac side voltage waveforms for the dc side voltage waveform. (b) The base case dc side voltage
waveform.

derived. More specifically, the transfers from a small-signal ac side voltage variation to the

ac side current and the dc side voltage, and the transfers from a small-signal dc side current

variation to the ac side current and the dc side voltage. Due to the small-signal variations

on system inputs, the system experiences switching instant variation (SIV), thus its associated

effects must be implemented in the model for a correct representation of the system. The method

of incorporating SIV in the HSS model is presented in the upcoming sections. Note that the

dc side current is assumed to be an external input to the system during the derivation of the

small-signal transfers, however, it is eventually replaced by the current flowing through the dc

side circuit. The dc side circuit receives the voltage across the dc side terminals of the converter

as an input and generates the dc side current and its derivative as outputs which are coupled
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back to the ac side through their associated small-signal transfers.

4.3.1 Small-Signal AC Side Current Spectrum

In an uncontrolled HVdc converter circuit, the small-signal ac side current, ∆iac, receives con-

tributions from two input variables, the small-signal ac side voltage, ∆vac, and the small-signal

dc side current, ∆idc. Given that the circuit is linearised around a base case operating point,

the contribution from the two independent input variables can be examined independently.

A small variation in the base case ac side voltage produces a small change to the voltage across

the commutation circuit, causing a slight increase or decrease in the rate at which the ac side

current rises to the base case dc side current level or falls to zero level. This changes the length

of the commutation period from its base case condition, and therefore a direct cause of SIV.

Similarly, a small variation in the base case dc side current has an effect on the ac side current

value at the start of the commutation off process and the final ac side current value at the end of

the commutation on process; it changes the time required to complete the commutation process.

This is again a source of SIV. Given that the firing angle is fixed in this open-loop converter

model, the SIV resulting from small-signal injections is strictly associated with the end of the

commutation period.

4.3.1.1 AC Side Voltage Variation

The effect that a small-signal ac side voltage injection has on the ac side current spectra is

confined to the commutation period. The ac side current spectrum is not directly affected by

the ac side voltage injection during the direct conduction period where it must equal to the

current flowing on the dc side, and similarly in the non-conduction period where the ac side

current must be zero. It is clear that the ac side voltage transferred to the dc side does have

a consequential effect on the dc side current, which is dealt with by the dc side state variable

equation set when a dc side inductor is connected.

The transfer from the small-signal ac side voltage to the associated small-signal voltage across

the commutation circuit can be described by the base case switching function in (4.4), and the

same approach is used to generate the resulting small-signal ac side current spectra where the

switched small-signal ac side voltage serves as the input to state-space equations of the ac side

commutation circuit in (4.2). The only difference is that this small-signal transfer to the ac

current spectra must incorporate the effect of SIV.

Figure 4.6 demonstrates the exaggerated effect of SIV on a linearised converter model with its

switching instants fixed at the base case values. The solid black line represents the base case

ac side current, iac, during a portion of the fundamental period, while the thick dashed line
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(a) (b)

Figure 4.6: Graphical illustration of the consequences associated with an autonomous SIV on
the ac side current waveform: (a) The end of commutation period is brought forward in time.
(b) The end of the commutation period is postponed in time.

represents the sum of the base case ac side current with the small-signal ac side current, ∆iac,

resulting from an ac side voltage injection. The thin dashed lines illustrate the SIV at the end

of the commutation period, and the shaded region represents the incorrect current-time1 area

caused by this SIV if the perturbed ac side current is reset at the base case thyristor switch-off

instant indicated by the red arrow.

As the small-signal injection increases (or decreases) the ac side voltage and consequently the

voltage across the commutation circuit, the ac side current rises (or falls) at a faster (or slower)

rate during the commutation period compared to its base case waveform. Thus the ac side

current exceeds (or does not reach) the base case dc side current (or zero) at the end of the

base case commutation period, and results in an incorrect current-time area in its waveform. If

the ac side current is reset to the correct condition at the end of every commutation period, i.e.

the ac side current is reset to the dc side current at the beginning of every direct conduction

period, and it is also reset to zero at the beginning of every non-conduction period, then the

only incorrect current-time area is the shaded region shown in Fig. 4.6.

This current-time area is referred as the indirect area in [Hume 2002]. Hume states that both

the horizontal and vertical dimensions of the indirect area are proportional to the small-signal

injection, and thus the area is proportional to the square of the voltage injection. This linearised

model must exclude this higher order effect. The current-time area is important in harmonic

or HSS studies as the conversion of a waveform to its spectrum always involves its integration.

As long as the ac side current can be reset to its correct value at the end of each commutation

period, the model will be an accurate linearisation of the HVdc converter characteristics. For

example, in Fig. 4.6a, the ac side current should be reset downwards to the dc side current at

β0, whereas in Fig. 4.6b, the ac side current should be reset upwards to the dc side current at

β0.

1All of the integrating operations presented in this thesis were performed with time, hence the current-time
area. If the integrations were performed with angle then the operation calculates a current-angle area.
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In the HSS framework, any current flowing through an inductor is represented by a state variable,

similarly any voltage measured across a capacitor is also represented by a state variable. Each

state variable is governed by a state dynamic equation, thus it is not possible to assign its value

at any instant in time. In order to reset a state variable, in this case the ac side current, a

voltage must be applied across the commutation circuit, and in this thesis, an area modulated

impulse train (AMIT) spectrum is used to achieve that.

The AMIT spectrum is equivalent to a Dirac comb or a sampling function. In the frequency

domain, the AMIT spectrum does not exhibit the high frequency roll-off property as other

common periodic waveforms, which could be a source of error due to the frequency truncation,

but the immediate integration of the AMIT spectrum by the commutation circuit reduces the

dependence on its high frequency components for an accurate model since an integrator behaves

like a low-pass filter. The AMIT spectrum can be described as

δ(t) =
1

T
+

∞
∑

m=−∞

1

T
e−jm(ω0t+t1) (4.12)

for an periodic impulse placed at time t1, where m is all integers excluding zero, and T is the

fundamental period.

The AMIT spectrum is used to sample the perturbed small-signal ac side current at the end of

the base case commutation period, β0, and converts the sample to a voltage impulse with the

correct voltage-time area. The voltage impulse is applied across the commutation circuit at that

same instant in time, which induces a step in the ac side current waveform to reset it to the

correct condition. Since a voltage impulse is infinitely tall and narrow, the associated voltage

drop across the resistive component of the commutation circuit can be assumed to be zero,

therefore the voltage impulse appears across the commutation reactance only. The approach

can be described by the block diagram in Fig. 4.7. This updates the first order ODE in (4.1) to

diacφ(t)

dt
=

[−R
L

+
Kdδ(t)

L

]

iacφ(t) +
1

L
vcomφ

(t) (4.13)

where Kd is a constant required to convert the current samples to voltage impulses.

Figure 4.7: The AMIT feedback loop is a method to reset the ac side current to the correct
condition.

Strictly speaking, a waveform with steps can not be defined at the instant of the step, it can
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be anywhere between the initial value of the step and the final value of the step. However, a

frequency truncation to a stepped waveform makes it defined everywhere as shown in Fig. 4.8.

The step in the waveform along with the ringing associated with frequency truncation means

that the sample made at the step instant is not at the desired value. For example, if a frequency

truncated periodic switching function is sampled at the instant it steps, the sampled value would

be exactly half of the step size. This is because the ringing on both side of the step are of equal

magnitude, i.e. the function exhibits half-wave symmetry. Figure 4.8 illustrates a frequency

truncated waveform stepping 1 unit at time t1 results in a sample of 1
2 unit at t1.

Figure 4.8: Sampling at a step results half of the desired value.

Therefore in this particular case of sampling the small-signal ac side current, and generating

appropriately scaled voltage impulses from the current samples to reset the small-signal ac

side current to zero, the associated constant Kd required can be determined by the following

calculations. For any given phase, the voltage impulse resulting from a ac current sampled at

β0 is written as

vimp(t) = Kdδ(t− β0)iac(t)

= Kdiac(β0)δ(t− β0) (4.14)

and the current step generated by applying this voltage impulse across the commutation reac-

tance is given by

ivimp
(t) =

1

L

∫

Kdiac(β0)δ(t − β0)dt

=
Kdiac(β0)

L
H(t− β0) (4.15)

where H(t − β0) is a Heaviside step function. Given that the sample is midway between the
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initial and final values of the step,

ivimp
(β0) =

Kdiac(β0)

2L

Kd = 2L
ivimp

(β0)

iac(β0)

= −2L (4.16)

since the ratio between ivimp
(β0) and iac(β0) is designed to be -1.

There are four commutations in any given phase in a 6-pulse converter, therefore the AMIT

spectrum in each phase requires four sampling impulses at the base case end of commutation

instants, β0. Each impulse has a voltage-time area of unity so that when it is modulated by

the mismatch in ac side current at the end of the base case commutation period, ∆iac|β0
, and

integrated by the commutation reactance circuit, it corrects the mismatch and ensures zero

current beyond the base case thyristor switch-off instants.

Each commutation process is associated with two phases on the ac side, one phase is commutating

to the direct conduction state while the other phase is commutating to the non-conduction state,

and they must complete the commutation process at the same instant. Therefore for any SIV

observed in one of the commutating phases, its associated effects must also be present in the

other commutating phase, i.e. an ac side current overshooting the target dc side current at

the end of the base case commutation period means that the current in the other commutating

phase overshoots its target zero current in the negative direction.

Due to the Gibbs phenomenon from harmonic truncation, sampling both currents in the two

commutating phases separately may introduce unequal voltage impulses on the two commutating

phases and cause a discrepancy between the offsets in the two commutating currents at the end

of the commutation period. Sampling one of the two commutating phases and applying the

negative of the sample to the other commutating phase ensures equal voltages across the two

commutating reactances. That is, the samples of the small-signal ac side current mismatch

should be obtained from either the phase that is commutating to a direct-conduction period or

the phase that is commutating to a non-conduction period at the base case end of commutation

instant β0 as labelled in Fig. 4.9. Thus this approach requires only two sampling impulses per

phase separated by π, the associated impulse train in symmetrical components can be written

as

δp,n←p,n(t) =
∑

m

1

T

[

e−jm(ω0t+β0) + e−jm(ω0t+β0+π)
]

(4.17)

where m is [...,−12,−6, 0, 6, 12, ...] for the transfers from and to the same sequence. For trans-

fers from the positive sequence to the negative sequence and the other way around, m is

[...,−14,−8,−2, 4, 10, ...] and [...,−10,−4, 2, 8, 14, ...] respectively. The corresponding FTM for
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the AMIT can be written as

∆β0
=

1

T

[

T {e−jm(β0)}+ T {e−jm(β0+π)}
]

(4.18)

Figure 4.9: The base case instants at the end of the commutation period.

Given that there are two impulses associated with any phase, two more impulses are generated

for either the previous or the subsequent phase. If the commutating on phase was sampled

then the two generated impulses are for the previous phase, and similarly if the samples are of

the commutating off phase then the two generated impulses are for the subsequent phase. The

transfer to generate voltage impulses for the commutating on phases from the samples of the

commutating off phase at β0 can be described as a matrix multiplication such that


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(4.19)

Note that this is only a phase interchanging operation, it does not alter the phase sequence nor

does it frequency shift. Similarly, the transfer to generate voltage impulses for the commutating

off phases from the samples of the commutating on phases at β0 can be described as






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
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
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(4.20)

Rewriting the transfers in (4.19) and (4.20) in symmetrical components yields









vp,on(t)

vn,on(t)
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





=




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−e+j 2π
3 0 0

0 −e−j 2π
3 0

0 0 −1









·
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
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

(4.21)
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and

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
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
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(4.22)

where p, n, and z denote for postive, negative, and zero sequence components respectively.

Remembering that there should not be any zero sequence currents flowing on the ac side of the

converter therefore the zero sequence components can be removed from these transfers. Thus

the FTM for the phase interchanging operation in symmetrical components can be defined as

ΛS =

[

D{−e+jk 2π
3 } 0

0 D{−e−jk 2π
3 }

]

(4.23)

where k = 1 for shifting the impulses to the subsequent phase and k = −1 for shifting the

impulses to the previous phase. In this thesis, the small-signal ac side current is sampled from

the commutating on phases.

The process of making two samples of the mismatch in the small-signal ac side current at the end

of the base case commutation period, and converting them to four voltage impulses per phase

each with a voltage-time area to step the small-signal ac side current to the correct condition at

β0 can be incorporated into the HSS equation in (4.2) and written in symmetrical components

as

sIacp,n =

(−R
L
I +Kd (ΛS + I)∆β0

−N
)

Iacφ +
1

L
IVcomp,n (4.24)

Figure 4.10 shows an example of resetting the small-signal ac side current at the end of the

base case commutation period resulting from a one percent ac side voltage increase; the ac

side waveforms are truncated to the 49th harmonic. The rise of current is due to the faster

commutation process, and the step back to zero is the result of the AMIT feedback loop given

that there is no change in the dc side current.
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Figure 4.10: Small-signal ac side current waveforms resulting from a one percent ac voltage
increase.

4.3.1.2 DC Side Current Variation

During the direct conduction period, the small-signal ac side current must equal the small-signal

dc side current, but directly defining the ac side current state variable with the dc side current

input is not allowed in a state-space environment. The current through an inductor posed as

a state variable is governed by a unique state dynamic equation, and when two state variables

are set to equal each other, in this case the current through the commutation reactance on the

ac side and the current through the smoothing reactor on the dc side, they effectively share the

same state dynamic equation, and one of these state variables becomes redundant. This makes

the state matrix singular, and therefore it cannot be used to solve for the steady-state solution.

The only way to make the ac side current and the dc side current equal is to create a voltage

across the commutation circuit to force the ac side current to behave like the dc side current.

The time interval during which the small-signal dc side current injection has an influence over the

ac side current spectra spans from the instant when the ac side phase begins to conduct till the

instant that the ac side phase is disconnected from the dc side terminal. During this period, the

small-signal dc side current interacts with the ac side commutation circuit through its associated

impedance, more specifically the gradient of the small-signal dc side current, d∆idc
dt

, induces a

voltage across the commutation reactance, and the current itself, ∆idc, creates a voltage across

the resistive component of the commutation circuit.

During the direct conduction period, the voltage across the commutation circuit is the sum of

the two voltages induced by the small-signal current injection on the dc side, and it can be

described as

vcom(t) = L
d∆idc(t)

dt
+R∆idc(t) (4.25)
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Figure 4.11: Commutation circuit configuration during the commutation period resulting from
a small-signal dc side current injection and zero ac side voltage.

During the commutation period, the configuration of the commutation circuit is illustrated in

Fig. 4.11, and summing up the voltages along the top half of the circuit yields,

vcom(t) = L
d∆i1(t)

dt
+R∆i1(t) (4.26)

and similarly summing up the voltages along the bottom of the circuit yields,

vcom(t) = L
d∆i2(t)

dt
+R∆i2(t) (4.27)

Remembering that,

∆idc(t) = ∆i1(t) + ∆i2(t) (4.28)

and
d∆idc(t)

dt
=

d∆i1(t)

dt
+

d∆i2(t)

dt
(4.29)

while assuming the resistive and inductive components are of the same size in all three phases,

the voltage drop across the commutation circuit in one of the commutating phase can be written

in terms of the small-signal dc side current injection as

vcom(t) =
1

2

(

L
d∆idc(t)

dt
+R∆idc(t)

)

(4.30)

The voltage drop across the commutation circuit during the commutation period is half of the

voltage drop during the direct conduction period. This can be encapsulated in a switching

function that has rectangular sampling pulses at height ±1
2 during the commutation period, but

with height ±1 during the direct conduction period. Hence the voltage across the commutation

circuit induced by a small-signal dc side current injection can be described as

vcomφ
(t) = Ψvcom←idc

φ (t)

(

L
d∆idc(t)

dt
+R∆idc(t)

)

(4.31)
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Figure 4.12: The AMIT feedback loop is updated to reset the ac side current waveforms to the
sampled small-signal dc side current injection.

where the switching function can be written in the time domain with symmetrical components

as

Ψvcom←idc
p,n←d (t) =

∑

m

2

mπ

[

sin
(mπ

3

)

e−jm(ω0t+α0)

+sin
(mµ0

2

)

sin
(mπ

3

)

e−jm(ω0t+α0+
µ0
2 )−j

π
2

]

(4.32)

where m = [...,−11,−5, 1, 7, 13, ...] for the transfer from the dc side current injection to the

positive sequence components of the voltage across the commutation circuit on the ac side, and

m = [...,−13,−7,−1, 5, 11, ...] for the same transfer but to the negative sequence components of

the voltage across the commutation circuit on the ac side.

The voltage derived from the sampled small-signal dc side current injection that is applied across

the ac side commutation circuit only ensures that the shape of the ac side current is correct, but it

does not guarantee the correct condition at the beginning of the direct conduction period. Given

that the ac side current is sampled on the phases that are commutating to direct conduction,

the AMIT process that resets the ac side current spectra to zero at the end of the base case

commutation period must now be updated to reset the ac side current to the dc side current to

ensure that the two currents are equal at the beginning of the direct conduction period. This

requires the dc side current to be sampled and subtracted from the ac side current, and the

difference is fed into the AMIT feedback loop. The updated block diagram is illustrated in Fig.

4.12.

The small-signal dc side current injection is sampled at the end of the base case commutation

period for the phase that is beginning its direct conduction, and at each consecutive instant

(separated by π) its sampled polarity is reversed. In order to obtain a consecutively reversed

sample and reduce the ringing effect associated with frequency truncation, the dc side current

is sampled with a sinusoidal waveform at fundamental frequency with an amplitude of 1, and

crossing its peak at β0. The sinusoidal sampling waveform is simply written in symmetrical
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components as

Ψiac←idc
p,n←d (t) = e−jm(ω0t+β0) (4.33)

where m = 1 for a transfer from the small-signal dc side current injection to a positive sequence

sample, and m = −1 to a negative sequence sample.

Overall, the approach to ensure the ac side current is the same as the dc side current during the

direct conduction period does not directly define the ac side current state variable to equal the dc

side current state variable, therefore it does not invoke the complication of creating a dependent

state variable. Instead, one state variable is set to track the other, i.e. the ac side current is

tracking the dc side current by providing a correct condition through the AMIT feedback loop

at the beginning of the direct conduction period, and a subsequent voltage applied across the

commutation circuit to manage the shape of the ac side current.

Figure 4.13 gives an example of resetting the ac side current to the dc side current at the

beginning of the direct conduction period, and the ac side waveforms are truncated to the

49th harmonic while the switching function for a dc side to ac side transfer is truncated to the

97thharmonic. The small-signal ac side current results solely from a 0.1 kA/s ramp increase on

the dc side current. It can be observed in Fig. 4.13c that the ac side current ramps up at the

same rate as the dc side current injection during the direct conduction period as expected.

At the beginning of the commutation period, the ac side current state variable starts from

where it was at the end of the direct conduction period, i.e. the condition of the state variable

is preserved, and the ac side current continues to ramp but at a reduced rate. This is due to the

fact that the dc side current injection is shared evenly across the two commutating phases, and

consequently the ramping of the ac side current is at 0.05 kA/s during the commutation period.

However, due to the ringing associated with frequency truncation this is difficult to observe from

Fig. 4.13c. At the end of the commutation period the impulses in the feedback loop samples

the difference between the dc side current and the current in the next commutating on phase

to generate the voltage impulses shown in Fig. 4.13b. The voltage impulses are used to reset

the current in the commutating off phase to zero, and step the current in the commutating on

phase to be the same as the dc side current.

4.3.2 Small-Signal DC Side Voltage Spectrum

The overall small-signal variation in the dc side voltage is the sum of each contribution from the

small-signal ac side voltage injection, the small-signal dc side current injection, and the effects

associated with SIV resulting from the small-signal injections.

A small-signal variation in the ac side voltage generates a small-signal dc side voltage in the

same way as the base case ac side voltage generates the base case dc side voltage spectrum.
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Figure 4.13: Generating the small-signal ac side current waveforms resulting from a dc side
current injection: (a) The switching functions to transfer the dc side current injection to ac
side quantities. (b) The voltage impulses generated from the AMIT feedback loop. (c) The
small-signal ac side current waveforms resulting from a ramp increase in the dc side current.
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The difference is that the SIV associated with the small-signal ac side voltage injection must be

incorporated appropriately. In the case of a small variation in the dc side current, small-signal

voltages are induced across the ac side commutation circuit which contribute to a voltage change

on the dc side. Similarly, the SIV associated with a small-signal dc side current injection must

also be included in the transfer to the dc side voltage.

4.3.2.1 AC Side Voltage Variation

The transfer from the small-signal variation in ac side voltage to the small-signal dc side voltage

is identical to the base case. Therefore, the equations in (4.8) and (4.9) are reused to describe the

switching function during the direct conduction period and the commutation period respectively.

The small-signal dc side voltage resulting from a small-signal variation in ac side voltage is

written as

∆vdc =
∑

φ

(

Ψvdc←vac
φ,direct (t) + Ψvdc←vac

φ,commutation(t)
)

∆vac(t) (4.34)

where φ denotes phase a, b, and c respectively.

The SIV associated with a small-signal ac side voltage injection only affects the end of the

commutation period in this uncontrolled converter model. If the small-signal injection increases

the voltage across the commutation circuit, the current through the commutation reactance

changes at a faster rate, thus the end of commutation period is brought forward in time, and

results in a shorter commutation period. The opposite happens if the small-signal injection

decreases the voltage across the commutation circuit, i.e. the end of the commutation period is

postponed in time.

The advance or delay of the end of the commutation period results in a significant gain or loss

of voltage-time area in the small-signal dc side voltage spectrum. Figure 4.14 illustrates the

exaggerated effect of an SIV occurring at the end of the base case commutation period on the

dc side voltage. The solid line represents the base case dc side voltage while the thick dashed

line represents the dc side voltage resulting from a perturbed ac side voltage. The shaded area

represents the gain or loss in voltage-time area due to the SIV.

The shaded area is again referred as the indirect area in [Hume 2002], but this time, this

indirect area has a horizontal dimension that is proportional to the injection and a fixed vertical

dimension, therefore it does contribute to the linearised transfer. Subtracting the base case dc

side voltage from the perturbed dc side voltage, it is clear that advancing the end of commutation

period results in a positive voltage-time area, likewise delaying the end of the commutation period

results in a negative voltage-time area, and as the change in the switching instant tend towards

a small value, the voltage-time area resembles an impulse. This suggests that once again the

AMIT spectrum can be applied to mimic the effect of SIV on the dc side voltage waveform.
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(a) (b)

Figure 4.14: Graphical illustration of the consequences associated with an autonomous SIV on
the dc side voltage waveform: (a) The end of the commutation period is brought forward in
time. (b) The end of the commutation period is delayed in time.

In a later section, this voltage impulse is applied across a dc side smoothing reactor, resulting

in a correct change in the dc side current through the equation set associated with the dc side

circuit.

The voltage-time area has a height close to half of the ac side line-to-line voltage at the end of the

base case commutation period between the two commutating phases, and a width of the change

in the end of the commutation period, this voltage-time area, Aindirect, can be approximated by

Aindirect =
∆β

ω0
·
v1|β0

− v2|β0

2
(4.35)

where v1 and v2 are the base case line-to-ground voltages of the two commutating phases, and the

base case end of commutation instant β0 is measured in radians. Assuming that each impulse

in the AMIT spectrum integrates to an area equal to unity, they must be modulated by the

indirect area and summed to the dc side voltage spectrum to model the change in voltage-time

area due to SIV.

The change in the end of the commutation period, ∆β, can be approximated by the use of the

AMIT feedback loop given that the gradient of the ac side current at the end of the base case

commutation period is known a priori. Consider a small-signal ac side voltage distortion that

forces a faster commutation process; the resulting ac side current flowing in the phase that is

commutating to a non-conduction period in this linearised model overshoots zero before a voltage

impulse resets it back to zero at the end of the commutation period. Figure 4.15 demonstrates

an exaggerated illustration of this scenario. If the size of the offset in the ac side current is

known at the end of the base case commutation period, along with its base case gradient, the

change in the commutation period can be approximated as

∆β ≈ ω0 ∆iac(t)|β0
· dt

diac(t)

∣

∣

∣

∣

β0

(4.36)
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Figure 4.15: Using the base case rate of change of the ac side current to approximate the size of
SIV at the end of the commutation period.

Therefore, the same AMIT feedback loop as described in Sec. 4.3.1.2 can be used to sample the

small-signal ac side current at the end of the base case commutation period.

The gradient at the end of the base case commutation period can be calculated from the base

case line-to-ground voltages of the commutating phases as

diac(t)

dt

∣

∣

∣

∣

β0

=
v1|β0

− v2|β0

2L
(4.37)

Substituting (4.36) and (4.37) into (4.35) yields the voltage-time area that needs to be summed

to the dc side voltage spectrum. This is written as

Aindirect =
2L

v1|β0
− v2|β0

·
v1|β0

− v2|β0

2
∆iac(t)|β0

= L ∆iac(t)|β0
(4.38)

This is exactly the same as the voltage impulse applied across the commutation circuit at the

end of the base case commutation period to reset the ac side current spectrum. Thus, the voltage

impulse train applied across the commutation circuit can be transferred to the dc side through

a switching function, and the transferred voltage impulses are summed to the dc side voltage to

incorporate the effect of SIV on the dc side.

The switching function used to transfer the voltage impulses across the commutation circuit to

the dc side is again a sinusoidal function at fundamental frequency with an amplitude of 1, and

crossing its peak at the end of the base case commutation period. This sinusoidal sampling
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spectrum is written in symmetrical components as

Ψ
vimpdc

←vimpac

d←p,n (t) = e−jm(ω0t+β0) (4.39)

where m = −1 for the transfer from the positive sequence components of the ac side voltage

impulses, and m = 1 for the transfer from the negative sequence components of the ac side

voltage impulses. While these voltage impulses are not a perfect representation of the effect

of SIV, they are integrated by the dc side smoothing inductor and result in a correct dc side

current trajectory.

As an example, a one percent increase on the ac side voltage is modelled. This results in a

shorter commutation period compared to the base case, and therefore positive voltage impulses

appear on the small-signal dc side voltage spectrum. Figure 4.16 shows a plot of the dc side

voltage spectrum resulting from the small-signal ac side voltage injection without the effect of

SIV, a plot of the dc side voltage impulses resulting from the SIV associated with the small-

signal distortion, and finally, a plot of the contributions combined to form the overall small-signal

dc side voltage spectrum. These dc side waveforms are truncated to the 48th harmonic. This

concludes the analysis of the effect of SIV resulting from a small-signal ac side voltage injection

on the dc side voltage spectrum.

4.3.2.2 DC Side Current Variation

This section describes the transfer from the small-signal dc side current injection to the dc side

voltage spectrum. The dc side current injection is assumed to be flowing in the same direction

as the base case dc side current, that is the currents on the ac side are flowing into the converter

while the current on the dc side is flowing out of the converter. When a small-signal current

variation is introduced on the dc side, the dc side voltage is affected by the voltage drop across

the commutation circuit.

During the direct conduction period, two ac side phases are connected in series through the dc

side as illustrated in Fig. 4.2a, and during the commutation period, the two commutating ac

side phases are joined together at the dc side terminal, in series with the third direct conducting

circuit as illustrated in Fig. 4.2b. The small-signal voltage change on the dc side due to these

two circuit configurations can be written as

∆vdc(t) = −2L
d∆idc(t)

dt
− 2R∆idc(t) (4.40)

and

∆vdc(t) = −
3

2
L
d∆idc(t)

dt
− 3

2
R∆idc(t) (4.41)
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Figure 4.16: The small-signal dc side voltage waveform is a sum of the transfer from the small-
signal ac side voltage injection, and the effect associated with SIV: (a) The dc side voltage
waveform solely resulting from the small-signal ac side voltage injection. (b) The voltage impulses
on the dc side associated with SIV. (c) The overall dc side voltage waveform resulting from a
one percent increase in ac side voltage.
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where (4.40) is valid during the direct conduction period while (4.41) is valid during the com-

mutation period.

Thus the small-signal transfer from dc side current distortion to the dc side voltage can be

written as

∆vdc(t) = −Ψvdc←idc

(

L
d∆idc(t)

dt
+R∆idc(t)

)

(4.42)

where Ψvdc←idc is a switching function that describes the two circuit configurations discussed

previously.

The switching function requires a rectangular sampling pulse with a height of 2 during the direct

conduction period and a rectangular sampling pulse with height of 3
2 during the commutation

period. This can be written using symmetrical components, and in a piecewise manner as

Ψvdc←idc
direct (t) = 1− 3µ0

π
−

∑

m

12

mπ
sin

(mµ0

2

)

e−jm(ω0t+
π
6
+α0) (4.43)

and

Ψvdc←idc
commutation(t) =

9µ0

2π
+

∑

m

9

mπ
sin

(mµ0

2

)

e−jm(ω0t+
π
6
+α0) (4.44)

where m = [...,−12,−6, 0, 6, 12, ...] for both equations. Figure 4.17 shows a plot of the switching

function to transfer the small-signal dc side current injection to the dc side voltage, and this

switching function is truncated to the 96th harmonic.

0 1 2 3 4 5 6
1

1.5

2

2.5

Angle (Rad)

Figure 4.17: Switching function to transfer the small-signal dc side current injection to the dc
side voltage.

Any small-signal dc side current injection introduces a SIV at the end of the commutation

period, and its associated effect is the same as the SIV resulting from a small-signal ac side

voltage injection. Therefore, the same analysis also applies in this case, and as it is already

discussed in detail in the transfer from the small-signal ac side voltage injection to the dc side
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voltage spectrum, it is not repeated here.

4.3.3 DC Side Circuit

Any analysis associated with the dc side current till this point have assumed an open circuit

across the dc side terminals, thus the dc side current that is leaving the converter flowing into

the dc side and its derivative have been treated as system inputs in the model. In order to

complete the converter system as shown in Fig. 4.1, the dc side terminals must be connected to

a dc side circuit which consists of a resistor and inductor (RL) in series.

The dc side series RL circuit can be modelled by the same state dynamic equation in (4.2) for

the ac side commutation circuit, but the measurement equation has to be updated to include the

dc side current derivative as an output of the dc side subsystem. The state dynamic equation

for the dc side RL circuit is written in the HSS as

sIdc =

(

−Rdc

Ldc

I − N
)

Idc +
1

Ldc

IVdc (4.45)

while its associated measurement equation is written as

[

Idc

İdc

]

=

[

I
−Rdc

Ldc
I

]

Idc +

[

0
1

Ldc
I

]

Vdc (4.46)

where I is the identity matrix, and N is the Toeplitz matrix consisting of the dc side harmonics

[...,−6, 0, 6, ...] up to the maximum harmonic truncation, which in this case is the 48th harmonic

on the dc side.

This completes the development of a small-signal HSS model for the 6-pulse HVdc converter

without active control; this open-loop model is described by the block diagram shown in Ap-

pendix B. The HSS model is expected to capture the correct response of the uncontrolled

converter system upon a small-signal input, and the following section presents some examples

of the results generated by the model.

4.4 OPEN-LOOP MODEL VALIDATION

In order to validate the modelling procedure described in the preceding sections, an HSS model

truncated up to the 49th harmonic on the ac side and 48th harmonic on the dc side is programmed

in MATLAB while an equivalent time domain model is built using PSCAD/EMTDC with a

solution time step of 20 microseconds. The small-signal response of the time domain model is

the difference between two separate responses generated using two set of inputs, the first set of

inputs are the base case quantities, and the second set of inputs are the base case quantities plus
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distortion. On the other hand, the HSS model directly outputs the small-signal response from

the distortion. The small-signal results are compared in terms of time domain plots as well as

magnitude and angle plots of the harmonics in steady-state.

4.4.1 Positive Sequence AC Side Voltage Variation

In this test, a one percent increase in the base case ac side voltage is chosen as the small-signal

input. Figures 4.18 and 4.19 show the resulting time domain plots of the ac side and the dc

side signals produced from both the HSS model and an equivalent PSCAD/EMTDC simulation.

The HSS model generates results for each individual harmonics modelled and the corresponding

time domain plot is the sum of all these harmonics whereas the PSCAD/EMTDC simulation

naturally produces time domain results. The results from the HSS model are plotted in thin

black lines while the results from the PSCAD/EMTDC simulation are plotted in thick grey lines.

These plots are zoomed in to the first three fundamental cycles to highlight the good agreement

between the two models during the transient period.

It is clear in Fig. 4.18 that the voltage impulses described in Sec. 4.3.1 resets the ac side

currents to the correct condition at the end of each commutation period, and this suggests

a correct model of SIV. There may seem to be some discrepancies in the magnitude of the

voltage impulses between the dc side voltage waveforms shown in Fig. 4.19a upon glance, but

as discussed in Sec. 4.3.2 it is the voltage-time area of the voltage impulses that is important in

producing a correct dc side current waveform. The good agreement between the dc side currents

produced by the two models shown in Fig. 4.19b implies that the HSS model produces a correct

voltage-time area in the dc side voltage waveform.

Figures 4.20 and 4.21 are time domain plots of the ac side and the dc side signals zoomed in

to highlight a single fundamental period in steady-state. The steady-state harmonics of the

response from the HSS model is directly produced through the use of the harmonic transfer

function as described in Sec. 3.9, and again the time domain plots are generated as a sum of

the steady-state harmonics. The magnitude and phase angle of each individual steady-state

harmonic of the responses are also compared in Fig. 4.22, 4.23, 4.24, and 4.25. It can be seen

that the magnitude and phase angle of each steady-state harmonics produced by the HSS model

is consistent with the results from PSCAD/EMTDC which are generated through a Fast Fourier

Transform (FFT) of its steady-state time domain waveforms.
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Figure 4.18: The transient response of the small-signal ac side currents resulting from a one
percent increase in the base case ac side voltage: (a) The resulting phase a current waveform.
(b) The resulting phase b current waveform. (c) The resulting phase c current waveform.
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Figure 4.19: The transient response of the small-signal dc side voltage and current resulting
from a one percent increase in the base case ac side voltage: (a) The resulting dc side voltage
waveform. (b) The resulting dc side current waveform.

4.4.2 Negative Sequence AC Side Voltage Variation

To further validate the HSS model, a one percent negative sequence voltage at the fundamental

frequency is injected on the ac side. In the HSS model, this is achieved by modulating the two

fundamental frequency components of the small-signal input. The +1 harmonic is modulated

by e−j2ω0t as it is treated as a positive sequence in the system transfers, and similarly, the -1

harmonic is modulated by e+j2ω0t. The resulting waveforms of the ac side and the dc side signals

are plotted in Fig. 4.26 and 4.27. The plots are zoomed in on the first three fundamental cycles

to highlight the transient response of the signals. These time domain plots again confirm the

accuracy of the HSS model. In particular, it is clear that the voltage impulses applied across the

commutation circuit resets the ac side current correctly which results in practically zero current
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Figure 4.20: The steady-state small-signal ac side current waveforms resulting from a one percent
increase in the base case ac side voltage: (a) The resulting phase a current waveform. (b) The
resulting phase b current waveform. (c) The resulting phase c current waveform.
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Figure 4.21: The steady-state small-signal dc side voltage and current waveforms resulting from a
one percent increase in the base case ac side voltage: (a) The resulting dc side voltage waveform.
(b) The resulting dc side current waveform.

during the non-conduction period as shown in Fig. 4.26. Furthermore, the same set of voltage

impulses are transferred and summed to the dc side voltage which produces a correct trajectory

of the dc side current during the transient period as shown in Fig. 4.27. These are evidences to

the correct modelling of the effects associated with SIV.
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Figure 4.22: The magnitude of the small-signal ac side current harmonics resulting from a one
percent increase in the base case ac side voltage (normalised to the fundamental component):
(a) The resulting magnitude of the phase a current harmonics. (b) The resulting magnitude of
the phase b current harmonics. (c) The resulting magnitude of the phase c current harmonics.
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Figure 4.23: The angle of the small-signal ac side current harmonics resulting from a one percent
increase in the base case ac side voltage: (a) The resulting angle of the phase a current harmonics.
(b) The resulting angle of the phase b current harmonics. (c) The resulting angle of the phase c
current harmonics.
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Figure 4.24: The magnitude and angle of the small-signal dc side voltage harmonics resulting
from a one percent increase in the base case ac side voltage: (a) The resulting magnitude of the
dc side voltage harmonics normalised to the dc component. (b) The resulting angle of the dc
side voltage harmonics.
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Figure 4.25: The magnitude and angle of the small-signal dc side current harmonics resulting
from a one percent increase in the base case ac side voltage: (a) The resulting magnitude of the
dc side current harmonics normalised to the dc component. (b) The resulting angle of the dc
side current harmonics.
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Figure 4.26: The transient response of the ac side currents resulting from a one percent negative
sequence voltage injection at fundamental frequency: (a) The resulting phase a current wave-
form. (b) The resulting phase b current waveform. (c) The resulting phase c current waveform.
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Figure 4.27: The transient response of the dc side voltage and current resulting from a one
percent negative sequence voltage injection at fundamental frequency: (a) The resulting dc side
voltage waveform. (b) The resulting dc side current waveform.
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4.5 CONCLUSIONS

In this chapter, the development of an HSS model for a 6-pulse HVdc converter without active

control is described. The frequency cross-coupling characteristic of the converter has been de-

rived analytically and implemented as transfers between voltage and current signals. The state

variables (inductor currents) in the HSS model have also been managed carefully, resetting them

at particular switching instants to ensure correct time domain waveform trajectory.

A modular approach has been adopted in the construction of the HSS model, treating each

system transfer as a separate subsystem, and the overall converter system is formed by connecting

the inputs and outputs of each subsystem appropriately which is consistent with the classical

description of an LTI system. This also allows the overall converter system to be examined

systematically.

The HSS model is truncated to a relatively high harmonic order (up to the 49th harmonic on

the ac side and up to the 48th harmonic on the dc side), and it only includes the characteristic

harmonics of the converter. This way, the size of the model is significantly reduced, but the

model still fully captures the frequency cross-coupling nature of the converter. Any harmonics

not included in the model can be represented by an appropriate harmonic modulation from any

reference frame as described in Sec. 3.10.

The accuracy of the HSS model has been demonstrated through some validations against a purely

time domain model built using PSCAD/EMTDC. The results show good agreement between the

two models under both steady-state and transient conditions. The subsequent chapter extends

this HSS model to include an active controller exercising constant current control on the dc side.





Chapter 5

HARMONIC STATE-SPACE MODEL OF A CONTROLLED HVDC

CONVERTER

5.1 INTRODUCTION

Active controls are often required for power electronic circuits to ensure their operation is as

intended, this is true for the HVdc converter and all FACTS devices. The controllers associated

with the power electronic circuits have a significant effect on the system steady-state and dynamic

performance, thus it is of great importance to incorporate the associated controllers into the

models of power electronic circuits.

Recent literature on the modelling of power electronic circuits has established that traditional

steady-state models can be extended to capture the transient evolution of each individual har-

monic through the use of extended harmonic domain (EHD), dynamic harmonic domain (DHD),

or the harmonic state-space (HSS), but only a few of the models published attempt to incorporate

feedback control.

In 2000, Mollerstedt published a HSS model of an inverter locomotive for a study of a harmonic

instability that occurred in Switzerland [Mollerstedt 2000b]; this was perhaps the first dynamic

model that includes multiple frequency coupling and a feedback control. Since then, both Garcia

et al. and Orillaza et al. have published dynamic models of a controlled TCR through the

use of DHD, and the HSS in [Garcia et al. 2011] and [Orillaza and Wood 2013] respectively.

However, the prior uses numerical integration substitution (NIS) to solve for the exact thyristor

switching instants and thus the model is time-variant. Orillaza et al. assumed fixed switching

instants to gain a time-invariant representation in state-space, and used modulated impulses to

incorporate the effects associated with switching instant variation (SIV). This approach enables

the application of existing techniques in classical control theory to analyse the linear time-

invariant (LTI) HSS, and is the direction taken up in this thesis.

In the previous chapter, an HSS model of a 6-pulse HVdc converter was presented, however

there was no attempt to incorporate active feedback control. This chapter continues to build
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on the uncontrolled converter model by incorporating a constant current controller on the dc

side, and a simple ac system including a harmonic filter on the ac side. The pole-zero map of

the overall system is observed, and an attempt to explain the dominant poles through the use

of the concept of composite resonance is presented.

5.2 CHARACTERISTIC OF AN HVDC LINK

Typically for a HVdc link operating with a number of active controls, its dc side voltage-current

characteristic can be best described by Fig. 5.1. The solid line represents the characteristic

of the rectifier while the dashed line represents the characteristic of the inverter. The line AB

corresponds to the rectifier operation when the firing angle is set to its minimum possible value,

and it can be described by the following equation,

vdc =
3
√
2

π
vll cosα−

3Xcom

π
idc (5.1)

where vll is the line-to-line voltage and Xcom is the commutation reactance. The slope of this line

is dictated by the commutation reactance at fundamental frequency, and it is an indication of

the strength of the ac side system. The steeper this slope is, the weaker the ac side system. The

minimum firing angle is typically set between 2 to 5 degrees to guarantee a minimum positive

voltage for the thyristor valves to switch on [Sood 2004].

Figure 5.1: Typical dc side voltage-current characteristic of a HVdc link.

For a firing angle greater than the minimum firing angle, the constant current control becomes

active and results in the vertical profile described by line BC in Fig. 5.1. When the firing

angle is pegged at its minimum value, the current control on the inverting end takes over and

the inverter operates somewhere along the dashed line DE. Normally, the inverter operates in

constant extinction angle control which is described by the dashed line EF. Where the solid

line and the dashed line intersects is the operating point of the HVdc link, and in order to

create a unique operating point of the HVdc link, a current margin is maintained between the
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rectifier and the inverter. For the purpose of this thesis, only the dynamics associated with

the rectifier exercising constant current control is of interest, therefore the operating point of

the rectifier may be chosen from any point along the line BC, and it is this chosen operating

point that the small-signal model is linearised about. More importantly, Fig. 5.1 is merely a

static representation of the operating point while the small-signal model captures the dynamic

voltage-current relationship as the operating point varies with input distortion. The subsequent

sections describe the development of an HSS model of a HVdc converter with constant current

control that accurately captures its corresponding dynamic voltage-current characteristic.

5.3 VALVE-FIRING CONTROL

The modelling of the thyristor firing process is twofold, the first is associated with the thyristor

firing controller, and the second is associated with the main converter controller1. Following

its introduction in [Ainsworth 1968], the phase-locked oscillator (PLO) has become an essential

component of the thyristor firing controller. The PLO tracks the fundamental component of

the ac side terminal voltage, and generates equidistant timing references for the thyristor gate

firing pulses. In general, harmonic distortion in the ac side terminal voltage has no influence to

a well designed PLO, since its associated time constant is of the same order as the fundamental

frequency [Arrillaga and Smith 1998]2. In this thesis, the thyristor firing pulses are assumed to

be perfectly separated by π
3 from each other, and consequently the PLO is not included in this

model.

The constant current control strategy is often employed on the rectifying end of the HVdc link

to regulate the dc side current, this ensures that the dc side current is maintained at a level that

does not exceed the current rating of the thyristor valves even in the event of a dc side fault

occurring [Adamson and Hingorani 1960]. If the dc side current varies due to some distortion at

the system inputs, the main converter controller responds by adjusting the firing angle to give

a dc side voltage such that the dc side current remains constant. Basically, decreasing the firing

angle increases the dc side voltage, resulting in a larger dc side current, and similarly, the dc

side current can be lowered by increasing the firing angle.

The main converter controller that regulates the dc side current consists of a current transducer

with a low-pass filter, and a first-order compensator of the proportional integral type as illus-

trated in Fig. 5.2. The primary task for the current transducer is to provide a measurement of

the actual dc side current, and compare it with the ordered dc side current. As the ordered dc

1This is a simplified control model, a practical converter system has considerably more complexity and employs
multiple control schemes, namely, alpha minimum, constant voltage, and commutation margin control.

2In 1999, Jovcic et al. showed that the dynamics associated with a PLO can have significant impact on the
stability of the system [Jovcic et al. 1999]. However, this was not pursued in this research and is considered as a
possible future extension to the HSS model.
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Figure 5.2: The main converter controller for constant current regulation.

side current is pre-specified in the control algorithm, and is most likely to be a steady dc signal

during the normal operation of the main converter controller, the measurement of the actual dc

side current is low-pass filtered to provide a relevant comparison between the two variables.

The difference between the two dc currents, also referred as the current error, is fed to the

first-order compensator, and the compensator tries to generate an output control signal that

eliminates this error. The control signal, also referred as the ordered firing angle, αord, is the

input to the actuator which generates corresponding thyristor firing pulses that are fed to the

gate of the thyristor valves to trigger the thyristor. Thus a closed-loop system is formed by

including the process of the main converter controller in a feedback loop. The converter system

with closed-loop control can be illustrated by the single line diagram in Fig. 5.3.

Figure 5.3: Single line diagram of a simplified HVdc converter with closed-loop control.

5.4 MODELLING OF CURRENT TRANSDUCER

The current transducer includes a first-order low-pass filter to reduce the effects of higher fre-

quency harmonics. Its associated time domain response to a step input or an impulse input is

an exponential rise or an exponential decay at the rate defined by its time constant, Tc, which

corresponds to its cut-off frequency, ωc, in the frequency domain. Hence in the frequency do-

main, the first-order low-pass filter attenuates the output magnitude beyond ωc, and introduces

a phase delay between the input and output signals. Note, beyond the cut-off frequency the
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magnitude decays at -20 dB/dec and hence the higher frequency components that are close to

the cut-off frequency may still contribute to the response of the main converter controller.

In the time domain, the first-order low-pass filter can be described by a set of state-space

equations,

dx(t)

dt
= − 1

Tc

x(t) +
1

Tc

u(t) (5.2)

y(t) = x(t) (5.3)

and its equivalent representation in the HSS is written as

sX = (−ωcI − N )X + ωcIU (5.4)

Y = IX (5.5)

where ωc = 2π
Tc

while I and N are diagonal matrices of ones and jnω0 respectively. It can be

observed that the first-order low-pass filter has a pole at the cut-off frequency, and by incor-

porating it in the feedback loop of the converter model, the dynamic performance of the main

converter controller may be affected.

5.5 MODELLING OF PI CONTROLLER

The main purpose of the PI controller is to minimise the dynamic and steady-state difference

between the measured dc side current and the ordered dc side current in this control scheme.

The PI controller varies the firing angle of the thyristor valves to manage the voltage across the

dc side terminals, consequently controlling the current flowing into the dc side. The proportional

component of the PI controller produces an output that is proportional to the magnitude of the

current error input while the integral component produces an output that is proportional to

both the magnitude and the duration of the current error input. Generally, the proportional

term speeds up the transient response and increases overshoot while the integral term eliminates

steady-state error.

The time domain state-space equations of a PI controller for constant current control can be

written as

dx(t)

dt
= KI · idcerror(t) (5.6)

y(t) = x(t) +KP · idcerror(t) (5.7)

where idcerror(t) = idc(t) − idcord(t) while KP and KI denote the proportional gain and the

integral gain respectively. The equivalent HSS representation of the PI controller can be written
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as

sX = −NX +KIIIdcerror (5.8)

Y = IX +KPIIdcerror (5.9)

and the output is the small-signal variation in firing angle, ∆α, measured in radians.

5.6 MODELLING OF ACTUATOR

In a physical actuator for the thyristor valves, its control signal input determines the timing of

the initial rise of its output firing pulses which consequently controls the switching instants of the

thyristor valves, more specifically, the thyristor switch-on instants. However, in this HSS model

of an HVdc converter system, the switching instants of the thyristors have to be predetermined

and remain unvaried during the simulation to retain an equivalent representation as an LTI

system. Thus, the associated actuator in this model should not alter the switching instants used

in the system transfer functions, but instead it must produce the equivalent effects associated

with switching instant variation. This type of SIV that is associated with the control is referred

as controlled switching instant variation.

Similarly to the switching instant variation occurring at the end of the commutation period

discussed in Chapter 4, the effects associated with switching instant variation at the beginning

of the commutation period can also be incorporated by the use of an impulse train. The impulses,

also referred as an amplitude modulated impulse train (AMIT), are generated at the base case

firing instants, and modulated to produce an appropriate voltage-time area. The resulting AMIT

is added to the dc side voltage waveform directly and is also applied across the commutation

circuit on the ac side to incorporate the effect associated with SIV at the beginning of the

commutation period into the ac side current waveform indirectly. The subsequent sections

5.6.0.1 and 5.6.0.2 describe the associated effects of a controlled SIV on the dc side and ac side

waveforms, and their implementation through the use of an AMIT spectrum.

5.6.0.1 Controlled SIV for DC Side Voltage

In order to maintain a constant current on the dc side, the main converter controller adjusts the

firing angle of the thyristors to exercise control over the dc side voltage. The dc side voltage

increases if the firing angle is reduced, and similarly, the dc side voltage decreases if the firing

angle is increased. Figure 5.4 illustrates the effect associated with a change in the firing angle

on the dc side voltage waveform assuming the commutation period remains unchanged. The

thin solid line represents the base case dc side voltage waveform while the dashed line represents

the dc side voltage waveform resulting from a variation in firing angle, and the shaded area
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represents the resulting gain or loss of voltage-angle area at the base case thyristor switch-on

instant, α0.

(a) (b)

Figure 5.4: Graphical illustration of the consequences associated with controlled SIV on the dc
side voltage waveform: (a) The firing angle is brought forward in time. (b) The firing angle is
postponed in time.

Each fundamental period of the dc side voltage waveform of a 6-pulse converter is generated

from six unique switching combinations of the thyristor bridge, and hence six voltage impulses

must be incorporated into every fundamental period of the dc side voltage waveform to represent

the effect associated with the firing angle variation. Given that this is a linearised model (i.e.

the model is time-invariant), the voltage impulses are generated with reference to the base case

firing angle of the converter, and more specifically the dc side voltage impulses resulting from a

controlled SIV are fired at π
3 + α0,

2π
3 + α0, π + α0,

4π
3 + α0,

5π
3 + α0, and 2π + α0. Hence the

AMIT spectrum used to generate the dc side voltage impulses can be written as

δd←d(t) =
∑

m

1

T

[

e−jm(ω0t+
π
3
+α0) + e−jm(ω0t+

2π
3
+α0)

+e−jm(ω0t+π+α0) + e−jm(ω0t+
4π
3
+α0)

+e−jm(ω0t+
5π
3
+α0) + e−jm(ω0t+2π+α0)

]

(5.10)

where ω0 is the fundamental frequency measured in radians per second while T is the fundamental

period measured in seconds, and m = [...,−12,−6, 0, 6, 12, ...].

Each impulse of the AMIT in (5.10) needs to be modulated to give a correct voltage-time area at

its associated thyristor switch-on instant which consequently results in a correct dc side current

waveform through the integration done by the dc side smoothing inductor. The AMIT spectrum

samples the small-signal variation in the firing angle determined by the PI controller, and the

samples are modulated to give approximations to the voltage-time area (also referred as the
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indirect area) indicated in Fig. 5.4. This can be written mathematically as

Aindirect ≈
vll|α0

2ω0
δd←d(t)∆α(t) (5.11)

where vll|α0
is the ac side line-to-line voltage at the base case thyristor switch-on instant, and

the division by ω0 is required to convert a voltage-angle area to a voltage-time area. Note that

the 2 times multiplier is absent in this case of sampling with an AMIT spectrum; this is due to

the fact that ∆α(t) is a continuous waveform whereas in Sec. 4.3.1 the samples were made at

discontinuities in the ac side current waveform (i.e. sampling at a truncated step to zero).

It is expected that this linearised model will produce a slightly different firing angle variation to

that of a full nonlinear model built in a time domain environment even when the dc side current

is in good agreement. This is because the linearised model modulates the impulses with the ac

side line-to-line voltage at the base case firing angle, and an equivalent nonlinear model samples

along the sinusoidal line-to-line voltage waveform. Therefore, if the ac side line-to-line voltage

at the base case firing angle is less than the piece of a sinusoid that the nonlinear model samples,

the linearised model generates a firing angle variation that is bigger than what the nonlinear

model produces in order to make the corresponding voltage-time areas equal. Similarly, if the

ac side line-to-line voltage at the base case firing angle is greater than what the nonlinear model

samples, the linearised model produces a smaller variation in the firing angle compared to an

equivalent nonlinear model.

(a) (b)

Figure 5.5: An exaggerated comparison of the voltage-time area associated with a controlled
SIV produced by a nonlinear model and a linearised model: (a) Voltage-time area associated
with a nonlinear model. (b) Voltage-time associated with a linearised model.

Figure 5.5 gives an exaggerated illustration of the voltage-time area resulting from a controlled

SIV, and the differences between a nonlinear model shown in Fig. 5.5a and a linearised model

shown in Fig. 5.5b can be identified. For an easy comparison the voltage impulses from the

linearised model are time shifted, in reality, they should be centred at α0. The dashed line
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represents the ac side line-to-line voltage from 0 to π while the areas enclosed by solid lines

represent the voltage-time area associated with a controlled SIV, more specifically, the light

shaded areas result from a delay in firing angle, and the darker shaded areas represent an advance

in firing angle. In summary, if the small firing angle variation is positive, the PI controller from

the linearised model produces a bigger ∆α to generate an equivalent voltage-time area for a

correct dc side current waveform, and vice versa.

5.6.0.2 Controlled SIV for AC Side Current

The method of incorporating the consequences of a controlled SIV on the ac side current wave-

form is very similar to the case of an autonomous SIV described in Sec. 4.3.1. That is the

ac side current must be reset to an appropriate condition at the base case switching instants,

more specifically the base case thyristor switch-on instants. Figure 5.6 gives an exaggerated

illustration of the effect of a controlled SIV on the ac side current waveform, and the reset of

current required at the base case thyristor switch-on instant for a correct linearised model. The

solid line represents the base case ac side current while the dashed line represents the ac side

current associated with a variation in the thyristor firing angle. The shaded region indicates the

excess or lack of current-time area in the waveform if the ac side current is reset at the base

case instant indicated by the red arrow. The method of resetting the ac side current ensures a

correct waveform beyond the base case thyristor switch-on instants.

(a) (b)

Figure 5.6: Graphical illustration of the consequences associated with controlled SIV on the ac
side current waveform: (a) The firing angle is brought forward in time. (b) The firing angle is
postponed in time.

The step in the ac side current waveform at the base case thyristor switch-on instant is achieved

by applying a voltage impulse across the commutation circuit at that same instant. An AMIT

spectrum centred at α0 can be used to sample the variation in firing angle determined by the PI

controller, and the samples are modulated to give the appropriate sized voltage impulses. The
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voltage-time area required for each voltage impulse is approximated by

Avimp
≈ L

∆α|α0

ω0
· diac

dt

∣

∣

∣

∣

α0

(5.12)

where L is the inductive component of the commutation circuit while diac
dt

∣

∣

α0
=

vll|α0

2L is the slope

of the ac side current at the base case thyristor switch-on instant α0, and ∆α|α0
is a sample of

the small-signal firing angle variation at α0.

Upon inspection, the voltage-time area calculated in (5.12) is exactly the same as the voltage-

time area determined in (5.11) for the dc side voltage waveform. Thus, the dc side voltage

impulses at α0 can be applied to the commutation circuit directly. This can be done by the

use of the sinusoidal sampling function described in (4.33) of Chapter 4, except in this case the

sinusoidal sampling function is crossing its peak at α0. Note, m = 1 for the transfer from the dc

side voltage impulses to the positive sequence component of the voltage impulses while m = −1
for the transfer to the negative sequence component of the voltage impulses. Any consequential

effect at the end of the commutation period due to a reset in the ac side current waveform at

switch-on instants is taken care of by the state variable reset procedure described in Chapter 4.

This concludes the analysis of the consequences associated with a controlled SIV in the ac side

current and dc side voltage waveforms, and hence a complete feedback control is incorporated

into the HSS model.

5.7 CLOSED-LOOP MODEL VALIDATION

In order to validate the closed-loop model built using the HSS, a time-domain model of an

equivalent circuit built using PSCAD/EMTDC is simulated, and the small-signal responses are

compared. The HSS model remains truncated to the 49th harmonic on the ac side (48th harmonic

on the dc side) while the PSCAD/EMTDC simulation is conducted with a solution time step of

20 microseconds.

The base case quantities used in this simulation are essentially the same as the ones outlined

in Table 4.1. However, due to the addition of the main converter controller a new set of base

case switching instants have been obtained from a time domain simulation at the steady-state.

The new set of base case switching instants along with the main converter controller settings

are summarised in Table 5.1. In particular, the controller settings are chosen based on the Cigre

Benchmark Model for HVDC Controls; as it is not the focus of this study, there was no attempt

to optimise the performance of the main converter controller.

In this test, a one percent step decrease in the ac side voltage is applied to the closed-loop system.

Figures 5.7 shows plots of the small-signal ac side currents resulting from the step change while
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Table 5.1: Controlled 6-Pulse HVdc Converter Model Specifications

Parameter Value Unit

Base Case Firing Angle (α0) 16.20 deg
Base Case Commutation Period (µ0) 21.96 deg
Current Transducer Time Constant (TC) 0.01 sec
Controller Proportional Gain (KP ) 62.9623 deg/A
Controller Integral Time Constant (TI) 1.9059 × 10−4 sec

Fig. 5.8 shows plots of the dc side voltage and current. The plots are zoomed in to the first

three fundamental cycles to highlight the good agreement between the transient responses from

the HSS model and the PSCAD/EMTDC model.

It is expected, in this case of decreasing the ac side voltage input, that the main converter

controller would bring the firing angle forward in time to maintain the voltage across the dc side

terminals and produce a consistent dc side current. This control action is clearly captured by

the linearised HSS model as the positive voltage impulses at the base case firing angle α0 shown

in Fig. 5.8a which results in the correct dc side current waveform shown in Fig. 5.8b.

As described in Sec. 5.6.0.1, the PI controller in the HSS model is expected to produce a

slightly different firing angle to the purely time domain model due to the linearisation of SIV.

More specifically, the HSS model is expected to produce a smaller change in the firing angle

than the time domain model when the firing angle is advanced and vice versa, but both models

should have very similar transient response for the current error signal (the difference between

idc and idcord) and eliminates steady-state error. This is clearly shown in Fig. 5.9a that the

HSS model produces a smaller ∆α in steady-state, and in Fig. 5.9b both models produces the

same trajectory during the dynamic state and zero steady-state error. As a comparison, the

small-signal response of the firing angle variation and the dc side current error due to a one

percent increase in the ac side voltage is plotted in Fig. 5.10a and Fig. 5.10b respectively. In

this case, the small-signal firing angle variation generated from the linearised model is greater

than that of the time domain model at steady-state; this corresponds well to the discussion in

Sec. 5.6.0.1.

This concludes the validation of the closed-loop HSS model, and in the succeeding section an ac

side system with harmonic filters is implemented into the model to introduce a system resonance.
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Figure 5.7: The transient response of the small-signal ac side currents resulting from a one
percent decrease in the base case ac side voltage: (a) The resulting phase a current waveform.
(b) The resulting phase b current waveform. (c) The resulting phase c current waveform.
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Figure 5.8: The transient response of the small-signal dc side voltage and current resulting
from a one percent decrease in the base case ac side voltage: (a) The resulting dc side voltage
waveform. (b) The resulting dc side current waveform.
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Figure 5.9: The transient response of the change in firing angle and the dc side current error
resulting from a one percent decrease in the ac side voltage: (a) The resulting change in firing
angle detailing the steady-state offset. (b) The resulting dc side current error.
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Figure 5.10: The transient response of the change in firing angle and the dc side current error
resulting from a one percent increase in the ac side voltage: (a) The resulting change in firing
angle detailing the steady-state offset. (b) The resulting dc side current error.
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5.8 AC SIDE SYSTEM & HARMONIC FILTERS

Harmonic filters are usually installed on the ac side of a HVdc converter to provide low impedance

paths for the harmonic currents to flow. This is to suppress the pollution of harmonics generated

by the HVdc converter in the supply network [Sood 2004]. In this study, an ac system represented

by a three-phase series RL circuit together with a three-phase 5th harmonic shunt filter are

installed on the supply side of the commutation circuit. Figure 5.11 shows the circuit diagram

while Table 5.2 summarises the component values of the ac side system with shunt filter.

Figure 5.11: Circuit diagram of the HVdc converter model with an ac system.

Table 5.2: AC Side System and Shunt Filter Specifications

Parameter Value Unit

AC System Resistance (Rsys) 1 mΩ
AC System Inductance (Lsys) 30 mH
Shunt Filter Resistance (Rfil) 1 Ω
Shunt Filter Inductance (Lfil) 303 mH
Shunt Filter Capacitance (Cfil) 1.37 µF

Traditionally, ac-dc systems with low short circuit ratios (SCR) are believed to be high potential

candidates for system instability in the form of waveform distortion [Arrillaga et al. 1997]. This

is because there exists a parallel resonance between the ac system inductance and the capacitor

of the shunt filter, and this parallel resonance can be at a low frequency due to a high ac

system impedance as indicated by a low SCR which may be excited under certain operating

conditions and lead to an instability. However, this thesis presents a possible alternative cause
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of waveform instability in a strong grid situation identified using the HSS model, and this is

discussed throughout the succeeding sections.

5.8.1 Composite Resonance

The use of the term resonance (both series and parallel) is well established, and is commonly

used to describe the peak or trough of impedance associated with a particular part of a system.

In [Wood and Arrillaga 1995a], the concept of composite resonance is introduced specifically to

approximate the overall system resonance by including the fundamental frequency conversion

between the two sides of an HVdc converter.

The composite resonance of the HVdc converter system illustrated in Fig. 5.11 can be determined

in two steps. First, a point near the converter is selected; in this instance it is the dc side

terminals. Second, the equivalent impedances on both sides of the point are summed up, i.e. the

impedance observed by looking into the dc side circuit and the impedance observed by looking

into the converter. The summed impedance indicates a composite resonance at the frequency at

which its imaginary component equals zero. The equivalent impedance observed from the dc side

terminals looking into the converter takes into consideration of the converter characteristics, and

in this case they are captured by a reduced version of the linearised three-port model presented

in [Hume et al. 2002]3. The model can be represented by a matrix multiplication written as


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(5.13)

where k can be any positive real number, and the full detail of the three-port model derived

by Hume et al. is given in Appendix C. A single resonant frequency on the ac side can be

observed at two different frequencies from the dc side through the coupling to positive and

negative sequence components, at higher and lower frequencies respectively.

Figure 5.12 shows a plot of both the real and imaginary components of the overall HVdc con-

verter system impedance including both the ac side and the dc side circuits viewed from the

converter dc side terminals as described above. This plot reveals the fact that there are two

resonant frequencies ωn,1 and ωn,2 just below the 6th harmonic when viewed from the dc side,

they are shown by the zero-crossings of the imaginary component. More specifically, the first

resonance occurs approximately at 287.8 Hz (12.2 Hz away from the 6th harmonic) while the

second resonance occurs approximately at 288.6 Hz (11.4 Hz away from the 6th harmonic), and

note that the damping at ωn,1 is higher than that of ωn,2. These resonances are well outside

3A similar model can also be found in [Larson et al. 1989].
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the control bandwidth of the converter, and would not normally be expected to affect control

dynamics.
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Figure 5.12: Impedance plot of the overall HVdc converter system viewed from the dc side.

5.9 OBSERVATION OF SYSTEM POLE-ZERO PLOTS

Posing the harmonics of the state variable as additional state variables introduces multiple

reference frames in the HSS. This means that the same pole-pair is observable from all the

reference frames that are included in the HSS model, i.e. the same pole-pair are reflected up

and down along the imaginary axis in the s-domain plot. This is particularly well demonstrated

by the pole-zero plot of a standalone series RL circuit, in this case the commutation circuit as

shown in Fig. 5.13. The pole-pairs sit at −Rcom

Lcom
± jhω0 where h = [−7,−5,−1,+1,+5,+7] the

characteristic harmonics included in the model. The real component of each pole represents the

damping while its imaginary component represents its damped frequency.

It is expected that resonant frequencies identified in the previous section can also be observed

as dominant pole-pairs in the pole-zero plot for the associated HSS model. This is indeed the

case, and as shown in Fig. 5.14, the two resonant frequencies ωn,1 and ωn,2 can be observed

from different reference frames such that their mirror images can be found at frequencies ωp,1 =

±ωn,1∓hω0 and ωp,2 = ±ωn,2∓hω0. Unsurprisingly, the poles at ωp,2 are less damped compared

to the poles at ωp,1 as they are closer to the imaginary axis which also corresponds with the

composite resonance analysis. Furthermore, if the ac side system inductance is reduced from 30

mH to 20 mH, it is expected that the composite resonant frequencies will rise even closer to the

6th harmonic when viewed from the dc side (or the 5th harmonic when viewed from the ac side).

This is clearly shown by the movement of the poles in Fig. 5.15.

As the composite resonant frequencies are very close to the 5th harmonic (viewed from the ac
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Figure 5.13: Pole-zero plot of the commutation circuit.
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Pole−Zero Map
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Figure 5.14: Pole-zero plot for the controlled HVdc converter model truncated to the 7th har-
monic and zoomed in to the dominant pole-pairs.
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Figure 5.15: Pole-zero map showing the shift in poles due to a change in the ac side system
inductance.
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side) in this case, they are observed as low frequency poles from the 5th harmonic reference

frame. In addition, due to the strong coupling between the 5th harmonic and the fundamental

frequency through the 6-pulse converter, and the consequent strong coupling to the dc side zero

frequency component, these low frequency poles fall within the bandwidth of the main converter

controller (100 rad/s in this example). This means that the main converter controller acts on

these low frequency poles and further reduces their damping through its associated gain. This

can be seen from Fig. 5.14 that the poles at ±ωn,2 ∓ 5ω0 ≈ 78.6 rad/s (12.5 Hz) are by a

considerable margin the least damped pole-pairs in the system.

The poles are the roots of the characteristic equation of the system. They each contribute to the

overall system response in the form as an exponential decay of a sinusoid which can be written

as

y(t) = Ae−σtsin (ωpt+ ϕ) (5.14)

where σ and ωp represents the damping (real component) and frequency (imaginary component)

of the pole while A and ϕ are determined by an initial condition. This means that the responses

of each pole due to an excitation sum to generate the overall system response, and the response

associated with the least damped poles should be the most visible oscillation during the transient

state. This is clear by observing the small-signal response of the phase a current of the controlled

HVdc converter system upon a one percent step excitation to the base case ac side voltage as

shown in Fig. 5.16. Figure 5.16a shows good agreement between the responses generated from

the HSS model and an equivalent PSCAD/EMTDC simulation in that a low frequency oscillation

is visible from both models. Note that the HSS model is truncated to the 7th harmonic on the

ac side in this simulation. Figure 5.16b shows a plot of the phase a current harmonics evolving

through time, a direct result from the HSS model, and all three harmonics exhibits an oscillation

at approximately 12.5 Hz which is consistent with the previous discussion.

Finally, the same excitation (one percent step increase to the base case ac side voltage) is

applied to an HSS model that is truncated to the fundamental frequency on the ac side. The

time domain response of the phase a current is plotted in Fig. 5.17a while the transient evolution

of the fundamental frequency component directly obtained from the HSS model is plotted in Fig.

5.17b. Note that in these plots the low frequency oscillation has vanished from the HSS model

which proves that without including multiple reference frames (i.e. incorporating frequency

coupling for the fundamental frequency only) the low frequency oscillation may be unnoticed. It

also suggests that a purely fundamental frequency model built using techniques such as dynamic

phasor or generalised state-space averaging cannot be used to identify the composite resonant

frequency discussed in this example. This highlights the importance of modelling frequency

cross-coupling for frequencies beyond the fundamental.
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Figure 5.16: The transient response of the phase a current resulting from a one percent increase
in the base case ac side voltage: (a) The time domain plot of the phase a current showing both
results from an EMTDC/PSCAD simulation and the HSS model. (b) The time domain plot of
the harmonics of the phase a current from the HSS model.



100 CHAPTER 5 HARMONIC STATE-SPACE MODEL OF A CONTROLLED HVDC CONVERTER

0 0.1 0.2 0.3 0.4 0.5 0.6
−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

Time (Sec)

C
ur

re
nt

 (
kA

)

 

 
PSCAD/EMTDC
HSS

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6
0

0.01

0.02

0.03

0.04

0.05

0.06

Time (Sec)

C
ur

re
nt

 (
kA

)

 

 
Fundamental

(b)

Figure 5.17: The transient response of the phase a current from an HSS model truncated to the
fundamental frequency: (a) The time domain plot of the phase a current showing both results
from an EMTDC/PSCAD simulation and the HSS model. (b) The time domain plot of the
fundamental frequency component of the phase a current from the HSS model.
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5.10 CONCLUSIONS

In this chapter, a closed-loop HSS model for an HVdc converter system with an active controller

deploying constant current control has been developed. The main converter controller has been

broken down into individual components; namely, the current transducer, the PI controller, and

the actuator. The current transducer is modelled by a first-order low-pass filter; it provides

a current error signal to the PI controller and may pose as a limitation on the bandwidth of

the main converter controller. The PI controller is modelled by a set of first-order state-space

equations that aims to minimise the current error through its proportional and integral gains.

Finally, the actuator is modelled by applying voltage impulses to mimic the effects associated

with a controlled SIV on the ac side current and the dc side voltage waveforms. The HSS model

is validated against an equivalent model built using PSCAD/EMTDC. The step response to a

one percent decrease to the base case ac side voltage was simulated, and the results show good

agreement between the two models.

The concept of composite resonance was applied to determine the resonant frequencies of the

HVdc converter with an simple ac side system including harmonic filters. The composite resonant

frequencies were set up to be close to but not at the 5th harmonic (a reference frame with strong

frequency coupling to the fundamental), and it was shown through the pole-zero plots generated

from the HSS model that the composite resonant frequencies can be identified as dominant pole-

pairs in these s-domain plots. More importantly, due to the multiple reference frame environment

embedded within the HSS, the composite resonant frequencies may be seen as low frequency

oscillations from certain reference frames. In addition, if a strong coupling to a low frequency

reference frame is present, as is true in this example, then the low frequency oscillations will also

be present when viewed from a low frequency reference frame (observed from the dc side zero

frequency reference frame in this case). Furthermore, if the low frequency oscillation falls within

the bandwidth of the main converter controller, then the gain of the controller contributes to the

reduction in the damping of the poles associated with the low frequency oscillation, amplifying

their impact on the overall system response. Thus it is of great importance to incorporate the

modelling of frequency coupling beyond the fundamental frequency to create a model that is

useful for identifying possible system resonances.

The importance of frequency coupling for system dynamics has been shown for a simple single

converter system. In the case where multiple converters may be electrically close, much more

frequency coupling will occur. Whether this additional coupling has a stabilising or destabilising

effect on the overall system is moot; however it is apparent that it is likely to have an effect,

and should be explicitly modelled.





Chapter 6

CONCLUSIONS AND FUTURE WORK

6.1 CONCLUSIONS

As the technology in power electronics advances, it is certain that their penetration in the

power system will continue to increase. Thus, it is important to understand their associated

effects on system dynamics in order to ensure stable operation of the system. At the centre

of this is the frequency cross-coupling characteristic of power electronic circuits. Traditional

time domain based techniques, though well developed and widely accepted in software packages

such as PSCAD/EMTDC or ATP-EMTP, are powerful simulation tools. However, time domain

simulations are not the most suitable approach when it comes to controller design or stability

analysis. Frequency domain or s-domain outshine time domain methods for these applications

due to the wealth of control theory developed in these two domains. There is need for a new type

of modelling technique to extend the traditional frequency domain or s-domain descriptions of a

time-variant and nonlinear system to capture its dynamic evolution in the transient state while

keeping a representation that is linear and time-invariant. The following subsections details the

significant achievements in this thesis.

6.1.1 Linearisation Around an Operating Point

In this thesis, the procedures for developing a closed-loop HSS model of an HVdc converter

operating as a rectifier with constant current control were described. The process began by

defining an operating point for the converter system using thyristor switching instants. Generally

speaking, these values can be obtained from a time domain based simulation or an iterative

harmonic domain model. The former approach requires a time domain simulation with a three-

phase ac side voltage set as the system input to process the entire transient state before the

system relaxes to the steady-state; the cyclic steady-state converter waveforms are then used to

extract thyristor switching instants. The latter approach requires an iterative harmonic domain

model. The former approach was exploited in this thesis.
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The linearisation around an operating point, defined by fixed thyristor switching instants, came

at the cost of restricting the HSS model to be only applicable to small-signal analysis of the

converter system1. However, it also meant that the model was formulated as a linear time-

invariant (LTI) system in the frequency domain. This allows the application of classical control

theory for stability analysis through the use of pole-zero plots and Nyquist plots, or for control

design using root-locus techniques if required.

6.1.2 Harmonic Interactions Around the Converter

Frequency transfer functions have been analytically derived to capture the harmonic interactions

around the HVdc converter including transfers for an active controller. Each transfer was built

using time-invariant Fourier coefficients of a specific switching function that described the con-

duction pattern of the thyristor bridge. They each was posed in the form of a Toeplitz matrix

which was also referred to as a frequency transfer matrix (FTM) in this thesis. Every FTM

captured the mapping between two distinct signals, and the sum of their effects represented the

overall operation of the converter. This modular approach allowed every transfer to be examined

separately and that any existing switching function could be re-used. The switching functions

were written in terms of the thyristor switching instants obtained from the procedure described

in Sec. 6.1.1. As the switching instants were fixed throughout a simulation, the transfers re-

mained constant even upon a distortion at a system input, and hence a linearised model was

produced. Furthermore, the use of symmetrical components and characteristic harmonics en-

sured that the minimum set of Fourier coefficients required to fully represent the cross-coupling

of frequencies around the converter was used. This was an important step in the development

of the HSS framework to facilitate the modelling of a bigger power network with multiple power

electronic devices.

6.1.3 Linear Time-Invariant State-Space Representation

The HSS model was represented by a linear time-invariant state-space (LTISS) system with its

matrices, A, B, C, and D taking the form of a time-invariant FTM. Together with the use of the

exponentially modulated periodic (EMP) signal basis, the evolution of each harmonic frequency

of a system signal was tracked throughout the entire transient state as well as the steady-state. In

addition, this formulation allowed the model to be applicable to standard LTI analysis techniques

such as pole-zero plots, Bode plots, Nyquist plots, or root-locus. This made the HSS model a

powerful tool for system stability studies and even controller design applications.

1According to Hume, the linearised transfers of a 6-pulse HVdc converter remain relatively accurate even when
the system is experiencing waveform distortions up to 0.10 pu [Hume 2002].
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6.1.4 Linearised Model for Switching Instant Variation

There is little doubt that switching instant variation (SIV) has significant effects on the converter

waveforms, hence its contribution must be considered for an accurate model. It was clear from

Hume’s investigation that its associated effects can be linearised around an operating point

[Hume 2002], and in this thesis, the approach of using the amplitude modulated impulse train

(AMIT) spectrum was explored. The primary goal of an AMIT was to correct a voltage waveform

in relation to a variation in the switching instants, and if that voltage was applied across an

inductor, it must also correct the trajectory of the inductor current by creating a step in the

waveform. The AMIT was in the form of a voltage impulse train with each impulse carrying

an appropriate voltage-time area, and they centred at the same fixed switching instants as the

transfer functions. Hence, this approach was also fully linearised. This way, the AMIT provided

proper management for the current state variables in the model. It ensured that the thyristor

current was kept to zero beyond its fixed switch-off instants, and started at the correct value at

the fixed switch-on instants if there was any SIV resulting from the firing angle control.

6.1.5 Analysis of System Poles

System pole plots were used to examine the dynamics of the closed-loop converter system with

a simple ac side system including a 5th harmonic filter. Through the concept of composite

resonance, the interaction between system impedances via the thyristor bridge was investigated

and two resonant frequencies ωn,1 and ωn,2 were identified at 287.8 Hz and 288.6 Hz from

the dc side. Normally these frequencies would not have been expected to affect the dynamics

of the controller, but due to the cross-coupling between frequencies, they also appeared as low

frequency components that fell within the bandwidth of the controller. The controller responded

to these low frequency resonances and further reduced their damping. This was captured by

the HSS model as the dominant pole-pairs in its s-domain plot which were reflections of the

resonant frequencies up and down the imaginary axis. In addition, the poles within the control

bandwidth were the least damped.

Reduction in the ac side system impedance showed a movement in the dominant pole-pairs that

indicated an increase in the resonant frequencies. This confirmed that these dominant pole-pairs

identified from the HSS model were associated with the resonant frequencies determined through

the composite resonance analysis. It was also illustrated that if the system was truncated to only

retain the cross-coupling between the fundamental and the dc component then these dominant

dynamics cannot be captured. This highlighted the importance of preserving the representation

of frequency coupling to a relatively high order harmonic.
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6.2 FUTURE WORK

Through the HSS model presented in this thesis as well as some of the recent work published

in [Love 2007] and [Orillaza 2012], it is clear that the HSS framework showed great potential

in the dynamic modelling of power electronic systems. However, there are still some aspects of

the HSS that requires further investigation, and a number of improvements can be made to the

HVdc converter model. This section identifies some of the possible extensions to this research.

6.2.1 Gibbs Phenomenon

For a harmonically truncated model, there exists a source of inaccuracy known as Gibbs Phe-

nomenon. This refers to the ringing on both sides of a discontinuity in the time domain waveform

that is reconstructed from a frequency truncated spectrum. This means that the waveform oscil-

lates around the actual value and the error is particularly significant at a discontinuity. In HSS

modelling, sampling of current or voltage waveforms is often required at the thyristor switch-

ing instants for the modelling of SIV. Therefore, necessary approximations need to be made to

produce proper samples of the steps in the current or voltage waveforms.

In this thesis, the property of half-wave symmetry was exploited and the sample made at a

waveform discontinuity was approximated to be at midway of its actual value. This assumed

the waveform has zero gradient before and after the step. However, this was not always the

case. For example, in order to reset the state variable to ensure zero thyristor current during

the non-conduction period, the thyristor current was sampled at the switch-off instant. Prior to

the switch-off instant, the thyristor current was falling due to the commutation circuit, breaking

the half-wave symmetry in the waveform. Worse, if there were multiple steps in the waveform,

as was true for the small-signal ac side current waveform, the ringing associated with each

step could have been affecting each other and making it even more difficult to approximate the

actual size of the steps. An inaccurate sample of the thyristor current could have caused residual

current beyond its switch-off and an error in the representation of SIV. Further investigations

are required to produce better approximations at the waveform discontinuities, or alternatively

ensuring the current state variables are kept zero during the non-conduction period. There is a

possibility of using a square pulse instead of an impulse to reset the state variable so that further

improvements can be made to the current waveform throughout the non-conduction period. An

approach of eliminating Gibbs Phenomenon from switching functions proposed by de Souza and

Watanabe may be investigated [de Souza and Watanabe 2009].
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6.2.2 Model Extensions

The linearised HSS model of an HVdc converter presented in this thesis assumed equidistant

firing pulses that were synchronised with the fundamental component of the supply side voltage

and unaffected by harmonics, thus a phase-locked oscillator (PLO) was neglected from the

model. However, the PLO had become an essential component in the valve-firing control since

its introduction in [Ainsworth 1968], and Jovcic et al. have shown that the dynamic behaviour

of the PLO can have significant impact on the system stability [Jovcic et al. 1999].

In 2004, Wood and Osauskas included a linearised model of the PLO in their frequency domain

model of a STATCOM [Wood and Osauskas 2004]. It can be incorporated into the HSS model

by rearranging its transfers using the HSS formulation described in Chapter 3. Furthermore,

this HSS model can be extended to describe a 12-pulse converter system and eventually the full

HVdc link with controls on both ends. In addition, there is a opportunity to integrate with other

existing HSS models such as a TCR or a STATCOM for the study of a more complex system.





Appendix A

HVDC INSTALLATIONS BY ABB

ABB has participated in more than seventy HVdc projects around the world including the first

commercial link in Gotland. A map of these links is shown in Fig. A.1 with its legends given in

Table A.1.

(a) Asia, Europe, Africa, and Australia. (b) North & South America.

Figure A.1: Map of HVdc installations by ABB.
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Table A.1: ABB HVdc Classic Projects

Legend Description Legend Description

1 Gotland 36 Rapid City DC Tie
2 Skagerrak 1 & 2 37 Vizag II
3 Cahora Bassa 38 Three Gorges - Shanghai
4 Inga-Kolwezi 39 NorNed
5 CU-project 40 Sharyland
6 Nelson River 2 41 SAPEI
7 Itaipu 42 Outaouais
8 Gotland 2 43 Xiangjiaba - Shanghai
9 Dürnrohr 44 Lingbao II Extension project
10 Pacific Intertie Upgrading 45 Fenno-Skan 2
11 Châteauguay 46 Hulunbeir - Liaoning
12 Intermountain 47 Rio Madeira
13 Highgate 48 Rio Madeira back-to-back
14 Blackwater 49 North-East Agra
15 Vindhyachal 50 Jinping - Sunan
16 Broken Hill 51 Oklaunion HVDC Replacement
17 Gotland 3 52 Railroad DC Tile (SHaryland)
18 Rihand-Delhi 53 LitPol
19 Konti-Skan 2 U1 Skagerrak 1 & 2
20 Quebec - New England U2 New Zealand DC Hybrid Link
21 Fenno-Skan U3-U5 CU-project
22 Pacific Intertie Expansion U6 Square Butte HVDC Scheme
23 Gezhouba - Shanghai U7 Pacific HVDC Intertie, Sylmar Replacement
24 New Zealand U8 Skagerrak 1 & 2
25 Skagerrak 3 U9 Cahora Bassa, Apollo Upgrade
26 Baltic Cable U10 Blackwater
27 Kontek U11 Châteauguay
28 Chandrapur Padghe U12 Intermountain Upgrade
29 Leyte - Luzon U13 Fenno-Skan I Upgrade
30 SwePol U14 Inga-Kolwezi Upgrade
31 Brazil-Argentina Interconnection 1 U15 Highgate Refurbishment
32 Italy-Greece U16 Songo
33 Three Gorges - Changzhou U17 Eel River
34 Brazil-Argentina Interconnection 2 U18 Pacific DC Intertie Celilo Upgrade
35 Three Gorges - Guangdong



Appendix B

HARMONIC STATE-SPACE MODEL STRUCTURE

Figure B.1 shows the interconnection between the subsystems for the open-loop HSS model of

an HVdc converter system.

Figure B.1: HSS model structure of an uncontrolled HVdc converter system.





Appendix C

THREE-PORT TRANSFERS OF A 6-PULSE HVDC CONVERTER

The full three-port model of a 6-pulse HVdc converter including firing angle control can be

described by a matrix multiplication given in C.1.
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(C.1)

The transfers a to l are described by the equations on the next page. The parameters V1 and φ

are the peak magnitude and the angle of the fundamental frequency positive sequence component

of the ac side voltage respectively; α0 is the firing angle while µ0 is the commutation period in

radians, and X is the commutation reactance in ohms. These transfers assume the current is

flowing out from the converter into the dc side.
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a = −j 3µ0

2πX(k + 1)

[

1− sinc ((k + 1)µ0/2π) −(k + 1)µ0/2
]

(C.2a)

b = −j 3

2πX(k − 1)
−2(α0 − φ)

×
[

sin(µ0) −µ0 − µ0sinc ((k + 1)µ0/2π) −(k + 1)µ0/2
]

(C.2b)

c = −
√
3

π
−(α0 − φ)

[

− j − sin(µ0/2) −µ0/2

− (µ0/2)sinc ((k + 1)µ0/2π) −(k + 1)µ0/2
]

(C.2c)

d = −3V1µ0

2πX
sin(α0) −(α0)− φ

× sinc ((k + 1)µ0/2π) −(k + 1)µ0/2 (C.2d)

e = −j 3

2πX(k + 1)
+2(α0 − φ)

×
[

sin(µ0) +µ0 − µ0sinc ((k − 1)µ0/2π) −(k − 1)µ0/2
]

(C.2e)

f = −j 3µ0

2πX(k − 1)

[

1− sinc ((k − 1)µ0/2π) −(k − 1)µ0/2
]

(C.2f)

g = −
√
3

π
+(α0 − φ)

[

+ j − sin(µ0/2) +µ0/2

− (µ0/2)sinc ((k − 1)µ0/2π) −(k − 1)µ0/2
]

(C.2g)

h = −3V1µ0

2πX
sin(α0) +(α0)− φ

× sinc ((k − 1)µ0/2π) −(k − 1)µ0/2 (C.2h)

i =
3
√
3

π
+(α0 − φ)

[

+ j − sin(µ0/2) +µ0/2

+ (µ0/2) +µ0sinc ((k + 1)µ0/2π) −(k + 1)µ0/2
]

(C.2i)

j =
3
√
3

π
−(α0 − φ)

[

− j − sin(µ0/2) −µ0/2

+ (µ0/2) −µ0sinc ((k − 1)µ0/2π) −(k − 1)µ0/2
]

(C.2j)

k = jkX(2 − 3µ0/2π) + (3X/π)cos(kµ0/2) −kµ0/2 (C.2k)

l = −3
√
3V1

2π
sin(α0)

[

1 + −kµ0

]

(C.2l)
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